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## PREFACE

Control theory originated around 150 years ago when the performance of mechanical governors started to be analysed in a mathematical way. Such governors act in a stable way if all the roots of some associated polynomials are contained in the left half of the complex plane. One of the most outstanding results of the early period of control theory was the Routh algorithm, which allowed one to check whether a given polynomial had this property. Questions of stability are present in control theory today, and, in addition, to technical applications, new ones of economical and biological nature have been added. Control theory has been strongly linked with mathematics since World War II. It has had considerable influence on the calculus of variations, the theory of differential equations and the theory of stochastic processes.

The aim of Mathematical Control Theory is to give a self-contained outline of mathematical control theory. The work consciously concentrates on typical and characteristic results, presented in four parts preceded by an introduction. The introduction surveys basic concepts and questions of the theory and describes typical, motivating examples.

Part I is devoted to structural properties of linear systems. It contains basic results on controllability, observability, stability and stabilizability. A separate chapter covers realization theory. Toward the end more special topics are treated: linear systems with bounded sets of control parameters and the so-called positive systems.

Structural properties of nonlinear systems are the content of Part II, which is similar in setting to Part I. It starts from an analysis of controllability and observability and then discusses in great detail stability and stabilizability. It also presents typical theorems on nonlinear realizations.

Part III concentrates on the question of how to find optimal controls. It discusses Bellman's optimality principle and its typical applications to the linear regulator problem and to impulse control. It gives a proof of Pontriagin's maximum principle for classical problems with fixed control intervals as well as for time-optimal and impulse control problems. Existence problems are considered in the final chapters, which also contain the basic Fillipov theorem.

Part IV is devoted to infinite dimensional systems. The course is limited to linear systems and to the so-called semigroup approach. The first chapter treats linear systems without control and is, in a sense, a concise presentation of the theory of semigroups of linear operators. The following two chapters concentrate on controllability, stability and stabilizability of
linear systems and the final one on the linear regulator problem in Hilbert spaces.

Besides classical topics the book also discusses less traditional ones. In particular great attention is paid to realization theory and to geometrical methods of analysis of controllability, observability and stabilizability of linear and nonlinear systems. One can find here recent results on positive, impulsive and infinite dimensional systems. To preserve some uniformity of style discrete systems as well as stochastic ones have not been included. This was a conscious compromise. Each would be worthy of a separate book.

Control theory is today a separate branch of mathematics, and each of the topics covered in this book has an extensive literature. Therefore the book is only an introduction to control theory.

Knowledge of basic facts from linear algebra, differential equations and calculus is required. Only the final part of the book assumes familiarity with more advanced mathematics.

Several unclear passages and mistakes have been removed due to remarks of Professor L. Mikotajczyk and Professor W. Szlenk. The presentation of the realization theory owes much to discussions with Professor B. Jakubczyk. I thank them very much for their help.

Finally some comments about the arrangement of the material. Successive number of paragraph, theorem, lemma, formula, example, exercise is preceded by the number of the chapter. When referring to a paragraph from some other parts of the book a latin number of the part is added. Numbers of paragraphs, formulae and examples from Introduction are preceded by 0 and those from Appendix by letter A.

Jerzy Zabczyk

## INTRODUCTION

In the first part of the Introduction, in a schematic way, basic questions of control theory are formulated. The second part describes several specific models of control systems giving physical interpretation of the introduced parameters. The second part is not necessary for the understanding of the following considerations, although mathematical versions of the discussed models will often appear.

## §0.1. Problems of mathematical control theory

A departure point of control theory is the differential equation

$$
\begin{equation*}
\dot{y}=f(y, u), \quad y(0)=x \in \mathbf{R}^{n} \tag{0.1}
\end{equation*}
$$

with the right hand side depending on a parameter $u$ from a set $U \subset \mathbf{R}^{m}$. The set $U$ is called the set of control parameters. Differential equations depending on a parameter have been objects of the theory of differential equations for a long time. In particular an important question of continuous dependence of the solutions on parameters has been asked and answered under appropriate conditions. Problems studied in mathematical control theory are, however, of different nature, and a basic role in their formulation is played by the concept of control. One distinguishes controls of two types: open and closed loop. An open loop control can be basically an arbitrary function $u(\cdot):[0,+\infty) \longrightarrow U$, for which the equation

$$
\begin{equation*}
\dot{y}(t)=f(y(t)), u(t)), \quad t \geq 0, y(0)=x \tag{0.2}
\end{equation*}
$$

has a well defined solution.
A closed loop control can be identified with a mapping $k: \mathbf{R}^{\boldsymbol{n}} \longrightarrow U$, which may depend on $t \geq 0$, such that the equation

$$
\begin{equation*}
\dot{y}(t)=f(y(t), k(y(t))), \quad t \geq 0, y(0)=x \tag{0.3}
\end{equation*}
$$

has a well defined solution. The mapping $k(\cdot)$ is called feedback. Controls are called also strategies or inputs, and the corresponding solutions of (0.2) or (0.3) are outputs of the system.

One of the main aims of control theory is to find a strategy such that the corresponding output has desired properties. Depending on the properties involved one gets more specific questions.

Controllability. One says that a state $z \in \mathbf{R}^{n}$ is reachable from $x$ in time $T$, if there exists an open loop control $u(\cdot)$ such that, for the output $y(\cdot)$, $y(0)=x, y(T)=z$. If an arbitrary state $z$ is reachable from an arbitrary state $\boldsymbol{x}$ in a time $T$, then the system (0.1) is said to be controllable. In several situations one requires a weaker property of transfering an arbitrary state into a given one, in particular into the origin. A formulation of effective characterizations of controllable systems is an important task of control theory only partially solved.

Stabilizability. An equally important issue is that of stabilizability. Assume that for some $\bar{x} \in \mathbf{R}^{n}$ and $\bar{u} \in U, f(\bar{x}, \bar{u})=0$. A function $k: \mathbf{R}^{n} \longrightarrow U$, such that $k(\bar{x})=\bar{u}$, is called a stabilizing feedback if $\bar{x}$ is a stable equilibrium for the system

$$
\begin{equation*}
\dot{y}(t)=f(y(t), k(y(t))), \quad t \geq 0, y(0)=x \tag{0.4}
\end{equation*}
$$

In the theory of differential equations there exist several methods to determine whether a given equilibrium state is a stable one. The question of whether, in the class of all equations of the form (0.4), there exists one for which $\bar{x}$ is a stable equilibrium is of a new qualitative type.

Observability. In many situations of practical interest one observes not the state $y(t)$ but its function $h(y(t)), t \geq 0$. It is therefore often necessary to investigate the pair of equations

$$
\begin{align*}
\dot{y} & =f(y, u), \quad y(0)=x  \tag{0.5}\\
w & =h(y) \tag{0.6}
\end{align*}
$$

Relation (0.6) is called an observation equation. The system (0.5)-(0.6) is said to be observable if, knowing a control $u(\cdot)$ and an observation $w(\cdot)$, on a given interval $[0, T]$, one can determine uniquely the initial condition $x$.

Stabilizability of partially observable systems. The constraint that one can use only a partial observation $w$ complicates considerably the stabilizability problem. Stabilizing feedback should be a function of the observation only, and therefore it should be "factorized" by the function $h(\cdot)$. This way one is led to a closed loop system of the form

$$
\begin{equation*}
\dot{y}=f(y, k(h(y))), \quad y(0)=x \tag{0.7}
\end{equation*}
$$

There exists no satisfactory theory which allows one to determine when there exists a function $k(\cdot)$ such that a given $\bar{x}$ is a stable equilibrium for (0.7).

Realization. In connection with the full system (0.5) - (0.6) one poses the problem of realization.

For a given initial condition $x \in \mathbf{R}^{n}$, system (0.5)-(0.6) defines a mapping which transforms open loop controls $u(\cdot)$ onto outputs given by (0.6): $w(t)=h(y(t)), t \in[0, T]$. Denote this transformation by $\mathcal{R}$. What are its properties? What conditions should a transformation $\mathcal{R}$ satisfy to be given by a system of the type (0.5)-(0.6)? How, among all the possible "realizations" (0.5)-(0.6) of a transformation $\mathcal{R}$, do we find the simplest one? The transformation $\mathcal{R}$ is called an input-output map of the system (0.5)-(0.6).

Optimality. Besides the above problems of structural character, in control theory, with at least the same intensity, one asks optimality questions. In the so-called time-optimal problem one is looking for a control which not only transfers a state $x$ onto $z$ but does it in the minimal time $T$. In other situations the time $T>0$ is fixed and one is looking for a control $u(\cdot)$ which minimizes the integral

$$
\int_{0}^{T} g(y(t), u(t)) d t+G(y(T))
$$

in which $g$ and $G$ are given functions. A related class of problems consists of optimal impulse control. They require however a modified concept of strategy.

Systems on manifolds. Difficulties of a different nature arise if the state space is not $\mathbf{R}^{n}$ or an open subset of $\mathbf{R}^{n}$ but a differential manifold. This is particularly so if one is interested in the global properties of a control system. The language and methods of differential geometry in control theory are starting to play a role similar to the one they used to play in classical mechanics.

Infinite dimensional systems. The problems mentioned above problems do not lose their meanings if, instead of ordinary differential equations, one takes, as a description of a model, a partial differential equation of parabolic or hyperbolic type. The methods of solutions, however become, much more complicated.

## §0.2. Specific models

The aim of the examples introduced in this paragraph is to show that the models and problems discussed in control theory have an immediate real meaning.
Example 0.1. Electrically heated oven. Let us consider a simple model of an electrically heated oven, which consists of a jacket with a coil directly heating the jacket and of an interior part. Let $T_{0}$ denote the outside temperature. We make a simplifying assumption, that at an arbitrary moment
$t \geq 0$, temperatures in the jacket and in the interior part are uniformly distributed and equal to $T_{1}(t), T_{2}(t)$. We assume also that the flow of heat through a surface is proportional to the area of the surface and to the difference of temperature between the separated media. Let $u(t)$ be the intensity of the heat input produced by the coil at moment $t \geq 0$. Let moreover $a_{1}, a_{2}$ denote the area of exterior and interior surfaces of the jacket, $c_{1}, c_{2}$ denote heat capacities of the jacket and the interior of the oven and $r_{1}, r_{2}$ denote radiation coefficients of the exterior and interior surfaces of the jacket. An increase of heat in the jacket is equal to the amount of heat produced by the coil reduced by the amount of heat which entered the interior and exterior of the oven. Therefore, for the interval $[t, t+\Delta t]$, we have the following balance:
$c_{1}\left(T_{1}(t+\Delta t)-T_{1}(t)\right) \approx u(t) \Delta t-\left(T_{1}(t)-T_{2}(t)\right) a_{1} r_{1} \Delta t-\left(T_{1}(t)-T_{0}\right) a_{2} r_{2} \Delta t$.
Similarly, an increase of heat in the interior of the oven is equal to the amount of heat radiated by the jacket:

$$
c_{2}\left(T_{2}(t+\Delta t)-T_{2}(t)\right)=\left(T_{1}(t)-T_{2}(t)\right) a_{1} r_{2} \Delta t
$$

Dividing the obtained identities by $\Delta t$ and taking the limit, as $\Delta t \downarrow 0$, we obtain

$$
\begin{aligned}
& c_{1} \frac{d T_{1}}{d t}=u-\left(T_{1}-T_{2}\right) a_{1} r_{1}-\left(T_{1}-T_{0}\right) a_{2} r_{2} \\
& c_{2} \frac{d T_{2}}{d t}=\left(T_{1}-T_{2}\right) a_{1} r_{1}
\end{aligned}
$$

Let us remark that, according to the physical interpretation, $u(t) \geq 0$ for $t \geq 0$. Introducing new variables $x_{1}=T_{1}-T_{0}$ and $x_{2}=T_{2}-T_{0}$, we have

$$
\frac{d}{d t}\left[\begin{array}{l}
x_{1} \\
x_{2}
\end{array}\right]=\left[\begin{array}{cc}
-\frac{r_{1} a_{1}+r_{2} a_{2}}{c_{1}} & \frac{r_{1} a_{1}}{c_{1}} \\
\frac{r_{1} a_{1}}{c_{2}} & -\frac{r_{1} a_{1}}{c_{2}}
\end{array}\right]\left[\begin{array}{l}
x_{1} \\
x_{2}
\end{array}\right]+\left[\begin{array}{c}
c_{1}^{-1} \\
0
\end{array}\right] u
$$

It is natural to limit the considerations to the case when $x_{1}(0) \geq 0$ and $x_{2}(0) \geq 0$. It is physically obvious that if $u(t) \geq 0$ for $t \geq 0$, then also $x_{1}(t) \geq 0, x_{2}(t) \geq 0, t \geq 0$. One can prove this mathematically; see $\S$ I.4.2.

Let us assume that we want to obtain, in the interior part of the oven, a temperature $T$ and keep it at this level infinitely long. Is this possible? Does the answer depend on initial temperatures $T_{1} \geq T_{0}, T_{2} \geq T_{0}$ ?

The obtained model is a typical example of a positive control system discussed in detail in § I.4.2.
Example 0.2. Rigid body. When studying the motion of a spacecraft it as convenient to treat it as a rigid body rotating around a fixed point $O$.

Let us regard this point as the origin of an inertial system. In the inertial system the motion is described by

$$
\dot{H}=F,
$$

where $H$ denotes the total angular momentum and $F$ the torque produced by $2 r$ gas jets located symetrically with respect to $O$. The torque $F$ is equal to $u_{1} b_{1}+\ldots+u_{r} b_{r}$, where $b_{1}, \ldots, b_{r}$ are vectors fixed to the spacecraft and $u_{1}, \ldots, u_{r}$ - are thrusts of the jets.

Let $\left\{e_{1}, e_{2}, e_{3}\right\}$ and $\left\{r_{1}, r_{2}, r_{3}\right\}$ be orthonormal bases of the inertial system and the rotating one. There exists exactly one matrix $R$ such that $r_{i}=R e_{i}, i=1,2,3$. It determines completely the position of the body. Let $\Omega$ be the angular velocity measured in the inertial system, given in the moving system by the formula $\omega=R \Omega$. It is not difficult to show (see [2]) that

$$
\dot{R}=S R, \quad \text { where } S=\left[\begin{array}{ccc}
0 & \omega_{3} & -\omega_{2} \\
-\omega_{3} & 0 & \omega_{1} \\
\omega_{2} & -\omega_{1} & 0
\end{array}\right]
$$

Let $J$ be the inertia matrix. Then the total angular momentum $H$ is given by $H=R^{-1} J$. Inserting this expresion into the equation of motion we obtain

$$
\frac{d}{d t}\left(R^{-1} J \omega\right)=R^{-1}\left(\sum_{i=1}^{r} u_{i} b_{i}\right)
$$

After an elementary transformation we arrive at the Euler equation

$$
J \dot{\omega}=S J \omega+\sum_{i=1}^{r} u_{i} b_{i}
$$

This equation together with

$$
\dot{R}=S R
$$

characterizes completely the motion of the rotating object.
From a practical point of view the following questions are of interest:
Is it possible to transfer a given pair $\left(R_{0}, \omega_{0}\right)$ to a desirable pair $\left(R_{1}, 0\right)$, using some steering functions $u_{1}(\cdot), \ldots, u_{r}(\cdot)$ ?

Can one find feedback controls which slow down the rotational movement independently on the initial angular velocity?

While the former question was concerned with controllability, the latter one was about stabilizability.
Example 0.3. Watt's governor. Let $J$ be the moment of inertia of the flywheel of a steam engine with the rotational speed $\omega(t), t \geq 0$. Then

$$
J \dot{\omega}=u-p
$$

where $u$ and $p$ are torques produced by the action of steam and the weight of the cage respectively. This is the basic movement equation, and Watt's governor is a technical implementation of a feedback whose aim is a stable action of the steam engine. It consists of two arms with weights $m$ at their ends, fixed symetrically to a vertical rod, rotating with speed $l$, where $l$ is a positive number. Let $\varphi$ denote the angle between the arms and the rod, equal to the angle between the bars supporting the arms and attached to the sleeve moving along the rod and to the rod itself. The position of the sleeve determines the intensity of the steam input. If $b$ is the coefficient of the frictional force in the hinge joints and $g$ the gravitational acceleration, then (see [45])

$$
m \ddot{\varphi}=m l^{2} \omega^{2} \sin \varphi \cos \varphi-m g \sin \varphi-b \dot{\varphi}
$$

One is looking for a feedback of the form

$$
u=\bar{u}+k(\cos \varphi-\cos \bar{\varphi})
$$

where $\bar{u}, \bar{\varphi}$ and $k$ are fixed numbers. Introducing a new variable $\psi=\dot{\varphi}$, one obtains a system of three equations

$$
\begin{aligned}
\dot{\varphi} & =\psi \\
\dot{\psi} & =l^{2} \omega^{2} \sin \varphi \cos \varphi-g \sin \varphi-\frac{b}{m} \psi \\
\dot{\omega} & =k \cos \varphi+(\bar{u}-p-k \cos \bar{\varphi})
\end{aligned}
$$

Assume that $p$ is constant and let $\left(\varphi_{0}, \psi_{0}, \omega_{0}\right)^{*}$ be an equilibrium state of the above system. For what parameters of the system is the equilibrium position stable for values $p$ from a given interval? This question has already been asked by Maxwell. An answer is provided by stability theory.
Example 0.4. Electrical filter. An electrical filter consists of a capacitor with capacity $C$, a resistor with resistance $R$, two inductors with inductance $L$ and a voltage source [45]. Let $U(t)$ be the voltage of the input and $I(t)$ the current in one of the inductors at a moment $t \in \boldsymbol{R}$. From Kirchoff's law

$$
L^{2} C \frac{d^{3} I}{d t^{3}}+R L C \frac{d^{2} I}{d t^{2}}+2 L \frac{d I}{d t}+R I=U
$$

The basic issue here is a relation between the voltage $U(\cdot)$ and current $I(\cdot)$. They can be regarded as the control and the output of the system.

Let us assume that the voltage $U(\cdot)$ is a periodic function of a period $\omega$. Is it true that the current $I(\cdot)$ is also periodic? Let $\alpha(\omega)$ be the amplitude of $I(\cdot)$. For what range of $\omega$ is the amplitude $\alpha(\omega)$ very large or conversely very close to zero? In the former case we deal with the amplification of the frequences $\omega$ and in the latter one the frequences $\omega$ are "filtered" out.

Example 0.5. Soft landing. Let us consider a spacecraft of total mass $M$ moving vertically with the gas thruster directed toward the landing surface. Let $h$ be the height of the spacecraft above the surface, $u$ the thrust of its engine produced by the expulsion of gas from the jet. The gas is a product of the combustion of the fuel. The combustion decreases the total mass of the spacecraft, and the thrust $u$ is proportional to the speed with which the mass decreases. Assuming that there is no atmosphere above the surface and that $g$ is gravitational acceleration, one arrives at the following equations [26]:

$$
\begin{align*}
M \ddot{h} & =-g M+u  \tag{0.8}\\
\dot{M} & =-k u \tag{0.9}
\end{align*}
$$

with the initial conditions $M(0)=M_{0}, h(0)=h_{0}, \dot{h}(0)=h_{1} ; k$ a positive constant. One imposes additional constraints on the control parameter of the type $0 \leq u \leq \alpha$ and $M \geq m$, where $m$ is the mass of the spacecraft without fuel. Let us fix $T>0$. The soft landing problem consists of finding a control $u(\cdot)$ such that for the solutions $M(\cdot), h(\cdot)$ of equation (0.8)

$$
M(t) \geq m, \quad h(t) \geq 0, \quad t \in[0, T], \quad \text { and } \quad h(T)=\dot{h}(T)=0
$$

The problem of the existence of such a control is equivalent to the controllability of the system (0.8)-(0.9).

A natural optimization question arises when the moment $T$ is not fixed and one is minimizing the landing time. The latter problem can be formulated equivalently as the minimum fuel problem. In fact, let $v=\dot{h}$ denote the velocity of the spacecraft, and let $M(t)>0$ for $t \in[0, T]$. Then

$$
\frac{\dot{M}(t)}{M(t)}=-k \dot{v}(t)-g k, \quad t \in[0, T]
$$

Therefore, after integration,

$$
M(T)=e^{-v(T) k-g k T+v(0) k} M(0)
$$

Thus a soft landing is taking place at a moment $T>0(v(T)=0)$ if and only if

$$
M(T)=e^{-g k T} e^{v(0) k} M(0)
$$

Consequently, the minimization of the landing time $T$ is equivalent to the minimization of the amount of fuel $M(0)-M(T)$ needed for landing.
Example 0.6. Optimal consumption. The capital $y(t) \geq 0$ of an economy at any moment $t$ is divided into two parts: $u(t) y(t)$ and $(1-u(t)) y(t)$, where $u(t)$ is a number from the interval $[0,1]$. The first part goes for investments and contributes to the increase in capital according to the formula

$$
\dot{y}=u y, \quad y(0)=x>0
$$

The remaining part is for consumption evaluated by the satisfaction

$$
\begin{equation*}
J_{T}(x, u(\cdot))=\int_{0}^{T}((1-u(t)) y(t))^{\alpha} d t+a y^{\alpha}(T) \tag{0.10}
\end{equation*}
$$

In definition ( 0.10 ), the number $a$ is nonnegative and $\alpha \in(0,1)$. In the described situation one is trying to divide the capital to maximize the satisfaction.
Example 0.7. Heating a rod. To fix ideas let us denote by $y(t, \xi)$ the temperature of a rod at the moment $t \geq 0$ and at the point $\xi \in[0, L]$, heated with the intensity $u(t) b(\xi)$, where the value $u(t)$ can be arbitrarily chosen: $u(t) \in \mathbf{R}$. Assuming additionally that the ends of the rods are insulated: $u(t, 0)=u(t, L), t \geq 0$, and applying elementary laws of the heat conduction, one arrives at the following parabolic equation describing the evolution of the temperature in the rod:

$$
\begin{align*}
\frac{\partial y}{\partial t}(t, \xi) & =\sigma^{2} \frac{\partial^{2} y}{\partial \xi^{2}}(t, \xi)+u(t) b(\xi), \quad t>0, \xi \in(0, L)  \tag{0.11}\\
y(t, 0) & =y(t, L)=0, \quad t>0  \tag{0.12}\\
y(0, \xi) & =x(\xi), \quad \xi \in[0, L] \tag{0.13}
\end{align*}
$$

The parameter $\sigma$ in (0.11) is the heat capacity of the rod, and the function $x(\cdot)$ is the initial distribution of the temperature.

Let us assume that $\hat{x}(\xi), \xi \in[0, L]$ is the required distribution of the temperature and $T>0$ a fixed moment. The question, whether one can heat the rod in such a way to obtain $y(T, \xi)=\hat{x}(\xi), \xi \in[0, L]$, is identical to asking whether, for system (0.11)-(0.12), the initial state $x(\cdot)$ can be transferred onto $\hat{x}(\cdot)$ in time $T$. A practical situation may impose additional constraints on the control parameter $u$ of the type $u \in[0, \bar{u}]$. Under such a constraint, the problem of finding control transferring $x(\cdot)$ and $\hat{x}(\cdot)$ in minimal time is mathematically well posed and has a clear physical meaning.
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## PART I

## ELEMENTS OF CLASSICAL CONTROL THEORY

## Chapter 1 <br> Controllability and observability

In this chapter basic information about linear differential equations are recalled and the main concepts of control theory, controllability and obervability, are studied. Specific formulae for controls transferring one state onto another as well as algebraic characterizations of controllable and observable systems are obtained. A complete classification of controllable systems with one dimensional input is given.

## §1.1. Linear differential equations

The basic object of classical control theory is a linear system described by a differential equation

$$
\begin{equation*}
\frac{d y}{d t}=A y(t)+B u(t), \quad y(0)=x \in \mathbf{R}^{n} \tag{1.1}
\end{equation*}
$$

and an observation relation

$$
\begin{equation*}
w(t)=C y(t), \quad t \geq 0 \tag{1.2}
\end{equation*}
$$

Linear transformations $A: \mathbf{R}^{n} \longrightarrow \mathbf{R}^{n}, B: \mathbf{R}^{m} \longrightarrow \mathbf{R}^{n}, C: \mathbf{R}^{m} \longrightarrow \mathbf{R}^{k}$ in (1.1) and (1.2) will be identified with representing matrices and elements of $\mathbf{R}^{n}, \mathbf{R}^{m}, \mathbf{R}^{k}$ with one column matrices. The set of all matrices with $n$ rows and $m$ columns will be denoted by $\mathbf{M}(n, m)$ and the identity transformation as well as the identity matrix by $I$. The scalar product $\langle x, y\rangle$ and the norm $|x|$, of elements $x, y \in \mathbf{R}^{n}$ with coordinates $\xi_{1}, \ldots, \xi_{n}$ and $\eta_{1}, \ldots, \eta_{n}$, are defined by

$$
\langle x, y\rangle=\sum_{j=1}^{n} \xi_{j} \eta_{j}, \quad|x|=\left(\sum_{j=1}^{n} \xi_{j}^{2}\right)^{1 / 2}
$$

The adjoint transformation of a linear transformation $A$ as well as the transpose matrix of $A$ are denoted by $A^{*}$. A matrix $A \in \mathbf{M}(n, n)$ is called symmetric if $A=A^{*}$. The set of all symmetric matrices is partially ordered by the relation $A_{1} \geq A_{2}$ if $\left\langle A_{1} x, x\right\rangle \geq\left\langle A_{2} x, x\right\rangle$ for arbitrary $x \in \mathbf{R}^{n}$. If $A \geq 0$ then one says that matrix $A$ is nonnegative definite and if, in addition, $\langle A x, x\rangle>0$ for $x \neq 0$ that $A$ is positive definite. Treating $x \in \mathbf{R}^{\boldsymbol{n}}$ as an element of $\mathbf{M}(n, 1)$ we have $\boldsymbol{x}^{*} \in \mathbf{M}(1, n)$. In particular we can write $\langle x, y\rangle=x^{*} y$ and $|x|^{2}=x^{*} x$. The inverse transformation of $A$ and the inverse matrix of $A$ will be denoted by $A^{-1}$.

If $F(t)=\left[f_{i j}(t) ; i=1, \ldots, n, j=1, \ldots, m\right] \in \mathbf{M}(n, m), t \in[0, T]$, then, by definition,

$$
\begin{equation*}
\int_{0}^{T} F(t) d t=\left[\int_{0}^{T} f_{i j}(t) d t, i=1, \ldots, n ; j=1, \ldots, n\right] \tag{1.3}
\end{equation*}
$$

under the condition that elements of $F(\cdot)$ are integrable.
Derivatives of the 1 st and 2 nd order of a function $y(t), t \in R$, are denoted by $\frac{d y}{d t}, \frac{d^{2} y}{d t^{2}}$ or by $\dot{y}, \ddot{y}$ and the $n$th order derivative, by $\frac{d^{(n)} y}{d t^{(n)}}$.

We will need some basic results on linear equations

$$
\begin{equation*}
\frac{d q}{d t}=A(t) q(t)+a(t), \quad q\left(t_{0}\right)=q_{0} \in \mathbf{R}^{n} \tag{1.4}
\end{equation*}
$$

on a fixed interval $[0, T] ; t_{0} \in[0, T]$, where $A(t) \in \mathbf{M}(n, n), A(t)=\left[a_{i j}(t)\right.$; $i=1, \ldots, n, j=1, \ldots, m], a(t) \in \mathbf{R}^{n}, a(t)=\left(a_{i}(t) ; i=1, \ldots, n\right), t \in[0, T]$.
Theorem 1.1. Assume that elements of the function $A(\cdot)$ are locally integrable. Then there exists exactly one function $S(t), t \in[0, T]$ with values in $\mathrm{M}(n, n)$ and with absolutely continuous elements such that

$$
\begin{align*}
\frac{d}{d t} S(t) & =A(t) S(t) \quad \text { for almost all } t \in[0, T]  \tag{1.5}\\
S(0) & =I \tag{1.6}
\end{align*}
$$

In addition, a matrix $S(t)$ is invertible for an arbitrary $t \in[0, T]$, and the unique solution of the equation (1.4) is of the form

$$
\begin{equation*}
q(t)=S(t) S^{-1}\left(t_{0}\right) q_{0}+\int_{t_{0}}^{t} S(t) S^{-1}(s) a(s) d s, \quad t \in[0, T] \tag{1.7}
\end{equation*}
$$

Because of its importance we will sketch a proof of the theorem.
Proof. Equation (1.4) is equivalent to the integral equation

$$
q(t)=a_{0}+\int_{t_{0}}^{t} A(s) q(s) d s+\int_{t_{0}}^{t} a(s) d s, \quad t \in[0, T]
$$

The formula

$$
\mathcal{L} y(t)=a_{0}+\int_{t_{0}}^{t} a(s) d s+\int_{t_{0}}^{t} A(s) y(s) d s, \quad t \in[0, T]
$$

defines a continuous transformation from the space of continuous functions $C\left[0, T ; \mathbf{R}^{\boldsymbol{n}}\right]$ into itself, such that for arbitrary $\boldsymbol{y}(\cdot), \tilde{\boldsymbol{y}}(\cdot) \in C\left[0, T ; \mathbf{R}^{n}\right]$

$$
\sup _{t \in[0, T]}|\mathcal{L} y(t)-\mathcal{L} \tilde{y}(t)| \leq\left(\int_{0}^{T}|A(s)| d s\right) \sup _{t \in[0, T]}|y(t)-\tilde{y}(t)|
$$

If $\int_{0}^{T}|A(s)| d s<1$, then by Theorem A. 1 (the contraction mapping principle) the equation $q=\mathcal{L} q$ has exactly one solution in $C\left[0, T ; \mathbf{R}^{n}\right]$ which is the solution of the integral equation. The case $\int_{0}^{T}|A(s)| d s \geq 1$ can be reduced to the previous one by considering the equation on appropriately shorter intervals. In particular we obtain the existence and uniqueness of a matrix valued function satifying (1.5) and (1.6).

To prove the second part of the theorem let us denote by $\psi(t), t \in[0, T]$, the matrix solution of

$$
\frac{d}{d t} \psi(t)=-\psi(t) A(t), \quad \psi(0)=I, t \in[0, T]
$$

Assume that, for some $t \in[0, T]$, $\operatorname{det} S(t)=0$. Let $T_{0}=\min \{t \in[0, T]$; $\operatorname{det} S(t)=0\}$. Then $T_{0}>0$, and for $t \in\left[0, T_{0}\right)$

$$
0=\frac{d}{d t}\left(S(t) S^{-1}(t)\right)=\left(\frac{d}{d t} S(t)\right) S^{-1}(t)+S(t) \frac{d}{d t} S^{-1}(t)
$$

Thus

$$
-A(t)=S(t) \frac{d}{d t} S^{-1}(t)
$$

and consequently

$$
\frac{d}{d t} S^{-1}(t)=-S^{-1}(t) A(t), \quad t \in\left[0, T_{0}\right)
$$

so $S^{-1}(t)=\psi(t), t \in\left[0, T_{0}\right)$.
Since the function $\operatorname{det} \psi(t), t \in[0, T]$, is continuous and

$$
\operatorname{det} \psi(t)=\frac{1}{\operatorname{det} S(t)}, \quad t \in\left[0, T_{0}\right)
$$

therefore there exists a finite $\lim _{t \emptyset T_{0}} \operatorname{det} \psi(t)$. This way $\operatorname{det} S\left(T_{0}\right)=\lim _{t \uparrow T_{0}} S(t) \neq$ 0 , a contradiction. The validity of (1.6) follows now by elementary calculation.

The function $S(t), t \in[0, T]$ will be called the fundamental solution of equation (1.4). It follows from the proof that the fundamental solution of the "adjoint" equation

$$
\frac{d p}{d t}=-A^{*}(t) p(t), \quad t \in[0, T]
$$

is $\left(S^{*}(t)\right)^{-1}, t \in[0, T]$.
Exercise 1.1. Show that for $A \in M(n, n)$ the series

$$
\sum_{n=1}^{+\infty} \frac{A^{n}}{n!} t^{n}, \quad t \in \mathbf{R}
$$

is uniformly convergent, with all derivatives, on an arbitrary finite interval.
The sum of the series from Exercise 1.1 is often denoted by $\exp (t A)$ or $e^{t A}, t \in R$. We check easily that

$$
e^{i A} e^{z A}=e^{(t+s) A}, \quad t, s \in \mathbf{R}
$$

in particular

$$
\left(e^{t A}\right)^{-1}=e^{-t A}, \quad t \in \mathbf{R}
$$

Therefore the solution of (1.1) has the form

$$
\begin{align*}
y(t) & =e^{t A} x+\int_{0}^{t} e^{(t-s) A} B u(s) d s  \tag{1.8}\\
& =S(t) x+\int_{0}^{t} S(t-s) B u(s) d s, \quad t \in[0, T]
\end{align*}
$$

where $S(t)=\exp t A, t \geq 0$.
The majority of the concepts and results from Part I discussed for systems (1.1)-(1.2) can be extended to time dependent matrices $A(t) \in$ $\mathbf{M}(n, n), B(t) \in \mathbf{M}(n, m), C(t) \in \mathbf{M}(k, n), t \in[0, T]$, and therefore for systems

$$
\begin{align*}
\frac{d y}{d t} & =A(t) y(t)+B(t) u(t), \quad y(0)=x \in \mathbf{R}^{n}  \tag{1.9}\\
w(t) & =C(t) y(t), \quad t \in[0, T] \tag{1.10}
\end{align*}
$$

Some of these extensions will appear in the exercises.
Generalizations to arbitrary finite dimensional spaces of states and control parameters $E$ and $U$ are immediate.

## §1.2. The controllability matrix

An arbitrary function $u(\cdot)$ defined on $[0,+\infty)$ locally integrable and with values in $\mathbf{R}^{m}$ will be called a control, strategy or input of the system (1.1)-(1.2). The corresponding solution of equation (1.1) will be denoted by $y^{x, u}(\cdot)$, to underline the dependence on the initial condition $x$ and the input $u(\cdot)$. Relationship (1.2) can be written in the following way:

$$
w(t)=C y^{x, u}(t), \quad t \in[0, T]
$$

The function $w(\cdot)$ is the output of the controlled system.
We will assume now that $C=I$ or equivalently that $w(t)=y^{x, u}(t)$, $t \geq 0$.

We say that a control $u$ transfers a state $a$ to a state $b$ at the time $T>0$ if

$$
\begin{equation*}
y^{a, u}(T)=b \tag{1.11}
\end{equation*}
$$

We then also say that the state $a$ can be steered to $b$ at time $T$ or that the state $b$ is reachable or attainable from $a$ at time $T$.

The proposition below gives a formula for a control transferring $a$ to $b$. In this formula the matrix $Q_{T}$, called the controllability matrix or controllability Gramian, appears:

$$
Q_{T}=\int_{0}^{T} S(r) B B^{*} S^{*}(r) d r, \quad T>0
$$

We check easily that $Q_{T}$ is symmetric and nonnegative definite (see the beginning of $\S 1.1$ ).

Proposition 1.1. Assume that for some $T>0$ the matrix $Q_{T}$ is nonsingular. Then
(i) for arbitrary $a, b \in \mathbf{R}^{n}$ the control

$$
\begin{equation*}
\hat{u}(s)=-B^{*} S^{*}(T-s) Q_{T}^{-1}(S(T) a-b), \quad s \in[0, T] \tag{1.12}
\end{equation*}
$$

transfers a to $b$ at time $T$;
(ii) among all controls $u(\cdot)$ steering $a$ to $b$ at time $T$ the control $\hat{u}$ minimizes the integral $\int_{0}^{T}|u(s)|^{2} d s$. Moreover,

$$
\begin{equation*}
\int_{0}^{T}|\hat{u}(s)|^{2} d s=\left\langle Q_{T}^{-1}(S(T) a-b), S(T) a-b\right\rangle \tag{1.13}
\end{equation*}
$$

Proof. It follows from (1.12) that the control $\hat{u}$ is smooth or even analytic. From (1.8) and (1.12) we obtain that

$$
\begin{aligned}
y^{a, \hat{u}}(T) & =S(T) a-\left(\int_{0}^{T} S(T-s) B B^{*} S^{*}(T-s) d s\right)\left(Q_{T}^{-1}(S(T) a-b)\right) \\
& =S(T) a-Q_{T}\left(Q_{T}^{-1}(S(T) a-b)\right)=b
\end{aligned}
$$

This shows (i). To prove (ii) let us remark that the formula (1.13) is a consequence of the following simple calculations:

$$
\begin{aligned}
& \int_{0}^{T}|\hat{u}(s)|^{2} d s=\int_{0}^{T}\left|B^{*} S^{*}(T-s) Q_{T}^{-1}(S(T) a-b)\right|^{2} d s= \\
& \quad=\left\langle\int_{0}^{T} S(T-s) B B^{*} S^{*}(T-s)\left(Q_{T}^{-1}(S(T) a-b)\right) d s, Q_{T}^{-1}(S(T) a-b)\right\rangle \\
& \quad=\left\langle Q_{T} Q_{T}^{-1}(S(T) a-b), Q_{T}^{-1}(S(T) a-b)\right\rangle \\
& \quad=\left\langle Q_{T}^{-1}(S(T) a-b), S(T) a-b\right\rangle
\end{aligned}
$$

Now let $u(\cdot)$ be an arbitrary control transferring $a$ to $b$ at time $T$. We can assume that $u(\cdot)$ is square integrable on $[0, T]$. Then

$$
\begin{aligned}
\int_{0}^{T}\langle u(s), \hat{u}(s)\rangle d s & =-\int_{0}^{T}\left\langle u(s), B^{*} S^{*}(T-s) Q_{T}^{-1}(S(T) b-a)\right\rangle d s \\
& =-\left\langle\int_{0}^{T} S(T-s) B u(s) d s, Q_{T}^{-1}(S(T) a-b)\right\rangle \\
& =\left\langle S(T) a-b, Q_{T}^{-1}(S(T) a-b)\right\rangle
\end{aligned}
$$

Hence

$$
\int_{0}^{T}\langle u(s), \hat{u}(s)\rangle d s=\int_{0}^{T}\langle\hat{u}(s), \hat{u}(s)\rangle d s
$$

From this we obtain that

$$
\int_{0}^{T}|u(s)|^{2} d s=\int_{0}^{T}|\hat{u}(s)|^{2} d s+\int_{0}^{T}|u(s)-\hat{u}(s)|^{2} d s
$$

and consequently the desired minimality property.
Exercise 1.2. Write equation

$$
\frac{d^{2} y}{d t^{2}}=u, \quad y(0)=\xi_{1}, \quad \frac{d y}{d t}(0)=\xi_{2}, \quad\left[\begin{array}{l}
\xi_{1} \\
\xi_{2}
\end{array}\right] \in \mathbf{R}^{2}
$$

as a first order system. Prove that for the new system, the matrix $Q_{T}$ is nonsingular, $T>0$. Find the control $u$ transferring the state $\left[\begin{array}{l}\xi_{1} \\ \xi_{2}\end{array}\right]$ to $\left[\begin{array}{l}0 \\ 0\end{array}\right]$ at time $T>0$ and minimizing the functional $\int_{0}^{T}|u(s)|^{2} d s$. Determine the minimal value $m$ of the functional. Consider $\xi_{1}=1, \xi_{2}=0$.
Answer. The required control is of the form

$$
\hat{u}(s)=-\frac{12}{T^{3}}\left(\frac{\xi_{1} T}{2}+\frac{\xi_{2} T^{2}}{3}-\frac{s T \xi_{2}}{2}-s \xi_{1}\right), \quad s \in[0 T]
$$

and the minimal value $m$ of the fuctional is equal to

$$
m=\frac{12}{T^{3}}\left(\left(\xi_{1}\right)^{2}+\xi_{1} \xi_{2} T-\frac{2 T^{2}}{3}\left(\xi_{2}\right)^{2}\right)
$$

In particular, when $\xi_{1}=1, \xi_{2}=0$,

$$
\hat{u}(s)=\frac{12}{T^{3}}\left(s-\frac{T}{2}\right), \quad s \in[0, T], m=\frac{12}{T^{3}}
$$

We say that a state $b$ is attainable or reachable from $a \in \mathbf{R}^{n}$ if it is attainable or reachable at some time $T>0$.

System (1.1) is called controllable if an arbitrary state $b \in \mathbf{R}^{n}$ is attainable from any state $a \in \mathbf{R}^{n}$ at some time $T>0$. Instead of saying that system (1.1) is controllable we will frequently say that the $\operatorname{pair}(A, B)$ is controllable.

If for arbitrary $a, b \in \mathbf{R}^{n}$ the attainablity takes place at a given time $T>0$, we say that the system is controllable at time $T$. Proposition 1.1 gives a sufficient condition for the system (1.1) to be controllable. It turns out that this condition is also a necessary one.

The following result holds.
Proposition 1.2. If an arbitrary state $b \in \mathbf{R}^{\boldsymbol{n}}$ is attainable from 0 , then the matrix $Q_{T}$ is nonsingular for an arbitrary $T>0$.
Proof. Let, for a control $u$ and $T>0$,

$$
\begin{equation*}
\mathcal{L}_{T} u=\int_{0}^{T} S(r) B u(T-r) d r \tag{1.14}
\end{equation*}
$$

The formula (1.14) defines a linear operator from $U_{T}=L^{1}\left[0, T ; \mathbf{R}^{m}\right]$ into $\mathbf{R}^{\boldsymbol{n}}$. Let us remark that

$$
\begin{equation*}
\mathcal{L}_{T} u=y^{0, u}\left(T^{\prime}\right) \tag{1.15}
\end{equation*}
$$

Let $E_{T}=\mathcal{L}_{T}\left(U_{T}\right), T>0$. It follows from (1.14) that the family of the linear spaces $E_{T}$ is nondecreasing in $T>0$. Since $\bigcup_{T>0} E_{T}=\mathbf{R}^{n}$, taking into account the dimensions of $E_{T}$, we have that $E_{\widetilde{T}}=\mathbf{R}^{n}$ for some $\tilde{T}$. Let us remark that, for arbitrary $T>0, v \in \mathbf{R}^{n}$ and $u \stackrel{\sim}{\in} U_{T}$,

$$
\begin{align*}
\left\langle Q_{T} v, v\right\rangle & =\left\langle\left(\int_{0}^{T} S(r) B B^{*} S^{*}(r) d r\right) v, v\right\rangle  \tag{1.16}\\
& =\int_{0}^{T}\left|B^{*} S^{*}(r) v\right|^{2} d r \\
\left\langle\mathcal{C}_{T} u, v\right\rangle & =\int_{0}^{T}\left\langle u(r), B^{*} S^{*}(T-r) v\right\rangle d r \tag{1.17}
\end{align*}
$$

From identities (1.16) and (1.17) we obtain $Q_{T} v=0$ for some $v \in \mathbf{R}^{n}$ if the space $E_{T}$ is orthogonal to $v$ or if the function $B^{*} S^{*}(\cdot) v$ is identically equal to zero on $[0, T]$. It follows from the analiticity of this function that it is equal to zero everywhere. Therefore if $Q_{T} v=0$ for some $T>0$ then $Q_{T} v=0$ for all $T>0$ and in particular $Q_{\widetilde{T}} v=0$. Since $E_{\widetilde{T}}=R^{n}$ we have that $v=0$, and the nonsingularity of $Q_{T}$ follows.

A sufficient condition for controllability is that the rank of $B$ is equal to $n$. This follows from the next exercise.
Exercise 1.3. Assume rank $B=n$ and let $B^{+}$be a matrix such that $B B^{+}=I$. Check that the control

$$
u(s)=\frac{1}{T} B^{+} e^{(s-T) A}\left(b-e^{T A} a\right), \quad s \in[0, T]
$$

transfers $a$ to $b$ at time $T \geq 0$.

## § 1.3. Rank condition

We now formulate an algebraic condition equivalent to controllability. For matrices $A \in \mathbf{M}(n, n), B \in \mathbf{M}(n, m)$ denote by $[A \mid B]$ the matrix $\left[B, A B, \ldots, A^{n-1} B\right] \in \mathbf{M}(n, n m)$ which consists of consecutively written columns of matrices $B, A B, \ldots, A^{n-1} B$.

Theorem 1.2. The following conditions are equivalent.
(i) An arbitrary state $b \in \mathbf{R}^{n}$ is attainable from 0 .
(ii) System (1.1) is controllable.
(iii) System (1.1) is controllable at a given time $T>0$.
(iv) Matrix $Q_{T}$ is nonsingular for some $T>0$.
(v) Matrix $Q_{T}$ is nonsingular for an arbitrary $T>0$.
(vi) $\operatorname{rank}[A \mid B]=n$.

Condition (vi) is called the Kalman rank condition, or the rank condition for short.

The proof will use the Cayley-Hamilton theorem. Let us recall that a characteristic polynomial $p(\cdot)$ of a matrix $A \in M(n, n)$ is defined by

$$
\begin{equation*}
p(\lambda)=\operatorname{det}(\lambda I-A), \quad \lambda \in \mathbf{C} \tag{1.18}
\end{equation*}
$$

Let

$$
\begin{equation*}
p(\lambda)=\lambda^{n}+a_{1} \lambda^{n-1}+\ldots+a_{n}, \quad \lambda \in \mathbf{C} \tag{1.19}
\end{equation*}
$$

The Cayley-Hamilton theorem has the following formulation (see [3, 358359]):
Theorem 1.3. For arbitrary $A \in \mathbf{M}(n, n)$, with the characteristic polynomial (1.19),

$$
A^{n}+a_{1} A^{n-1}+\ldots+a_{n} I=0
$$

Symbolically, $p(A)=0$.
Proof of Theorem 1.2. Equivalences (i)-(v) follow from the proofs of Propositions 1.1 and 1.2 and the identity

$$
y^{a, u}(T)=\mathcal{C}_{T} u+S(T) a
$$

To show the equivalences to condition (vi) it is convenient to introduce a linear mapping $l_{n}$ from the Cartesian product of $n$ copies $\mathbf{R}^{m}$ into $\mathbf{R}^{n}$ :

$$
l_{n}\left(u_{0}, \ldots, u_{n-1}\right)=\sum_{j=0}^{n-1} A^{j} B u_{j}, \quad u_{j} \in \mathbf{R}^{m}, j=0, \ldots, n-1
$$

We prove first the following lemma.
Lemma 1.1. The transformation $\mathcal{L}_{T}, T>0$, has the same image as $l_{n}$. In particular $\mathcal{L}_{T}$ is onto if and only if $l_{n}$ is onto.
Proof. For arbitrary $v \in \mathbf{R}^{n}, u \in L^{1}\left[0, T ; \mathbf{R}^{m}\right], u_{j} \in \mathbf{R}^{m}, j=0, \ldots, n-1$ :

$$
\begin{aligned}
\left\langle\mathcal{C}_{T} u, v\right\rangle & =\int_{0}^{T}\left\langle u(s), B^{*} S^{*}(T-s) v\right\rangle d s \\
\left\langle l_{n}\left(u_{0}, \ldots, u_{n-1}\right), v\right\rangle & =\left\langle u_{0}, B^{*} v\right\rangle+\ldots+\left\langle u_{n-1}, B^{*}\left(A^{*}\right)^{n-1} v\right\rangle
\end{aligned}
$$

Suppose that $\left\langle l_{n}\left(u_{0}, \ldots, u_{n-1}\right), v\right\rangle=0$ for arbitrary $u_{0}, \ldots, u_{n-1} \in \mathbf{R}^{m}$. Then $B^{*} v=0, \ldots, B^{*}\left(A^{*}\right)^{n-1} v=0$. From Theorem 1.3, applied to matrix $A^{*}$, it follows that for some constants $c_{0}, \ldots, c_{n-1}$

$$
\left(A^{*}\right)^{n}=\sum_{k=0}^{n-1} c_{k}\left(A^{*}\right)^{k}
$$

Thus, by induction, for abitrary $l=0,1, \ldots$ there exist constants $c_{l, 0}, \ldots$, $c_{l, n-1}$ such that

$$
\left(A^{*}\right)^{n+l}=\sum_{k=0}^{n-1} c_{l, k}\left(A^{*}\right)^{k}
$$

Therefore $B^{*}\left(A^{*}\right)^{k} v=0$ for $k=0,1, \ldots$ Taking into account that

$$
B^{*} S^{*}(t) v=\sum_{k=0}^{+\infty} B^{*}\left(A^{*}\right)^{k} v \frac{t^{k}}{k!}, \quad t \geq 0
$$

we deduce that for arbitrary $T>0$ and $t \in[0, T]$

$$
B^{*} S^{*}(t) v=0
$$

so $\left\langle\mathcal{L}_{\boldsymbol{T}} u, v\right\rangle=0$ for arbitrary $u \in L^{1}\left[0, T ; \mathbf{R}^{m}\right]$.
Assume, conversely, that for arbitrary $u \in L^{1}\left[0, T ; \mathbf{R}^{n}\right],\left\langle\mathcal{L}_{T} u, v\right\rangle=0$. Then $B^{*} S^{*}(t) v=0$ for $t \in[0, T]$. Differentiating the identity

$$
\sum_{k=0}^{+\infty} B^{*}\left(A^{*}\right)^{k} v \frac{t^{k}}{k!}=0, \quad t \in[0, T]
$$

$0,1, \ldots,(n-1)$-times and inserting each time $t=0$, we obtain that $B^{*}\left(A^{*}\right)^{k} v=0$ for $k=0,1, \ldots, n-1$. And therefore

$$
\left\langle l_{n}\left(u_{0}, \ldots, u_{n-1}\right), v\right\rangle=0 \quad \text { for arbitrary } u_{0}, \ldots, u_{n-1} \in \mathbf{R}^{m}
$$

This implies the lemma.
Assume that the system (1.1) is controllable. Then the transformation $\mathcal{L}_{T}$ is onto $\mathbf{R}^{n}$ for arbitrary $T>0$ and, by the above lemma, the matrix $[A \mid B]$ has rank $n$. Conversely, if the rank of $[A \mid B]$ is $n$ then the mapping $l_{n}$ is onto $\mathbf{R}^{\boldsymbol{n}}$ and also, therefore, the transformation $\mathcal{L}_{\boldsymbol{T}}$ is onto $\mathbf{R}^{\boldsymbol{n}}$ and the controllability of (1.1) follows.

If the rank condition is satisfied then the control $\hat{u}(\cdot)$ given by (1.12) transfers $a$ to $b$ at time $T$. We now give a difierent, more explicit, formula for the transfer control involving the matrix $[A \mid B]$ instead of the controllability matrix $Q_{T}$.

Note that if rank $[A \mid B]=n$ then there exists a matrix $K \in M(m n, n)$ such that $[A \mid B] K=I \in \mathbf{M}(n, n)$ or equivalently there exist matrices $K_{1}, K_{2}, \ldots, K_{n} \in \mathbf{M}(m, n)$ such that

$$
\begin{equation*}
B K_{1}+A B K_{2}+\ldots+A^{n-1} B K_{n}=I \tag{1.20}
\end{equation*}
$$

Let, in addition, $\varphi$ be a function of class $C^{n-1}$ from $[0, T]$ into $R$ such that

$$
\begin{gather*}
\frac{d^{j} \varphi}{d s^{j}}(0)=\frac{d^{j} \varphi}{d s^{j}}(T)=0, \quad j=0,1, \ldots, n-1  \tag{1.21}\\
\int_{0}^{T} \varphi(s) d s=1 \tag{1.22}
\end{gather*}
$$

Proposition 1.3. Assume that $\operatorname{rank}[A \mid B]=n$ and (1.20)-(1.22) hold. Then the control

$$
\tilde{u}(s)=K_{1} \psi(s)+K_{2} \frac{d \psi}{d s}(s)+\ldots+K_{n} \frac{d^{n-1} \psi}{d s^{n-1}}(s), \quad s \in[0, T]
$$

where

$$
\begin{equation*}
\psi(s)=S(s-T)(b-S(T) a) \varphi(s), \quad s \in[0, T] \tag{1.23}
\end{equation*}
$$

transfers $a$ to $b$ at time $T \geq 0$.
Proof. Taking into account (1.21) and integrating by parts ( $j-1$ ) times, we have

$$
\begin{aligned}
\int_{0}^{T} S(T-s) B K_{j} \frac{d^{j-1}}{d s^{j-1}} \psi(s) d s= & \int_{0}^{T} e^{A(T-s)} B K_{j} \frac{d^{j-1}}{d s^{j-1}} \psi(s) d s \\
= & \int_{0}^{T} e^{A(T-s)} A^{j-1} B K_{j} \psi(s) d s \\
= & \int_{0}^{T} S(T-s) A^{j-1} B K_{j} \psi(s) d s \\
& j=1,2, \ldots, n .
\end{aligned}
$$

Consequently

$$
\begin{aligned}
\int_{0}^{T} S(T-s) B \tilde{u}(s) d s & =\int_{0}^{T} S(t-s)[A \mid B] K \psi(s) d s \\
& =\int_{0}^{T} S(T-s) \psi(s) d s
\end{aligned}
$$

By the definition of $\psi$ and by (1.22) we finally have

$$
\begin{aligned}
y^{a, \tilde{u}}(T) & =S(T) a+\int_{0}^{T} S(T-s)(S(s-T)(b-S(T) a)) \varphi(s) d s \\
& =S(T) a+(b-S(T) a) \int_{0}^{T} \varphi(s) d s \\
& =b
\end{aligned}
$$

Remark. Note that Proposition 1.3 is a generalization of Exercise 1.3.
Exercise 1.4. Assuming that $U=\mathbf{R}$ prove that the system describing the electrically heated oven from Example 0.1 is controllable.
Exercise 1.5. Let $L_{0}$ be a linear subspace dense in $L^{1}\left[0, T ; \mathbf{R}^{\boldsymbol{m}}\right]$. If system (1.1) is controllable then for arbitrary $a, b \in \mathbf{R}^{n}$ there exists $u(\cdot) \in L_{0}$ transferring $a$ to $b$ at time $T$.
Hint. Use the fact that the image of the closure of a set under a linear continuous mapping is contained in the closure of the image of the set.
Exercise 1.6. If system (1.1) is controllable then for arbitrary $T>0$ and arbitrary $a, b \in \mathbf{R}^{n}$ there exists a control $u(\cdot)$ of class $C^{\infty}$ transferring $a$ to $b$ at time $T$ and such that

$$
\frac{d^{(j)} u}{d t^{(j)}}(0)=\frac{d^{(j)} u}{d t^{(j)}}(T)=0 \quad \text { for } j=0,1, \ldots
$$

Exercise 1.7. Assuming that the pair $(A, B)$ is controllable, show that the system

$$
\begin{aligned}
& \dot{y}=A y+B v \\
& \dot{v}=u
\end{aligned}
$$

with the state space $\mathbf{R}^{n+m}$ and the set of control parameters $\mathbf{R}^{m}$, is also controllable. Deduce that for arbitrary $a, b \in \mathbf{R}^{n}, u_{0}, u_{1} \in \mathbf{R}^{m}$ and $T>0$ there exists a control $u(\cdot)$ of class $C^{\infty}$ transferring $a$ to $b$ at time $T$ and such that $u(0)=u_{0}, u(T)=u_{1}$.
Hint. Use Exercise 1.6 and the Kalman rank condition.
Exercise 1.8. Suppose that $A \in \mathbf{M}(n, n), B \in \mathbf{M}(n, m)$. Prove that the system

$$
\frac{d^{2} y}{d t^{2}}=A y+B u, \quad y(0) \in \mathbf{R}^{n}, \frac{d y}{d t}(0) \in \mathbf{R}^{n}
$$

is controllable in $\mathbf{R}^{2 n}$ if and only if the pair $(A, B)$ is controllable.
Exercise 1.9. Consider system (1.9) on $[0, T]$ with integrable matrixvalued functions $A(t), B(t), t \in[0, T]$. Let $S(t), t \in[0, T]$ be the fundamental solution of the equation $\dot{q}=A q$. Assume that the matrix

$$
Q_{T}=\int_{0}^{T} S(T) S^{-1}(s) B(s) B^{*}(s)\left(S^{-1}(s)\right)^{*} S^{*}(T) d s
$$

is positive definite. Show that the control

$$
\hat{u}(s)=B^{*}\left(S^{-1}(s)\right)^{*} S^{*}(T) Q_{T}^{-1}(b-S(T) a), \quad s \in[0, T]
$$

transfers $a$ to $b$ at time $T$ minimizing the functional $u \longrightarrow \int_{0}^{T}|u(s)|^{2} d s$.

## §1.4. A classification of control systems

Let $y(t), t \geq 0$, be a solution of the equation (1.1) corresponding to a control $u(t), t \geq 0$, and let $P \in \mathbf{M}(n, n)$ and $S \in M(m, m)$ be nonsingular matrices. Define

$$
\tilde{y}(t)=P y(t), \quad \tilde{u}(t)=S u(t), \quad t \geq 0
$$

Then

$$
\begin{aligned}
\frac{d}{d t} \tilde{y}(t) & =P \frac{d}{d t} y(t)=P A y(t)+P B u(t) \\
& =P A P^{-1} \tilde{y}(t)+P B S^{-1} \tilde{u}(t) \\
& =\tilde{A} \tilde{y}(t)+\tilde{B} \tilde{u}(t), \quad t \geq 0
\end{aligned}
$$

where

$$
\begin{equation*}
\tilde{A}=P A P^{-1}, \quad \widetilde{B}=P B S^{-1} \tag{1.24}
\end{equation*}
$$

The control systems described by $(A, B)$ and $(\widetilde{A}, \widetilde{B})$ are called equivalent if there exist nonsingular matrices $P \in \mathbf{M}(n, n), S \in \mathbf{M}(m, m)$, such that (1.24) holds. Let us remark that $P^{-1}$ and $S^{-1}$ can be regarded as transition matrices from old to new bases in $\mathbf{R}^{n}$ and $\mathbf{R}^{m}$ respectively. The introduced concept is an equivalence relation. It is clear that a pair $(A, B)$ is controllable if and only if $(\widetilde{A}, \widetilde{B})$ is controllable.

We now give a complete description of equivalent classes of the introduced relation in the case when $m=1$.

Let us first consider a system

$$
\begin{equation*}
\frac{d^{(n)}}{d t^{(n)}} z+a_{1} \frac{d^{(n-1)}}{d t^{(n-1)}} z+\ldots+a_{n} z=u \tag{1.25}
\end{equation*}
$$

with initial conditions

$$
\begin{equation*}
z(0)=\xi_{1}, \quad \frac{d z}{d t}(0)=\xi_{2}, \quad \ldots, \quad \frac{d^{(n-1)} z}{d t^{(n-1)}}(0)=\xi_{n} \tag{1.26}
\end{equation*}
$$

Let $z(t), \frac{d z}{d t}(t), \ldots, \frac{d^{(n-1)}}{d t^{(n-1)}}(t), t \geq 0$, be coordinates of a function $y(t), t \geq 0$, and $\xi_{1}, \ldots, \xi_{n}$ coordinates of a vector $x$. Then

$$
\begin{equation*}
\dot{y}=\widetilde{A} y+\widetilde{B} u, \quad y(0)=x \in \mathbf{R}^{n} \tag{1.27}
\end{equation*}
$$

where matrices $\widetilde{A}$ and $\widetilde{B}$ are of the form

$$
\widetilde{A}=\left[\begin{array}{ccccc}
0 & 1 & \ldots & 0 & 0  \tag{1.28}\\
0 & 0 & \ldots & 0 & 0 \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & \ldots & 0 & 1 \\
-a_{n} & -a_{n-1} & \ldots & -a_{2} & -a_{1}
\end{array}\right], \quad \widetilde{B}=\left[\begin{array}{c}
0 \\
\vdots \\
0 \\
1
\end{array}\right]
$$

We easily check that on the main diagonal of the matrix $[\widetilde{A} \mid \widetilde{B}]$ there are only ones and above the diagonal only zeros. Therefore $\operatorname{rank}[\widetilde{A} \mid \widetilde{B}]=n$ and, by Theorem 1.2 , the pair $(\widetilde{A}, \widetilde{B})$ is controllable. Interpreting this result in terms of the initial system (1.21)-(1.22) we can say that for two arbitrary sequences of $n$ numbers $\xi_{1}, \ldots, \xi_{n}$ and $\eta_{1}, \ldots, \eta_{n}$ and for an arbitrary positive number $T$ there exists an analytic function $u(t), t \in[0, T]$, such that for the corresponding solution $z(t), t \in[0, T]$, of the equation (1.25)-(1.26)

$$
z(T)=\eta_{1}, \quad \frac{d z}{d t}(T)=\eta_{2}, \quad \ldots, \quad \frac{d^{(n-1)} z}{d t^{(n-1)}}(T)=\eta_{n}
$$

Theorem 1.4 states that an arbitrary controllable system with the one dimensional space of control parameters is equivalent to a system of the form (1.25) - (1.26).

Theorem 1.4. If $A \in M(n, n), b \in M(n, 1)$ and the system

$$
\begin{equation*}
\dot{y}=A y+b u, y(0)=x \in \mathbf{R}^{n} \tag{1.29}
\end{equation*}
$$

is controllable then it is equivalent to exactly one system of the form (1.28). Moreover the numbers $a_{1}, \ldots, a_{n}$ in the representation (1.24) are identical to the coefficients of the characteristic polynomial of the matrix $A$ :

$$
\begin{equation*}
p(\lambda)=\operatorname{det}[\lambda I-A]=\lambda^{n}+a_{1} \lambda^{n-1}+\ldots+a_{n}, \quad \lambda \in \mathbf{C} . \tag{1.30}
\end{equation*}
$$

Proof. By the Cayley-Hamilton theorem, $A^{n}+a_{1} A^{n-1}+\ldots+a_{n} I=0$. In particular

$$
A^{n} b=-a_{1} A^{n-1} b-\ldots-a_{n} b
$$

Since $\operatorname{rank}[A \mid b]=n$, therefore vectors $e_{1}=A^{n-1} b, \ldots, e_{n}=b$ are linearly independent and form a basis in $\mathbf{R}^{\boldsymbol{n}}$. Let $\xi_{1}(t), \ldots, \xi_{n}(t)$ be coordinates of the vector $y(t)$ in this basis, $t \geq 0$. Then

$$
\frac{d \xi}{d t}=\left[\begin{array}{cccccc}
-a_{1} & 1 & 0 & \ldots & 0 & 0  \tag{1.31}\\
-a_{2} & 0 & 1 & \ldots & 0 & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\
-a_{n-1} & 0 & 0 & \ldots & 0 & 1 \\
-a_{n} & 0 & 0 & \ldots & 0 & 0
\end{array}\right] \xi+\left[\begin{array}{c}
0 \\
0 \\
\vdots \\
0 \\
1
\end{array}\right] u
$$

Therefore an arbitrary controllable system (1.29) is equivalent to (1.31) and the numbers $a_{1}, \ldots, a_{n}$ are the coefficients of the characteristic polynomial of $A$. On the other hand, direct calculation of the determinant of $[\lambda I-\widetilde{A}]$ gives

$$
\operatorname{det}(\lambda I-\widetilde{A})=\lambda^{n}+a_{1} \lambda^{n-1}+\ldots+a_{n}=p(\lambda), \quad \lambda \in \mathbf{C}
$$

Therefore the pair ( $\tilde{A}, \tilde{B}$ ) is equivalent to the system (1.31) and consequently also to the pair $(A, b)$.
Remark. The problem of an exact description of the equivalence classes in the case of arbitrary $m$ is much more complicated; see [39] and [67].

## §1.5. Kalman decomposition

Theorem 1.2 gives several characterizations of controllable systems. Here we deal with uncontrollable ones.
Theorem 1.5. Assume that

$$
\operatorname{rank}[A \mid B]=l<n
$$

There exists a nonsingular matrix $P \in \mathbf{M}(n, n)$ such that

$$
P A P^{-1}=\left[\begin{array}{cc}
A_{11} & A_{12} \\
0 & A_{22}
\end{array}\right], \quad P B=\left[\begin{array}{c}
B_{1} \\
0
\end{array}\right]
$$

where $A_{11} \in \mathbf{M}(l, l), A_{22} \in \mathbf{M}(n-l, n-l), B_{1} \in \mathbf{M}(l, m)$. In addition the pair

$$
\left(A_{11}, B_{1}\right)
$$

is controllable.
The theorem states that there exists a basis in $\mathbf{R}^{n}$ such that system (1.1) written with respect to that basis has a representation

$$
\begin{array}{ll}
\dot{\xi}_{1}=A_{11} \xi_{1}+A_{12} \xi_{2}+B_{1} u, & \xi_{1}(0) \in \mathbf{R}^{l}, \\
\dot{\xi_{2}}=A_{22} \xi_{2}, & \xi_{2}(0) \in \mathbf{R}^{n-1},
\end{array}
$$

in which $\left(A_{11}, B_{1}\right)$ is a controllable pair. The first equation describes the so-called controllable part and the second the completely uncontrollable part of the system.
Proof. It follows from Lemma 1.1 that the subspace $E_{0}=\mathcal{L}_{T}\left(L^{1}\left[0, T ; \mathbf{R}^{m}\right]\right)$ is identical with the image of the transformation $l_{n}$. Therefore it consists of all elements of the form $B u_{1}+A B u_{1}+\ldots+A^{n-1} B u_{n}, u_{1}, \ldots, u_{n} \in \mathbf{R}^{m}$ and is of dimension $l$. In addition it contains the image of $B$ and by the CayleyHamilton theorem, it is invariant with respect to the transformation $A$. Let $E_{1}$ be any linear subspace of $\mathbf{R}^{n}$ complementing $E_{0}$ and let $e_{1}, \ldots, e_{l}$ and $e_{l+1}, \ldots, e_{n}$ be bases in $E_{0}$ and $E_{1}$ and $P$ the transition matrix from the new to the old basis. Let $\widetilde{A}=P A P^{-1}, \widetilde{B}=P B$,

$$
\tilde{A}\left[\begin{array}{l}
\xi_{1} \\
\xi_{2}
\end{array}\right]=\left[\begin{array}{l}
A_{11} \xi_{1}+A_{12} \xi_{2} \\
A_{21} \xi_{1}+A_{22} \xi_{2}
\end{array}\right], \quad \tilde{B}=\left[\begin{array}{c}
B_{1} u \\
B_{2} u
\end{array}\right],
$$

$\xi_{1} \in \mathbf{R}^{l}, \xi_{2} \in \mathbf{R}^{n-1}, u \in \mathbf{R}^{m}$. Since the space $E_{0}$ is invariant with respect to $A$, therefore

$$
\tilde{A}\left[\begin{array}{c}
\xi_{1} \\
0
\end{array}\right]=\left[\begin{array}{c}
A_{11} \xi_{1} \\
0
\end{array}\right], \quad \xi_{1} \in \mathbf{R}^{l} .
$$

Taking into account that $B\left(\mathbf{R}^{m}\right) \subset E_{0}$,

$$
B_{2} u=0 \quad \text { dla } u \in \mathbf{R}^{m} .
$$

Consequently the elements of the matrices $A_{22}$ and $B_{2}$ are zero. This finishes the proof of the first part of the theorem. To prove the final part, let us remark that for the nonsingular matrix $P$

$$
\operatorname{rank}[A \mid B]=\operatorname{rank}(P[A \mid B])=\operatorname{rank}[\widetilde{A} \mid \widetilde{B}] .
$$

Since

$$
[\tilde{A} \mid \tilde{B}]=\left[\begin{array}{cccc}
B_{1} & A_{11} B_{1} & \ldots & A_{11}^{n-1} B_{1} \\
0 & 0 & \ldots & 0
\end{array}\right],
$$

so

$$
l=\operatorname{rank}[\tilde{A} \mid \tilde{B}]=\operatorname{rank}\left[A_{11} \mid B_{1}\right] .
$$

Taking into account that $A_{11} \in \mathbf{M}(l, l)$, one gets the required property.

Remark. Note that the subspace $E_{0}$ consists of all points attainable from 0 . It follows from the proof of Theorem 1.5 that $E_{0}$ is the smallest subspace of $R^{n}$ invariant with respect to $A$ and containing the image of $B$, and it is identical to the image of the transformation represented by $[A \mid B]$.
Exercise 1.10. Give a complete classification of controllable systems when $m=1$ and the dimension of $E_{0}$ is $l<n$.

## § 1.6. Observability

Assume that $B=0$. Then system (1.1) is identical with the linear equation

$$
\begin{equation*}
\dot{z}=A z, \quad z(0)=x \tag{1.32}
\end{equation*}
$$

The observation relation (1.2) we leave unchanged:

$$
\begin{equation*}
w=C z \tag{1.33}
\end{equation*}
$$

The solution to (1.32) will be denoted by $z^{x}(t), t \geq 0$. Obviously

$$
z^{x}(t)=S(t) x, \quad x \in \mathbf{R}^{n}
$$

The system (1.32)-(1.33), or the pair $(A, C)$, is said to be observable if for arbitrary $x \in \mathbf{R}^{n}, x \neq 0$, there exists a $t>0$ such that

$$
w(t)=C z^{x}(t) \neq 0
$$

If for a given $T>0$ and for arbitrary $x \neq 0$ there exists $t \in[0, T]$ with the above property, then the system (1.32)-(1.33) or the pair $(A, C)$ are said to be observable at time $T$. Let us introduce the so-called observability matrix:

$$
R_{T}=\int_{0}^{T} S^{*}(r) C^{*} C S(r) d r
$$

The following theorem, dual to Theorem 1.2, holds.
Theorem 1.6. The following conditions are equivalent.
(i) System (1.32)-(1.33) is observable.
(ii) System (1.32)-(1.33) is observable at a given time $T>0$.
(iii) The matrix $R_{T}$ is nonsingular for some $T>0$.
(iv) The matrix $R_{T}$ is nonsingular for arbitrary $T>0$.
(v) $\mathrm{rz}\left[A^{*} \mid C^{*}\right]=n$.

Proof. Analysis of the function $w(\cdot)$ implies the equivalence of (i) and (ii). Besides,

$$
\begin{aligned}
\int_{0}^{T}|w(r)|^{2} d r & =\int_{0}^{T}\left|C z^{x}(r)\right|^{2} d r \\
& =\int_{0}^{T}\left\langle S^{*}(r) C^{*} C S(r) x, x\right\rangle d r \\
& =\left\langle R_{T} x, x\right\rangle
\end{aligned}
$$

Therefore observability at time $T \geq 0$ is equivalent to $\left\langle R_{T} x, x\right\rangle \neq 0$ for arbitrary $x \neq 0$ and consequently to nonsingularity of the nonnegative, symmetric matrix $R_{T}$. The remaining equivalences are consequences of Theorem 1.2 and the observation that the controllability matrix corresponding to ( $A^{*}, C^{*}$ ) is exactly $R_{T}$.
Example 1.1. Let us consider the equation

$$
\begin{equation*}
\frac{d^{(n)} z}{d t^{(n)}}+a_{1} \frac{d^{(n-1)} z}{d t^{(n-1)}}+\ldots+a_{n} z=0 \tag{1.34}
\end{equation*}
$$

and assume that

$$
\begin{equation*}
w(t)=z(t), \quad t \geq 0 \tag{1.35}
\end{equation*}
$$

Matrices $A$ and $C$ corresponding to (1.34)-(1.35) are of the form

$$
A=\left[\begin{array}{ccccc}
0 & 1 & \ldots & 0 & 0 \\
0 & 0 & \ldots & 0 & 0 \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & \ldots & 0 & 1 \\
-a_{n} & -a_{n-1} & \ldots & -a_{2} & -a_{1}
\end{array}\right], \quad C=[1,0, \ldots, 0]
$$

We check directly that $\operatorname{rank}\left[A^{*} \mid C^{*}\right]=n$ and thus the pair $(A, C)$ is observable.

The next theorem is analogous to Theorem 1.5 and gives a decomposition of system (1.32)- (1.33) into observable and completely unobservable parts.
Theorem 1.7. Assume that $\operatorname{rank}\left[A^{*} \mid C^{*}\right]=l<n$. Then there exists a nonsingular matrix $P \in \mathbf{M}(n, n)$ such that

$$
P A P^{-1}=\left[\begin{array}{cc}
A_{11} & 0 \\
A_{21} & A_{22}
\end{array}\right], \quad C P^{-1}=\left[C_{1}, 0\right]
$$

where $A_{11} \in \mathrm{M}(l, l), A_{22} \in \mathrm{M}(n-l, n-l)$ and $C_{1} \in \mathrm{M}(k, l)$ and the pair $\left(A_{11}, C_{1}\right)$ is observable.
Proof. The theorem follows directly from Theorem 1.5 and from the observation that a pair $(A, C)$ is observable if and only if the pair $\left(A^{*}, C^{*}\right)$ is controllable.

Remark. It follows from the above theorem that there exists a basis in $\mathbf{R}^{n}$ such that the system (1.1)-(1.2) has representation

$$
\begin{aligned}
\dot{\xi}_{1} & =A_{11} \xi_{1}+B_{1} u \\
\dot{\xi}_{2} & =A_{21} \xi_{1}+A_{22} \xi_{2}+B_{2} u \\
\eta & =C_{1} \xi_{1}
\end{aligned}
$$

and the pair ( $A_{11}, C_{1}$ ) is observable.

## Bibliographical notes

Basic concepts of the chapter are due to R. Kalman [33]. He is also the author of Theorems 1.2,1.5, 1.6 and 1.7. Exercise 1.3 as well as Proposition 1.3 are due to R. Triggiani [56]. A generalisation of Theorem 1.4 to arbitrary $m$ leads to the so-called controllability indices discussed in [59] and [61].

## Chapter 2

## Stability and stabilizability

In this chapter stable linear systems are characterized in terms of associated characteristic polynomials and Liapunov equations. A proof of the Routh theorem on stable polynomials is given as well as a complete description of completely stabilizable systems. Luenberger's observer is introduced and used to illustrate the concept of detectability.

## §2.1. Stable linear systems

Let $A \in \mathbf{M}(n, n)$ and consider linear systems

$$
\begin{equation*}
\dot{z}=A z, \quad z(0)=x \in \mathbf{R}^{n} \tag{2.1}
\end{equation*}
$$

Solutions of equation (2.1) will be denoted by $z^{x}(t), t \geq 0$. In accordance with earlier notations we have that

$$
z^{x}(t)=S(t) x=(\exp t A) x, \quad t \geq 0
$$

The system (2.1) is called stable if for arbitrary $x \in \mathbf{R}^{n}$

$$
z^{x}(t) \longrightarrow 0, \quad \text { as } t \uparrow+\infty
$$

Instead of saying that (2.1) is stable we will often say that the matrix $A$ is stable. Let us remark that the concept of stability does not depend on the choice of the basis in $\mathbf{R}^{n}$. Therefore if $P$ is a nonsingular matrix and $A$ is a stable one, then matrix $P A P^{-1}$ is stable.

In what follows we will need the Jordan theorem [4] on canonical representation of matrices. Denote by $\mathbf{M}(n, m ; C)$ the set of all matrices with $n$ rows and $m$ columns and with complex elements. Let us recall that a number $\lambda \in \mathbf{C}$ is called an eigenvalue of a matrix $A \in \mathbf{M}(n, n ; \mathbf{C})$ if there exists a vector $a \in \mathbf{C}^{n}, a \neq 0$, such that $A a=\lambda a$. The set of all eigenvalues of a matrix $A$ will be denoted by $\sigma(A)$. Since $\lambda \in \sigma(A)$ if and only if the matrix $\lambda I-A$ is singular, therefore $\lambda \in \sigma(A)$ if and only if $p(\lambda)=0$, where $p$ is a characteristic polynomial of $A: p(\lambda)=\operatorname{det}[\lambda I-A], \lambda \in C$. The set $\sigma(A)$ consists of at most $n$ elements and is nonempty.

Theorem 2.1. For an arbitrary matrix $A \in \mathbf{M}(n, n ; C)$ there exists a nonsingular matrix $P \in \mathbf{M}(n, n ; \mathbf{C})$ such that

$$
P A P^{-1}=\left[\begin{array}{ccccc}
J_{1} & 0 & \ldots & 0 & 0  \tag{2.2}\\
0 & J_{2} & \ldots & 0 & 0 \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & \ldots & J_{r-1} & 0 \\
0 & 0 & \ldots & 0 & J_{r}
\end{array}\right]=\widetilde{A},
$$

where $J_{1}, J_{2}, \ldots, J_{r}$ are the so-called Jordan blocks

$$
J_{k}=\left[\begin{array}{ccccc}
\lambda_{k} & \gamma_{k} & \ldots & 0 & 0 \\
0 & \lambda_{k} & \ldots & 0 & 0 \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & \ldots & \lambda_{k} & \gamma_{k} \\
0 & 0 & \ldots & 0 & \lambda_{k}
\end{array}\right], \quad \gamma_{k} \neq 0 \text { or } J_{k}=\left[\lambda_{k}\right], k=1, \ldots, r
$$

In the representation (2.2) at least one Jordan block corresponds to an eigenvalue $\lambda_{k} \in \sigma(A)$. Selecting matrix $P$ properly one can obtain a representation with numbers $\gamma_{k} \neq 0$ given in advance.

For matrices with real elements the representation theorem has the following form:
Theorem 2.2. For an arbitrary matrix $A \in \mathbf{M}(n, n)$ there exists a nonsingular matrix $P \in \mathbf{M}(n, n)$ such that (2.2) holds with "real" blocks $I_{k}$. Blocks $I_{k}, k=1, \ldots, r$, corresponding to real eigenvalues $\lambda_{k}=\alpha_{k} \in \mathbf{R}$ are of the form

$$
\left[\alpha_{k}\right] \quad \text { or }\left[\begin{array}{ccccc}
\alpha_{k} & \gamma_{k} & \ldots & 0 & 0 \\
0 & \alpha_{k} & \ldots & 0 & 0 \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & \ldots & \alpha_{k} & \gamma_{k} \\
0 & 0 & \ldots & 0 & \alpha_{k}
\end{array}\right], \quad \gamma_{k} \neq 0, \gamma_{k} \in \mathbf{R}
$$

and corresponding to complex eingenvalues $\lambda_{k}=\alpha_{k}+i \beta_{k}, \beta_{k} \neq 0, \alpha_{k}, \beta_{k} \in$ $\mathbf{R}$,

$$
\left[\begin{array}{ccccc}
K_{k} & L_{k} & \ldots & 0 & 0 \\
0 & K_{k} & \ldots & 0 & 0 \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & \ldots & K_{k} & L_{k} \\
0 & 0 & \ldots & 0 & K_{k}
\end{array}\right] \text { where } K_{k}=\left[\begin{array}{cc}
\alpha_{k} & \beta_{k} \\
-\beta_{k} & \alpha_{k}
\end{array}\right], L_{k}=\left[\begin{array}{cc}
\gamma_{k} & 0 \\
0 & \gamma_{k}
\end{array}\right]
$$

compare [4].
We now prove the following theorem.

Theorem 2.3. Assume that $A \in \mathbf{M}(n, n)$. The following conditions are equivalent:
(i) $z^{x}(t) \longrightarrow 0$ as $t \uparrow+\infty$, for arbitrary $x \in \mathbf{R}^{n}$.
(ii) $z^{x}(t) \longrightarrow 0$ exponentially as $t \uparrow+\infty$, for arbitrary $x \in \mathbf{R}^{n}$.
(iii) $\omega(A)=\sup \{\operatorname{Re} \lambda ; \lambda \in \sigma(A)\}<0$.
(iv) $\int_{0}^{+\infty}\left|z^{x}(t)\right|^{2} d t<+\infty$ for arbitrary $x \in \mathbf{R}^{n}$.

For the proof we will need the following lemma.
Lemma 2.1. Let $\omega>\omega(A)$. For arbitrary norm \|.\| on $\mathbf{R}^{n}$ there exist constants $M$ such that

$$
\left\|z^{x}(t)\right\| \leq M e^{\omega t}\|x\| \quad \text { for } t \geq 0 \text { and } x \in \mathbf{R}^{n}
$$

Proof. Let us consider equation (2.1) with the matrix $A$ in the Jordan form (2.2)

$$
\dot{x}=\tilde{A} w, \quad w(0)=x \in \mathbf{C}^{n}
$$

For $a=a_{1}+i a_{2}$, where $a_{1}, a_{2} \in \mathbf{R}^{n}$ set $\|a\|=\left\|a_{1}\right\|+\left\|a_{2}\right\|$. Let us decompose vector $w(t), t \geq 0$ and the initial state $x$ into sequences of vectors $w_{1}(t), \ldots, w_{r}(t), t>0$ and $x_{1}, \ldots, x_{r}$ according to the decomposition (2.2). Then

$$
\dot{w}_{k}=J_{k} w_{k}, \quad w_{k}(0)=x_{k}, k=1, \ldots, r
$$

Let $j_{1}, \ldots, j_{r}$ denote the dimensions of the matrices $J_{1}, \ldots, J_{r}, j_{1}+j_{2}+$ $\ldots+j_{r}=n$.

$$
\text { If } j_{k}=1 \text { then }
$$

$$
w_{k}(t)=e^{\lambda_{k} t} x_{k}, \quad t \geq 0
$$

So $\left\|w_{k}(t)\right\|=e^{\left(\operatorname{Re} \lambda_{k}\right) t}\left\|x_{k}\right\|, t \geq 0$.
If $j_{k}>1$, then

$$
w_{k}(t)=e^{\lambda_{k} t} \sum_{l=0}^{j_{k}-1}\left[\begin{array}{ccccc}
0 & \gamma_{k} & \ldots & 0 & 0 \\
0 & 0 & \ldots & 0 & 0 \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & \ldots & 0 & \gamma_{k} \\
0 & 0 & \ldots & 0 & 0
\end{array}\right]^{l} x_{k} \frac{t^{l}}{l!}
$$

So

$$
\left\|w_{k}(t)\right\| \leq e^{\left(\mathrm{Re} \lambda_{k}\right) t}\left\|x_{k}\right\| \sum_{l=0}^{j_{k}-1}\left(M_{k}\right)^{l} \frac{t^{l}}{l!}, \quad t \geq 0
$$

where $M_{k}$ is the norm of the transformation represented by

$$
\left[\begin{array}{ccccc}
0 & \gamma_{k} & \ldots & 0 & 0 \\
0 & 0 & \ldots & 0 & 0 \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & \ldots & 0 & \gamma_{k} \\
0 & 0 & \ldots & 0 & 0
\end{array}\right]
$$

Setting $\omega_{0}=\omega(A)$ we get

$$
\sum_{k=1}^{r}\left\|w_{k}(t)\right\| \leq e^{\omega_{0} t} q(t) \sum_{k=1}^{r}\left\|x_{k}\right\|, \quad t \geq 0
$$

where $q$ is a polynomial of order at most $\max \left(j_{k}-1\right), k=1, \ldots, r$. If $\omega>\omega_{0}$ and

$$
M_{0}=\sup \left\{q(t) e^{\left(\omega_{0}-\omega\right) t}, \quad t \geq 0\right\}
$$

then $M_{0}<+\infty$ and

$$
\sum_{k=1}^{r}\left\|w_{k}(t)\right\| \leq M_{0} e^{\omega t} \sum_{k=1}^{r}\left\|x_{k}\right\|, \quad t \geq 0
$$

Therefore for a new constant $M_{1}$

$$
\|w(t)\| \leq M_{1} e^{\omega t}\|x\|, \quad t \geq 0
$$

Finally

$$
\left\|z^{x}(t)\right\|=\left\|P w(t) P^{-1}\right\| \leq M_{1} e^{\omega t}\|P\|\left\|P^{-1}\right\|\|x\|, \quad t \geq 0
$$

and this is enough to define $M=M_{1}\|P\|\left\|P^{-1}\right\|$.
Proof of the theorem. Assume $\omega_{0} \geq 0$. There exist $\lambda=\alpha+i \beta, \operatorname{Re} \lambda=$ $\alpha \geq 0$ and a vector $a \neq 0, a=a_{1}+i a_{2}, a_{1}, a_{2} \in \mathbf{R}^{n}$ such that

$$
A\left(a_{1}+i a_{2}\right)=(\alpha+i \beta)\left(a_{1}+i a_{2}\right)
$$

The function

$$
z(t)=z_{1}(t)+i z_{2}(t)=e^{(\alpha+i \beta) t} a, \quad t \geq 0
$$

as well as its real and imaginary parts, is a solution of (2.1). Since $a \neq 0$, either $a_{1} \neq 0$ or $a_{2} \neq 0$. Let us assume, for instance, that $a_{1} \neq 0$ and $\beta \neq 0$. Then

$$
z_{1}(t)=e^{\alpha t}\left[(\cos \beta t) a_{1}-(\sin \beta t) a_{2}\right], \quad t \geq 0
$$

Inserting $t=2 \pi k / \beta$, we have

$$
\left|z_{1}(t)\right|=e^{\alpha t}\left|a_{1}\right|
$$

and, taking $k \uparrow+\infty$, we obtain $z_{1}(t) \nrightarrow 0$.
Now let $\omega_{0}<0$ and $\alpha \in\left(0,-\omega_{0}\right)$. Then by the lemma

$$
\left|z^{x}(t)\right| \leq M e^{-\alpha t}|x| \quad \text { for } t \geq 0 \text { and } x \in \mathbf{R}^{n}
$$

This implies (ii) and therefore also (i).
It remains to consider (iv). It is clear that it follows from (ii) and thus also from (iii). Let us assume that condition (iv) holds and $\omega_{0} \geq 0$. Then $\left|z_{1}(t)\right|=e^{\alpha t}\left|a_{1}\right|, t \geq 0$, and therefore

$$
\int_{0}^{+\infty}\left|z_{1}(t)\right|^{2} d t=+\infty
$$

a contradiction. The proof is complete.
Exercise 2.1. The matrix

$$
A=\left[\begin{array}{cc}
0 & 1 \\
-2 & -2
\end{array}\right]
$$

corresponds to the equation $\ddot{z}+2 \dot{z}+2 z=0$. Calculate $\omega(A)$. For $\omega>\omega(A)$ find the smallest constant $M=M(\omega)$ such that

$$
|S(t)| \leq M e^{\omega t}, \quad t \geq 0
$$

Hint. Prove that $|S(t)|=\varphi(t) e^{-t}$, where

$$
\varphi(t)=\frac{1}{2}\left(2+5 \sin ^{2} t+\left(20 \sin ^{2} t+25 \sin ^{4} t\right)^{1 / 2}\right)^{1 / 2}, \quad t \geq 0
$$

## § 2.2. Stable polynomials

Theorem 2.3 reduces the problem of determining whether a matrix $A$ is stable to the question of finding out whether all roots of the characteristic polynomial of $A$ have negative real parts. Polynomials with this property will be called stable. Because of its importance, several efforts have been made to find necessary and sufficient conditions for the stability of an arbitrary polynomial

$$
\begin{equation*}
p(\lambda)=\lambda^{n}+a_{1} \lambda^{n-1}+\ldots+a_{n}, \quad \lambda \in \mathbb{C} \tag{2.3}
\end{equation*}
$$

with real coefficients, in term of the coefficients $a_{1}, \ldots, a_{n}$. Since there is no general formula for roots of polynomials of order greater than 4, the existence of such conditions is not obvious. Therefore their formulation in the nineteenth century by Routh was a kind of a sensation. Before formulating and proving a version of the Routh theorem we will characterize
stable polynomials of degree smaller than or equal to 4 using only the fundamental theorem of algebra. We deduce also a useful necessary condition for stability.

Theorem 2.4. (1) Polynomials with real coefficients:
(i) $\lambda+a$,
(ii) $\lambda^{2}+a \lambda+b$,
(iii) $\lambda^{3}+a \lambda^{2}+b \lambda+c$,
(iv) $\lambda^{4}+a \lambda^{3}+b \lambda^{2}+c \lambda+d$
are stable if and only if, respectively
(i) ${ }^{*} a>0$,
(ii)* $a>0, b>0$,
(iii)* $a>0, b>0, c>0$ and $a b>c$,
(iv) ${ }^{*} a>0, b>0, c>0, d>0$ and $a b c>c^{2}+a^{2} d$.
(2) If polynomial (2.3) is stable then all its coefficients $a_{1}, \ldots, a_{n}$ are positive.
Proof. (1) Equivalence (i) $\Longleftrightarrow$ (i) ${ }^{*}$ is obvious.
To prove (ii) $\Longleftrightarrow$ (ii) ${ }^{*}$ assume that the roots of the polynomial are of the form $\lambda_{1}=-\alpha+i \beta, \lambda_{2}=-\alpha-i \beta, \beta \neq 0$. Then $p(\lambda)=\lambda^{2}+2 \alpha \lambda+\beta^{2}$, $\lambda \in C$ and therefore the stability conditions are $a>0$ and $b>0$. If the roots $\lambda_{1}, \lambda_{2}$ of the polynomial $p$ are real then $a=-\left(\lambda_{1}+\lambda_{2}\right), b=\lambda_{1} \lambda_{2}$. Therefore they are negative if only if $a>0, b>0$.

To show that (iii) $\Longleftrightarrow$ (iii)* let us remark that the fundamental theorem of algebra implies the following decomposition of the polynomial, with real coefficients $\alpha, \beta, \gamma$ :

$$
p(\lambda)=\lambda^{3}+a \lambda^{2}+b \lambda+c=(\lambda+\alpha)\left(\lambda^{2}+\beta \lambda+\gamma\right), \quad \lambda \in \mathbf{C} .
$$

It therefore follows from (i) and (ii) that the polynomial $p$ is stable if only if $\alpha>0, \beta>0$ and $\gamma>0$. Comparing the coefficients gives

$$
a=\alpha+\beta, \quad b=\gamma+\alpha \beta, \quad c=\alpha \gamma
$$

and therefore $a b-c=\beta\left(\alpha^{2}+\gamma+\alpha \beta\right)=\beta\left(\alpha^{2}+b\right)$.
Assume that $a>0, b>0, c>0$ and $a b-c>0$. It follows from $b>0$ and $a b-c>0$ that $\beta>0$. Since $c=\alpha \gamma, \alpha$ and $\gamma$ are either positive or negative. They cannot, however, be negative because then $b=\gamma+\alpha \beta<0$. Thus $\alpha>0$ and $\gamma>0$ and consequently $\alpha>0, \beta>0, \gamma>0$. It is clear from the above formulae that the positivity of $\alpha, \beta, \gamma$ implies inequalities (iii)*. To prove (iv) $\Longleftrightarrow$ (iv)* we again apply the fundamental theorem of algebra to obtain the representation

$$
\lambda^{4}+a \lambda^{3}+b \lambda^{2}+c \lambda+d=\left(\lambda^{2}+\alpha \lambda+\beta\right)\left(\lambda^{2}+\gamma \lambda+\delta\right)
$$

and the stability condition $\alpha>0, \beta>0, \gamma>0, \delta>0$.

From the decomposition

$$
a=\alpha+\gamma, \quad b=\alpha \gamma+\beta+\delta, \quad c=\alpha \delta+\beta \gamma, \quad d=\beta \delta
$$

we check directly that

$$
a b c-c^{2}-a^{2} d=\alpha \gamma\left((\beta-\delta)^{2}+a c\right)
$$

It is therefore clear that $\alpha>0, \beta>0, \gamma>0$ and $\delta>0$, and then (iv)* holds. Assume now that the inequalities (iv)* are true. Then $\alpha \gamma>0$, and, since $a=\alpha+\gamma>0$, therefore $\alpha>0$ and $\delta>0$. Since, in addition, $d=\beta \delta>0$ and $c=\alpha \delta+\beta \gamma>0$, so $\beta>0, \delta>0$. Finally $\alpha>0, \beta>0$, $\gamma>0, \delta>0$, and the polynomial $p$ is stable.
(2) By the fundamental theorem of algebra, the polynomial $p$ is a product of polynomials of degrees at most 2 which, by (1), have positive coefficients. This implies the result.
Exercise 2.2. Find necessary and sufficient conditions for the polynomial

$$
\lambda^{2}+a \lambda+b
$$

with complex coefficients $a$ and $b$ to have both roots with negative real parts.
Hint. Consider the polynomial $\left(\lambda^{2}+a \lambda+b\right)\left(\lambda^{2}+\bar{a} \lambda+\bar{b}\right)$ and apply Theorem 2.4 .

Exercise 2.3. Equation

$$
L^{2} C \ddot{z}+R L C \ddot{z}+2 L \dot{z}+R z=0, \quad R>0, L>0, C>0
$$

describes the action of the electrical filter from Example 0.4. Check that the associated characteristic polynomial is stable.

## §2.3. The Routh theorem

We now give the theorem, mentioned earlier, which allows us to check, in a finite number of steps, that a given polynomial $p(\lambda)=\lambda^{n}+a_{1} \lambda^{n-1}+$ $\ldots+a_{n}, \lambda \in \mathbb{C}$, with real coefficients is stable. As we already know, a stable polynomial has all coefficients positive, but this condition is not sufficient for stability if $n>3$. Let $U$ and $V$ be polynomials with real coefficients given by

$$
U(x)+i V(x)=p(i x), \quad x \in \mathbf{R}
$$

Let us remark that $\operatorname{deg} U=n, \operatorname{deg} V=n-1$ if $n$ is an even number and $\operatorname{deg} U=n-1, \operatorname{deg} V=n$, if $n$ is an odd number. Denote $f_{1}=U, f_{2}=V$ if
$\operatorname{deg} U=n, \operatorname{deg} V=n-1$ and $f_{1}=V, f_{2}=U$ if $\operatorname{deg} V=n, \operatorname{deg} U=n-1$. Let $f_{3}, f_{4}, \ldots, f_{m}$ be polynomials obtained from $f_{1}, f_{2}$ by an application of the Euclid algorithm. Thus $\operatorname{deg} f_{k+1}<\operatorname{deg} f_{k}, k=2, \ldots, m-1$ and there exist polynomials $\kappa_{1}, \ldots, \kappa_{m}$ such that

$$
f_{k-1}=\kappa_{k} f_{k}-f_{k+1}, \quad f_{m-1}=\kappa_{m} f_{m}
$$

Moreover the polynomial $f_{m}$ is equal to the largest commun divisor of $f_{1}, f_{2}$ multiplied by a constant.

The following theorem is due to F.J. Routh [51].
Theorem 2.5. A polynomial $p$ is stable if and only if $m=n+1$ and the signs of the leading coefficients of the polynomials $f_{1}, \ldots, f_{n+1}$ alternate.
Proof. Let $\Gamma(r), r>0$ be an counterclockwise oriented curve composed of the segment $I(r)$ with ends $i r$ and $-i r$ and the semicircle $S(r), S(r, \theta)=$ $r e^{i \theta},-\frac{1}{2} \pi \leq \theta \leq \frac{1}{2} \pi$.

We will use the following result from elementary complex analysis:
Lemma 2.2. If a polynomial $p$ has no roots on the curve $\Gamma(r)$ and $D_{r}$ is the number of all roots inside of $\Gamma(r)$, taking into account their multiplicity, then

$$
\frac{1}{i} \int_{\Gamma(r)} \frac{p^{\prime}(\lambda)}{p(\lambda)} d \lambda=2 \pi D_{r}
$$

Let us assume that $p$ is a stable polynomial. Then $D_{r}=0$ for arbitrary $r>0$. Let us remark that

$$
\frac{p^{\prime}(\lambda)}{p(\lambda)}=\frac{n}{\lambda}(1-q(\lambda))
$$

where

$$
q(\lambda)=\frac{\lambda^{n-2}+b_{1} \lambda^{n-3}+\ldots+b_{n-2}}{\lambda^{n-1}+c_{1} \lambda^{n-2}+\ldots+c_{n-1}}, \quad \lambda \in \mathbb{C}
$$

for some constants $b_{1}, \ldots, b_{n-2}, c_{1}, \ldots, c_{n-2}$. There exist numbers $M>0$ and $r_{0}>0$ such that

$$
\sup _{\lambda \in S(r)}|q(\lambda)| \leq \frac{M}{r}, \quad r>r_{0} .
$$

Therefore

$$
\begin{gather*}
\frac{1}{i} \int_{S(r)} \frac{p^{\prime}(\lambda)}{p(\lambda)} d \lambda=\frac{n}{i} \int_{S(r)} \frac{1}{\lambda} d \lambda-\frac{n}{i} \int_{S(r)} \frac{q(\lambda)}{\lambda} d \lambda \\
\lim _{r \uparrow+\infty} \frac{1}{i} \int_{I(r)} \frac{p^{\prime}(\lambda)}{p(\lambda)} d \lambda=n \pi \tag{2.4}
\end{gather*}
$$

Let $\gamma(r)$ be the oriented image of $I(r)$ under the transformation $\lambda \longrightarrow$ $p(\lambda)$. Then

$$
\frac{1}{i} \int_{I(r)} \frac{p^{\prime}(\lambda)}{p(\lambda)} d \lambda=\frac{1}{i} \int_{\gamma(r)} \frac{1}{\lambda} d \lambda
$$

Let us assume that the degree of $p$ is an even number $n=2 m$. Considerations for $n$ odd are analogical, with the imaginary axis replaced by the real one, and therefore will be omitted. Let $x_{1}<x_{2}<\ldots<x_{1}$ be real roots of the polynomial $f_{1}=U$. Then $0 \leq l \leq n$, and points $p_{1}=p\left(i x_{1}\right), \ldots, p_{l}=p\left(i x_{l}\right)$ are exactly intersection points of the arc $\gamma(r)$ and of the imaginary axis. The oriented arc $\gamma(r)$ consists of oriented subarcs $\gamma_{1}(r), \gamma_{2}(r), \ldots, \gamma_{l}(r), \gamma_{l+1}(r)$ with respective endpoints $p_{0}(r)=p(-r i)$, $p_{1}, \ldots, p_{l}, p(r i)=p_{l+1}(r)$, and $r>0$ is a positive number such that $-r<x_{1}, x_{l}<r$.

Denote by $C_{+}$and $C_{-}$respectively the right and the left closed halfplanes of the complex plane $\mathbf{C}$. If $\gamma$ is an oriented smooth curve, not passing through 0 , contained in $\mathbb{C}_{+}$, with initial and final points $a$ and $b$, then

$$
\frac{1}{i} \int_{\gamma} \frac{1}{\lambda} d \lambda=\frac{1}{i} \ln \left|\frac{b}{a}\right|+\operatorname{Arg} b-\operatorname{Arg} a
$$

where $\operatorname{Arg} a, \operatorname{Arg} b$ denote the arguments of $a$ and $b$ included in $\left[-\frac{1}{2} \pi, \frac{1}{2} \pi\right]$. Similarly, for curves $\gamma$ contained completely in $C_{-}$

$$
\frac{1}{i} \int_{\gamma} \frac{1}{\lambda} d \lambda=\frac{1}{i} \ln \left|\frac{b}{a}\right|+\arg b-\arg a
$$

where $\arg a, \arg b \in\left[\frac{1}{2} \pi, \frac{3}{2} \pi\right]$. It follows from the above formulae that
Lemma 2.3. If the oriented smooth curve $\gamma$ is contained in $\mathbb{C}_{+}$and $b=i \beta$, $\beta \neq 0, \beta \in \mathbf{R}$, then

$$
\frac{1}{i} \int_{\gamma} \frac{1}{z} d z=\frac{1}{i} \ln \left|\frac{\beta}{a}\right|+\frac{\pi}{2} \operatorname{sgn} \beta-\operatorname{Arg} a .
$$

If, in addition, $a=i \alpha, \alpha \neq 0, \alpha \in \mathbf{R}$, then

$$
\frac{1}{i} \int_{\gamma} \frac{1}{z} d z=\frac{1}{i} \ln \frac{|\beta|}{|\alpha|}+\varepsilon(\alpha, \beta) \pi
$$

where

$$
\varepsilon(\alpha, \beta)=\left\{\begin{array}{cl}
1 & \text { for } \alpha<0, \beta>0 \\
0 & \text { for } \alpha \beta>0 \\
-1 & \text { for } \alpha>0, \beta<0
\end{array}\right.
$$

If the curve $\gamma$ is in $\mathrm{C}_{-}$then the above formulae remain true with $\operatorname{Arg} a$ replaced by $\arg a, \frac{1}{2} \operatorname{sgn} \beta$ replaced by $\pi-\frac{1}{2} \pi \operatorname{sgn} \beta$ and $\varepsilon$ replaced by $-\varepsilon$.

From Lemma 2.3

$$
\begin{align*}
\frac{1}{i} \int_{\gamma(r)} \frac{1}{\lambda} d \lambda & =\sum_{j=1}^{i+1} \frac{1}{i} \int_{\gamma_{j}(r)} \frac{1}{\lambda} d \lambda  \tag{2.5}\\
& =\frac{1}{i} \int_{\gamma_{1}(r)} \frac{1}{\lambda} d \lambda+\sum_{j=2}^{1}\left(\varepsilon_{j}+\ln \frac{\left|p_{j}\right|}{\left|p_{j-1}\right|}\right)+\frac{1}{i} \int_{\gamma_{l+1}(r)} \frac{1}{\lambda} d \lambda
\end{align*}
$$

where $\varepsilon_{j}=1,-1$ or 0 for $j=2, \ldots, l$.
Let us assume additionally that $n=2 k$, where $k$ is an even number. Since

$$
\begin{align*}
& p_{0}(r)=p(-i r)=r^{n}\left(1+c_{0}(r)\right)  \tag{2.6}\\
& p_{l+1}(r)=p(i r)=r^{n}\left(1+c_{1}(r)\right) \tag{2.7}
\end{align*}
$$

where $\lim _{r \uparrow+\infty} c_{0}(r)=\lim _{r \uparrow+\infty} c_{1}(r)=0$, therefore $p_{0}(r) \in \mathbf{C}_{+}, p_{l+1}(r) \in \mathbf{C}_{+}$for sufficiently large $r>0$ and

$$
\begin{equation*}
\lim _{r \uparrow+\infty} \operatorname{Arg} p_{0}(r)=\lim _{r \uparrow+\infty} \operatorname{Arg} p_{l+1}(r)=0 \tag{2.8}
\end{equation*}
$$

From (2.5) and by Lemma 2.3

$$
\begin{aligned}
\frac{1}{i} \int_{\gamma(r)} \frac{1}{\lambda} d \lambda= & \ln \frac{\left|p_{1}\right|}{\left|p_{0}(r)\right|}+\frac{\pi}{2} \varepsilon_{1}-\operatorname{Arg} p_{0}(r)+\sum_{j=2}^{l}\left(\varepsilon_{j} \pi+\ln \frac{\left|p_{j}\right|}{\left|p_{j-1}\right|}\right) \\
& +\ln \frac{\left|p_{l+1}(r)\right|}{\left|p_{l}\right|}+\frac{\pi}{2} \varepsilon_{l+1}+\operatorname{Arg} p_{l+1}(r) \\
= & \ln \frac{\left|p_{l+1}(r)\right|}{\left|p_{0}(r)\right|}+\varepsilon_{0} \frac{\pi}{2}+\sum_{j=2}^{1} \varepsilon_{j} \pi+\varepsilon_{l+1} \frac{\pi}{2}+\operatorname{Arg} p_{l+1}(r), \quad r>0
\end{aligned}
$$

with $\varepsilon_{1}, \ldots, \varepsilon_{1+1}=0,1$ or -1 . Using (2.6), (2.7) and (2.8) we have

$$
\lim _{r \uparrow+\infty} \frac{1}{i} \int_{\gamma(r)} \frac{1}{\lambda} d \lambda=\varepsilon_{1} \frac{\pi}{2}+\varepsilon_{l+1} \frac{\pi}{2}+\sum_{j=2}^{1} \varepsilon_{j} \pi
$$

Taking into account (2.4)

$$
\varepsilon_{1} \cdot \frac{1}{2} \pi+\varepsilon_{l+1} \cdot \frac{1}{2} \pi+\sum_{j=2}^{l} \varepsilon_{j} \pi=n \pi
$$

This way $l=n$ and $\varepsilon_{1}=\ldots=\varepsilon_{n+1}=1$. Similarly, we obtain the identical result for an odd number $k$.

The following considerations are analogous to those in the proof of the classical Sturm theorem or the number of roots of a polynomial contained in a given interval.

If $\varepsilon_{1}=\ldots=\varepsilon_{n+1}=1$ then for sufficiently large $r>0$ the curve $\gamma(r)$ crosses the imaginary axis passing either from the first to the second quadrant of the complex plane or from the third to the fourth quadrant. Therefore for any number $x$ close to but smaller than $x_{k}$, the signs of $U(x), V(x)$ are identical and for any number $x$ close to but greater than $x_{k}$ the signs of $U(x), V(x)$ are opposite. Denote by $Z(x)$ the number of sign changes in the sequence obtained from $f_{1}(x), \ldots, f_{m}(x)$ by deleting all zeros (two neighbouring numbers, say $f_{k}, f_{k+1}$, form a sign change if $\left.f_{k} f_{k+1}<0\right)$. Let us remark that the function $Z(x), x \in \mathbf{R}$, can change its value only when passing through a root of some polynomial $f_{1}, \ldots, f_{m}$. If, however, for some $k=2, \ldots, m-1$ and $\tilde{x} \in R, f_{k}(\tilde{x})=0$, then

$$
f_{k-1}(\tilde{x})=-f_{k+1}(\tilde{x})
$$

Since polynomials $f_{1}$ and $f_{2}$ have no common divisors the same is true for $f_{k-1}, f_{k+1}$ and, in particular, $f_{k-1}(\tilde{x}) \neq 0, f_{k+1}(\tilde{x}) \neq 0$. Consequently, $f_{k-1}(\tilde{x}) f_{k+1}(\tilde{x})<0$, and for $x \neq \tilde{x}$ but close to $\tilde{x}$ the sequence of the signs of the numbers $f_{k-1}(x), f_{k}(x), f_{k+1}(x)$ can be one of the following types:,,$++-;+,-,-;-,+,+;-,-,+$. Therefore, the function $Z(z), x \in \mathbf{R}$ does not change its value when $x$ passes through $\tilde{\boldsymbol{x}}$. Since the polynomial $f_{m}$ is of degree zero, $Z$ may change its value only at the roots of $f_{1}$. In particular, it takes constant values $Z(-\infty), Z(+\infty)$ for $x<x_{1}$ and $x>x_{n}$ respectively. But for $x$ close to but smaller than a root $x_{k}$ the signs of $f_{1}(x)$ and $f_{2}(x)$ are the same, and for $x$ close to but greater than $x_{k}$, they are opposite. Therefore the function $Z$ increases at $x_{k}$ by 1 . So $Z(+\infty)-Z(-\infty)=n$. Since for arbitrary $x, Z(x) \geq 0, Z(x) \leq m-1 \leq n$, hence $Z(+\infty)=n+Z(-\infty) \geq n$ and $m=n+1, Z(+\infty)=n, Z(-\infty)=0$. It is easy to see that $Z(+\infty)$ is equal to the number of sign changes in the sequence of the leading coefficients of the polynomials $f_{1}, \ldots, f_{n+1}$, and since $Z(+\infty)=n$, these signs alternate. This shows the theorem in one direction.

To prove the opposite implication let us remark that the equality $m=$ $n+1$ implies that $U$ and $V$ have no common divisors. In particular the polynomial $p$ has no purely imaginary roots, and Lemma 2.2 is applicable. From the first part of the proof

$$
\lim _{r \uparrow+\infty} \frac{1}{i} \int_{S(r)} \frac{p^{\prime}(\lambda)}{p(\lambda)} d \lambda=n \pi
$$

so

$$
\frac{1}{i} \int_{I(r)} \frac{p^{\prime}(\lambda)}{p(\lambda)} d \lambda \longrightarrow n \pi-D_{r}
$$

On the other hand, for $x$ sufficiently large, $Z(x)=Z(+\infty)=n$, and, consequently, $Z(-\infty)=0$. Again, from the first part of the proof, the function $Z$ can change its value only at the roots of the polynomial $f_{1}=U$, and the change in fact takes place only when the signs of the pair $f_{1}, f_{2}$ alternate. Each such change implies that the curve $\gamma(r)$ passes either from the first to the second or from the third to the fourth quadrants of the complex plane (we use here that $n$ is an even number). The number of such passages must be equal exactly to $n$, and the arguments of the initial and final points of the curve $\gamma(r)$ tend either to 0 or $\pi$, as $r \uparrow+\infty$, so

$$
\frac{1}{i} \int_{I(r)} \frac{p^{\prime}(\lambda)}{p(\lambda)} d \lambda=\frac{1}{i} \int_{\gamma(r)} \frac{1}{z} d z \longrightarrow n \pi, \quad r \uparrow+\infty
$$

Hence finally $D_{r}=0$ for $r>0$.
Let us apply the above theorem to polynomials of degree 4,

$$
p(\lambda)=\lambda^{4}+a \lambda^{3}+b \lambda^{2}+c \lambda+d, \quad \lambda \in \mathbf{C}
$$

In this case

$$
\begin{aligned}
& U(x)=x^{4}-b x^{2}+d=f_{1}(x) \\
& V(x)=-a x^{3}+c x=f_{2}(x), \quad x \in \mathbf{R}
\end{aligned}
$$

Performing appropriate divisions we obtain

$$
\begin{aligned}
& f_{3}(x)=\left(b-\frac{c}{a}\right) x^{2}-d \\
& f_{4}(x)=-\left(c-a d\left(b-\frac{c}{a}\right)^{-1}\right) x \\
& f_{5}(x)=d
\end{aligned}
$$

The leading coefficients of the polynomials $f_{1}, f_{2}, \ldots, f_{5}$ are

$$
1,-a,\left(b-\frac{c}{a}\right),-\left(c-a d\left(b-\frac{c}{a}\right)^{-1}\right), d
$$

We obtain therefore the following necessary and sufficient conditions for the stability of the polynomial $p$ :

$$
a>0, b-\frac{c}{a}>0, c-a d\left(b-\frac{c}{a}\right)>0, d>0
$$

equivalent to those stated in Theorem 2.4.
We leave as an exercise the proof that the Routh theorem leads to an explicit stability algorithm. To formulate it we have to define the so-called Routh array.

For arbitrary sequences $\left(\alpha_{k}\right),\left(\beta_{k}\right)$, the Routh sequence $\left(\gamma_{k}\right)$ is defined by

$$
\gamma_{k}=-\frac{1}{\beta_{1}} \operatorname{det}\left[\begin{array}{ll}
\alpha_{1} & \alpha_{k+1} \\
\beta_{1} & \beta_{k+1}
\end{array}\right], \quad k=1,2, \ldots
$$

If $a_{1}, \ldots, a_{n}$ are coefficients of a polynomial $p$, we set additionaly $a_{k}=$ 0 for $k>n=\operatorname{deg} p$. The Routh array is a matrix with infinite rows obtained from the first two rows:

$$
\begin{array}{r}
1, a_{2}, a_{4}, a_{6}, \ldots \\
a_{1}, a_{3}, a_{5}, a_{7}, \ldots
\end{array}
$$

by consequtive calculations of the Routh sequences from the two preceding rows. The calculations stop if 0 appears in the first column. The Routh algorithm can be now stated as the theorem
Theorem 2.6. A polynomial $p$ of degree $n$ is stable if and only if the $n+1$ first elements of the first columns of the Routh array are positive.
Exercise 2.4. Show that, for an arbitrary polynomial $p(\lambda)=\lambda^{n}+a_{1} \lambda^{n-1}+$ $\ldots+a_{n}, \lambda \in \mathrm{C}$, with complex coefficients $a_{1}, \ldots, a_{n}$, the polynomial ( $\lambda^{n}+$ $\left.a_{1} \lambda^{n-1}+\ldots+a_{n}\right)\left(\lambda^{n}+\bar{a}_{1} \lambda^{n-1}+\ldots+\bar{a}_{n}\right)$ has real coefficients. Formulate necessary and sufficient conditions for the polynomial $p$ to have all roots with negative real parts.

## §2.4. Stability, observability, and the Liapunov equation

An important role in stability considerations is played by the so-called matrix Liapunov equation of the form

$$
\begin{equation*}
A^{*} Q+Q A=-R \tag{2.9}
\end{equation*}
$$

in which are given a symmetric matrix $R \in \mathbf{M}(n, n)$ and a matrix $A \in$ $\mathbf{M}(n, n)$ and unknown is a symmetric matrix $Q \in \mathbf{M}(n, n)$. A connection between the equation (2.9) and the stability question is illustrated by the following theorem:
Theorem 2.7. (1) Assume that the pair $(A, C)$ is observable and $R=C^{*} C$. If there exists a nonnegative definite matrix $Q$ satisfying (2.9) then the matrix $A$ is stable.
(2) If the matrix $A$ is stable then for an arbitrary symmetric matrix $R$ the equation (2.9) has exactly one symmetric solution $Q$. This solution is positive (nonnegative) definite if the matrix $R$ is positive (nonnegative) definite.
Proof. (1) It follows from (2.9) that

$$
\begin{equation*}
\frac{d}{d t} S^{*}(t) Q S(t)=-S^{*}(t) R S(t), \quad t \geq 0 \tag{2.10}
\end{equation*}
$$

Let (see § 1.6)

$$
R_{T}=\int_{0}^{T} S^{*}(r) R S(r) d r=\int_{0}^{T} S^{*}(r) C^{*} C S(r) d r, \quad T \geq 0
$$

Integrating equation (2.10) from 0 to $T$ we obtain that

$$
Q=R_{T}+S^{*}(T) Q S(T)
$$

It follows from the observability of $(A, C)$ that the matrix $R_{T}$ is positive definite and therefore the matrix $Q$ is also positive definite. Let $x \in \boldsymbol{R}^{\boldsymbol{n}}$ be a fixed vector different from 0. Define

$$
v(t)=\left\langle Q z^{x}(t), z^{x}(t)\right\rangle, \quad t>0 .
$$

It is enough to show that $v(t) \longrightarrow 0$ as $t \uparrow+\infty$.
Let us remark that

$$
\begin{aligned}
\frac{d v}{d t}(t) & =-\left\langle R z^{x}(t), \quad z^{x}(t)\right\rangle \\
& =-\left|C z^{x}(t)\right|^{2}, \quad t \geq 0 \\
& \leq 0
\end{aligned}
$$

The function $v$ is nondecreasing on $[0,+\infty)$, and therefore the trajectory $z^{x}(t), t \geq 0$, is bounded and $\sup \left(\left|z^{x}(t)\right| ; t \geq 0\right)<+\infty$ for arbitrary $x \in \mathbf{R}^{n}$. This implies easily that for arbitrary $\lambda \in \sigma(A), \operatorname{Re} \lambda \leq 0$. Assume that for an $\omega \in \mathbf{R}$, i $\omega \in \sigma(A)$. If $\omega=0$ then, for a vector $a \neq 0$ with real elements, $A a=0$. Then $0=\left\langle\left(A^{*} Q+Q A\right) a, a\right\rangle=-|C a|^{2}$, a contradiction with Theorem $1.6(v)$. If $\omega \neq 0$ and $a_{1}, a_{2} \in \mathbf{R}^{n}$ are vectors such that $a_{1}+i a_{2} \neq 0$ and

$$
i \omega\left(a_{1}+i a_{2}\right)=A a_{1}+i A a_{2}
$$

then the function

$$
\begin{equation*}
z^{a_{1}}(t)=a_{1} \cos \omega t-a_{2} \sin \omega t, \quad t \geq 0 \tag{2.11}
\end{equation*}
$$

is a periodic solution of the equation

$$
\dot{z}=A z
$$

Periodicity and the formula

$$
\frac{d}{d t}\left\langle Q z^{a_{1}}(t), z^{a_{1}}(t)\right\rangle=-\left|C z^{a_{1}}(t)\right|^{2} \leq 0, \quad t \geq 0
$$

imply that for a constant $\gamma \geq 0$

$$
\left\langle Q z^{a_{1}}(t), z^{a_{1}}(t)\right\rangle=\gamma, \quad t \geq 0
$$

Hence $\left|C z^{a_{1}}(t)\right|=0$ for $t \geq 0$. However, by the observability of $(A, C)$ and (2.11), $a_{1}=a_{2}=0$, a contradiction. So $\operatorname{Re} \lambda<0$ for all $\lambda \in \sigma(A)$ and the matrix $A$ is stable.
(2) Assume that the matrix $A$ is stable. Then the matrix

$$
Q=\int_{0}^{+\infty} S^{*}(r) R S(r) d r=\lim _{T \uparrow+\infty} R_{T}
$$

is well defined. Moreover

$$
\begin{aligned}
A^{*} Q+Q A & =\int_{0}^{+\infty}\left(A^{*} S^{*}(r) R S(r)+S^{*}(r) R S(r) A\right) d r \\
& =\int_{0}^{+\infty} \frac{d}{d r} S^{*}(r) R S(r) d r \\
& =\lim _{T \uparrow+\infty}\left(S^{*}(T) R S(T)-R\right) \\
& =-R
\end{aligned}
$$

and therefore $Q$ satisfies the Liapunov equation. It is clear that if the matrix $R$ is positive (nonnegative) definite then also the matrix $Q$ is positive (nonnegative) definite.

It remains to show the uniqueness. Assume that $\widetilde{Q}$ is also a symmetric solution of the equation (2.19). Then

$$
\frac{d}{d t}\left(S^{*}(t)(\widetilde{Q}-Q) S(t)\right)=0 \quad \text { for } t \geq 0
$$

Consequently

$$
S^{*}(t)(\widetilde{Q}-Q) S(t)=\widetilde{Q}-Q \quad \text { for } t \geq 0
$$

Since $S(t) \longrightarrow 0, S^{*}(t) \longrightarrow 0$ as $t \uparrow+\infty, 0=\widetilde{Q}-Q$. The proof of the theorem is complete.

Remark. Note that the pair $(A, I)$ is always observable, so if there exists a nonnegative solution $Q$ of the equation

$$
A^{*} Q+Q A=-I
$$

then $A$ is a stable matrix.
As a corollary we deduce the following result:

Theorem 2.8. If a pair $(A, C)$ is observable and for arbitrary $x \in \mathbf{R}^{n}$

$$
w(t)=C z^{x}(t) \longrightarrow 0, \quad \text { as } t \uparrow+\infty
$$

then the matrix $A$ is stable and consequently $z^{x}(t) \longrightarrow 0$ as $t \uparrow+\infty$ for arbitrary $x \in \mathbf{R}^{\boldsymbol{n}}$.

Proof. For arbitrary $\beta>0$ a nonnegative matrix

$$
Q_{\beta}=\int_{0}^{+\infty} e^{-2 \beta t} S^{*}(t) C^{*} C S(t) d t
$$

is well defined and satisfies the equation

$$
(A-\beta)^{*} Q+Q(A-\beta)=-C^{*} C .
$$

Since, for sufficiently small $\beta>0$, the pair $((A-\beta), C)$ is also observable, therefore for arbitrary $\beta>0, \sup \{\operatorname{Re} \lambda ; \lambda \in \sigma(A)\} \leq \beta$. One has only to show that the matrix $A$ has no eigenvalues on the imaginary axis. For this purpose it is enough to repeat the reasoning from the final part of the proof of Theorem 2.7(1).

Exercise 2.5. Deduce from Theorem 2.8 the following result:
If for arbitrary initial conditions

$$
z(0)=\xi_{1}, \quad \frac{d z}{d t}(0)=\xi_{2}, \quad \ldots, \quad \frac{d^{(n-1)} z}{d t^{(n-1)}}(0)=\xi_{n}
$$

solutions $z(t), t>0$ of the equation (1.30) tend to 0 as $t \longrightarrow+\infty$ then for arbitrary $k=1,2, \ldots, n-1$

$$
\frac{d^{(k)} z}{d t^{(k)}} \longrightarrow 0, \quad \text { as } t \uparrow+\infty
$$

## §2.5. Stabilizability and controllability

We say that the system

$$
\begin{equation*}
\dot{y}=A y+B u, \quad y(0)=x \in \mathbf{R}^{n} \tag{2.12}
\end{equation*}
$$

is stabilizable or that the pair $(A, B)$ is stabilizable if there exists a matrix $K \in \mathbf{M}(m, n)$ such that the matrix $A+B K$ is stable. So if the pair $(A, B)$ is stabilizable and a control $u(\cdot)$ is given in the feedback form

$$
u(t)=K y(t), \quad t \geq 0
$$

then all solutions of the equation

$$
\begin{equation*}
\dot{y}(t)=A y(t)+B K y(t)=(A+B K) y(t), \quad y(0)=x, t \geq 0 \tag{2.13}
\end{equation*}
$$

tend to zero as $t \dagger+\infty$.
We say that system (2.12) is completely stabilizable if and only if for arbitrary $\omega>0$ there exist a matrix $K$ and a constant $M>0$ such that for an arbitrary solution $y^{x}(t), t \geq 0$, of (2.13)

$$
\begin{equation*}
\left|y^{x}(t)\right| \leq M e^{-\omega t}|x|, \quad t \geq 0 \tag{2.14}
\end{equation*}
$$

By $p_{K}$ we will denote the characteristic polynomial of the matrix $A+B K$. One of the most important results in the linear control theory is given by
Theorem 2.9. The following conditions are equivalent:
(i) System (2.12) is completely stabilizable.
(ii) System (2.12) is controllable.
(iii) For arbitrary polynomial $p(\lambda)=\lambda^{n}+\alpha_{1} \lambda^{n-1}+\ldots+\alpha_{n}, \lambda \in \mathbf{C}$, with real coefficients, there exists a matrix $K$ such that

$$
p(\lambda)=p_{K}(\lambda) \quad \text { for } \lambda \in \mathbf{C}
$$

Proof. We start with the implication (ii) $\Rightarrow$ (iii) and prove it in three steps.

Step 1. The dimension of the space of control parameters $m=1$. It follows from $\S 1.4$ that we can limit our considerations to systems of the form

$$
\frac{d^{(n)} z}{d t^{(n)}}(t)+a_{1} \frac{d^{(n-1)} z}{d t^{(n-1)}}(t)+\ldots+a_{n} z(t)=u(t), \quad t \geq 0
$$

In this case, however, (iii) is obvious: It is enough to define the control $u$ in the feedback form,

$$
u(t)=\left(a_{1}-\alpha_{1}\right) \frac{d^{(n-1)} z}{d t^{(n-1)}}(t)+\ldots+\left(a_{n}-\alpha_{n}\right) z(t), \quad t \geq 0
$$

and use the result (see § 1.4) that the characteristic polynomial of the equation

$$
\frac{d^{(n)} z}{d t^{(n)}}+\alpha_{1} \frac{d^{(n-1)} z}{d t^{(n-1)}}+\ldots+\alpha_{n} z=0
$$

or, equivalently, of the matrix

$$
\left[\begin{array}{ccccc}
0 & 1 & \cdots & 0 & 0 \\
0 & 0 & \cdots & 0 & 0 \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & \cdots & 0 & 1 \\
-\alpha_{n} & -\alpha_{n-1} & \cdots & -\alpha_{2} & -\alpha_{1}
\end{array}\right]
$$

is exactly

$$
p(\lambda)=\lambda^{n}+\alpha_{1} \lambda^{n-1}+\ldots+\alpha_{n} \lambda, \quad \lambda \in \mathbb{C}
$$

Step 2. The following lemma allows us to reduce the general case to $m=1$. Note that in its formulation and proof its vectors from $\mathbf{R}^{\boldsymbol{n}}$ are treated as one-column matrices.

Lemma 2.4. If a pair $(A, B)$ is controllable then there exist a matrix $L \in \mathrm{M}(m, n)$ and a vector $v \in \mathbf{R}^{m}$ such that the pair $(A+B L, B v)$ is controllable.
Proof of the lemma. It follows from the controllability of $(A, B)$ that there exists $v \in \mathbf{R}^{m}$ such that $B v \neq 0$. We show first that there exist vectors $u_{1}, \ldots, u_{n-1}$ in $\mathbf{R}^{m}$ such that the sequence $e_{1}, \ldots, e_{n}$ defined inductively

$$
\begin{equation*}
e_{1}=B v, e_{l+1}=A e_{l}+B u_{l} \quad \text { for } l=1,2, \ldots, n-1 \tag{2.15}
\end{equation*}
$$

is a basis in $\mathbf{R}^{\boldsymbol{n}}$. Assume that such a sequence does not exist. Then for some $k \geq 0$ vectors $e_{1}, \ldots, e_{k}$, corresponding to some $u_{1}, \ldots, u_{k}$ are linearly independent, and for arbitrary $u \in \mathbf{R}^{m}$ the vector $A e_{k}+B u$ belongs to the linear space $E_{0}$ spanned by $e_{1}, \ldots, e_{k}$. Taking $u=0$ we obtain $A e_{k} \in E_{0}$. Thus $B u \in E_{0}$ for arbitrary $u \in \mathbf{R}^{m}$ and consequently $A e_{j} \in E_{0}$ for $j=$ $1, \ldots, k$. This way we see that the space $E_{0}$ is invariant for $A$ and contains the image of $B$. Controllability of $(A, B)$ implies now that $E_{0}=\mathbf{R}^{n}$, and compare the remark following Theorem 1.5. Consequently $k=n$ and the required sequences $e_{1}, \ldots, e_{n}$ and $u_{1}, \ldots, u_{n-1}$ exist. Let $u_{n}$ be an arbitrary vector from $\mathbf{R}^{\boldsymbol{m}}$.

We define the linear transformation $L$ setting $L e_{l}=u_{l}$, for $l=1, \ldots, n$. We have from (2.15)

$$
\begin{aligned}
e_{l+1} & =A e_{l}+B L e_{i}=(A+B L) e_{l} \\
& =(A+B L)^{l} e_{1} \\
& =(A+B L)^{l} B v, \quad l=0,1, \ldots, n-1
\end{aligned}
$$

Since

$$
[A+B L \mid B v]=\left[e_{1}, e_{2}, \ldots, e_{n}\right]
$$

the pair $(A+B L, B v)$ is controllable.
Step 3. Let a polynomial $p$ be given and let $L$ and $v$ be the matrix and vector constructed in the Step 2. The system

$$
\dot{y}=(A+B L) y+(B v) u
$$

in which $u(\cdot)$ is a scalar control function, is controllable. It follows from Step 1 that there exists $k \in \mathbf{R}^{n}$ such that the characteristic polynomial of $(A+B L)+(B v) k^{*}=A+B\left(L+v k^{*}\right)$ is identical with $p$.

The required feedback $K$ can be defined as

$$
K=L+v k^{*}
$$

We proceed to the proofs of the remaining implications. To show that (iii) $\Longrightarrow$ (ii) assume that $(A, B)$ is not controllable, that rank $[A \mid B]=l<n$ and that $K$ is a linear feedback. Let $P \in \mathbf{M}(n, n)$ be a nonsingular matrix from Theorem 1.5. Then

$$
\begin{aligned}
p_{K}(\lambda) & =\operatorname{det}[\lambda I-(A+B K)] \\
& =\operatorname{det}\left[\lambda I-\left(P A P^{-1}+P B K P^{-1}\right)\right] \\
& =\operatorname{det}\left[\begin{array}{cc}
\left(\lambda I-\left(A_{11}+B_{1} K_{1}\right)\right) & -A_{12} \\
0 & \left(\lambda I-A_{22}\right)
\end{array}\right] \\
& =\operatorname{det}\left[\lambda I-\left(A_{11}+B_{1} K_{1}\right)\right] \operatorname{det}\left[\lambda I-A_{22}\right], \quad \lambda \in \mathbf{C},
\end{aligned}
$$

where $K_{1} \in \mathbf{M}(m, n)$. Therefore for arbitrary $K \in \mathbf{M}(m, n)$ the polynomial $p_{K}$ has a nonconstant divisor, equal to the characteristic polynomial of $A_{22}$, and therefore $p_{K}$ can not be arbitrary. This way the implication (iii) $\Longrightarrow$ (ii) holds true.

Assume now that condition (i) holds but that the system is not controllable. By the above argument we have for arbitrary $K \in \mathbf{M}(m, n)$ that $\sigma\left(A_{22}\right) \subset \sigma(A+B K)$. So if for some $M>0, \omega>0$ condition (2.14) holds then

$$
\omega \leq-\sup \left\{\operatorname{Re} \lambda ; \lambda \in \sigma\left(A_{22}\right)\right\}
$$

which contradicts complete stabilizability. Hence (i) $\Longrightarrow$ (ii). Assume now that (ii) and therefore (iii) hold. Let $p(\lambda)=\lambda^{n}+a_{1} \lambda^{n-1}+\ldots+a_{n}, \lambda \in \mathbf{C}$ be a polynomial with all roots having real parts smaller than - $\omega$ (e.g., $\left.p(\lambda)=(\lambda+\omega+\varepsilon)^{n}, \varepsilon>0\right)$. We have from (iii) that there exists a matrix $K$ such that $p_{K}(\cdot)=p(\cdot)$. Consequently all eigenvalues of $A+B K$ have real parts smaller than $-\omega$. By Theorem 2.3, condition (i) holds. The proof of Theorem 2.9 is complete.

## §2.6. Detectability and dynamical observers

We say that a pair $(A, C)$ is detectable if there exists a matrix $L \in$ $\mathbf{M}(n, k)$ such that the matrix $A+L C$ is stable. It follows from Theorem 2.9 that controllability implies stabilizability. Similarly, observability implies detectability. For if the pair $(A, C)$ is observable then $\left(A^{*}, C^{*}\right)$ is controllable and there exists a matrix $K$ such that $A^{*}+C^{*} K$ is a stable matrix. Therefore the matrix $A+K^{*} C$ is stable and it is enough to set $L=K^{*}$ 。

We illustrate the importance of the concept of detectability by discussing the dynamical observer introduced by Luenberger.

Let us consider system (1.1)-(1.2). Since the observation $\omega=C y$, it is natural to define an output stabilizing feedback as $K \in \mathbf{M}(m, k)$ such that the matrix $A+B K C$ is stable. It turns out, however, that even imposing conditions like controllability of $(A, B)$ and observability of $(A, C)$ it is not possible, in general, to construct the desired $K$. In short, the output stabilizability is only very rarely possible.

Consider for instance the system

$$
\begin{equation*}
\frac{d^{(n)} z}{d t^{(n)}}(t)+\frac{d^{(n-1)} z}{d t^{(n-1)}}(t)+\ldots+a_{n} z=u \tag{2.16}
\end{equation*}
$$

with the observation relation

$$
\begin{equation*}
w(t)=z(t), \quad t \geq 0 \tag{2.17}
\end{equation*}
$$

We know from earlier considerations that if system (2.16) - (2.17) is written in the form (1.1)-(1.2) then pairs $(A, B),(A, C)$ are respectively controllable and observable. Let a feedback strategy $u$ be of the form $u=k w$ where $k$ is a constant. Then the system (2.16) becomes

$$
\frac{d^{(n)} z}{d t^{(n)}}+a_{1} \frac{d^{(n-1)} z}{d t^{(n-1)}}+\ldots+a_{n} z=-k z
$$

and the corresponding characteristic polynomial is of the form

$$
p(\lambda)=\lambda^{n}+a_{1} \lambda^{n-1}+\ldots+a_{n-1} \lambda+a_{n}-k, \quad \lambda \in \mathbb{C} .
$$

So if some of the coefficients $a_{1}, \ldots, a_{n-1}$ are negative then there exists no $k$ such that the obtained system is stable.

Therefore it was necessary to extend the concept of stabilizability allowing feedback based on dynamical observers which we define as follows: We say that matrices $F \in \mathbf{M}(r, r), H \in \mathbf{M}(r, n), D \in \mathbf{M}(r, m)$ define an $r$ dimensional dynamical observer if for arbitrary control $u(\cdot)$, solution $z(\cdot)$ of the equation

$$
\begin{equation*}
\dot{z}(t)=F z(t)+H w(t)+D u(t), \quad t \geq 0 \tag{2.18}
\end{equation*}
$$

and the estimator

$$
\begin{equation*}
\hat{y}(t)=V w(t)+W z(t), \quad t \geq 0 \tag{2.19}
\end{equation*}
$$

one has

$$
\begin{equation*}
y(t)-\hat{y}(t) \longrightarrow 0, \text { as } t \uparrow+\infty \tag{2.20}
\end{equation*}
$$

The equation (2.18) and the number $r$ are called respectively the equation and the dimension of the observer.

The following theorem gives an example of an $n$-dimensional observer and shows its applicability to stabilizability.

Theorem 2.10. (1) Assume that the pair $(A, C)$ is detectable and let $L$ be a matrix such that the matrix $A+L C$ is stable. Then equations

$$
\begin{aligned}
& \dot{z}=(A+L C) z-L w+B u, \\
& \hat{y}=z
\end{aligned}
$$

define a dynamical observer of order $n$.
(2) If, in addition, the pair $(A, B)$ is stabilizable, $K$ is a matrix such that $A+B K$ is stable and a control $u$ is given by

$$
\begin{equation*}
u=K \hat{y}, \tag{2.21}
\end{equation*}
$$

then $y(t) \longrightarrow 0$ as $t \uparrow+\infty$.
Proof. (1) From the definition of the observer

$$
\begin{aligned}
\frac{d}{d t}(\hat{y}-y) & =(A+L C) \hat{y}+B u-L C y-A y-B u \\
& =(A+L C)(\hat{y}-y)
\end{aligned}
$$

Since the matrix $A+L C$ is stable, therefore $\hat{y}(t)-y(t) \longrightarrow 0$ exponentially as $t \uparrow+\infty$.
(2) If the control $u$ is of the form (2.21), then

$$
\dot{\hat{y}}=(A+B K) \hat{y}+L C(\hat{y}-y)
$$

Therefore

$$
\hat{y}(t)=S_{K}(t) y(0)+\int_{0}^{t} S_{K}(t-s) \varphi(s) d s, \quad t \geq 0
$$

where

$$
\begin{gathered}
S_{K}(t)=\exp t(A+B K) \\
\varphi(t)=L C(\hat{y}(t)-y(t)), \quad t \geq 0
\end{gathered}
$$

There exist constants $M>0, \omega>0$, such that

$$
\left|S_{K}(t)\right| \leq M e^{-\omega t}, \quad t \geq 0
$$

Consequently for arbitrary $T>0$ and $t \geq T$

$$
\left|\int_{0}^{t} S_{K}(t-s) \varphi(s) d s\right| \leq M e^{-\omega t} \int_{0}^{T} e^{\omega s}|\varphi(s)| d s+\sup _{T \leq s \leq t}|\varphi(s)| \frac{M}{\omega}
$$

So we see that $\hat{y}(t) \longrightarrow 0$ as $t \uparrow+\infty$ and by (1), y(t) $\longrightarrow 0$ as $t \uparrow+\infty$.

Remark. The obtained result can be summarised as follows. If the pair $(A, C)$ is detectable and the pair $(A, B)$ is stabilizable then the system (1.1)-(1.2) is output stabilizable with respect to the modified output $z(t)$, $t \geq 0$, based on the original observation $w(t), t \geq 0$.

## Bibliographical notes

In the proof of the Routh theorem we basically follow Gantmacher [28]. There exist proofs which do not use analytic function theory. In particular, in [43] the proof is based on Theorem 2.7 from §2.4. For numerous modifications of the Routh algorithm we refer to [61]. The proof of Theorem 2.9 is due to M. Wonham [60]. The main aim of $\S 2.6$ was to illustrate the concept of detectability.

## Chapter 3

## Realization theory

This chapter is devoted to the input-output map generated by a linear control system. The input-output map is characterized in terms of the impulse response function and the transfer function.

## §3.1. Impulse response and transfer functions

The connection between a control $u(\cdot)$ and the observation $w(\cdot)$ of the system (1.1)-(1.2) is given by

$$
\begin{align*}
w(t) & =C S(t) x+\int_{0}^{t} C S(t-s) B u(s) d s  \tag{3.1}\\
& =C S(t) x+\mathcal{R} u(t), \quad t \geq 0
\end{align*}
$$

The operator $\mathcal{R}$ defined above is called the input-output map of (1.1)-(1.2). Thus

$$
\begin{equation*}
\mathcal{R} u(t)=\int_{0}^{t} \Psi(t-s) u(s) d s \tag{3.2}
\end{equation*}
$$

where

$$
\begin{equation*}
\Psi(t)=C S(t) B=C e^{A t} B, \quad t \geq 0 \tag{3.3}
\end{equation*}
$$

The function $\Psi$ is called the impulse response function of the system (1.1)-(1.2). Obviously there exists a one-to-one correspondence between input-output mappings and impulse response functions. However, different triplets $(A, B, C)$ may define the same impulse response functions. Each of them is called a realization of $\Psi$ or, equivalently, a realization of $\mathcal{R}$.

The realization theory of linear systems is concerned with the structural properties of input-output mappings $\mathcal{R}$ or impulse response functions $\Psi$ as well as with constructions of their realizations. The theory has practical motivations which we will discuss very briefly.

In various applications, matrices $A, B$ and $C$ defining system (1.1)(1.2) can be obtained from a consideration of physical laws. It happens, however, that the actual system is too complicated to get its description in such a way. Then the system is tested by applying special inputs and observing the corresponding outputs, and the matrices $A, B, C$ are chosen to match the experimental results in the best way.

Observed outputs corresponding to the impulse inputs lead directly to the impulse response function defined above. This follows from

Proposition 3.1. Let $v$ be a fixed element of $R^{m}, u_{k}(\cdot), k=1,2, \ldots$, controls of the form

$$
u_{k}(t)= \begin{cases}k v & \text { for } t \in\left[0, \frac{1}{k}\right), \\ 0 & \text { for } t \geq \frac{1}{k}\end{cases}
$$

and $y_{k}(\cdot)$ the corresponding solutions of the equations

$$
\frac{d}{d t} y_{k}=A y_{k}+B u_{k}, \quad y_{k}(0)=x
$$

Then the sequence $\left(y_{k}\right)$ converges almost uniformly on $(0,+\infty)$ to the function

$$
\begin{equation*}
y(t)=S(t) x+S(t) B v, \quad t \geq 0 \tag{3.4}
\end{equation*}
$$

Proof. Let us remark that

$$
y_{k}(t)= \begin{cases}S(t) x+k \int_{0}^{t} S(r) B v d r & \text { for } t \in\left[0, \frac{1}{k}\right] \\ S(t) x+S\left(t-\frac{1}{k}\right) k \int_{0}^{1 / k} S(r) B v d r & \text { for } t \geq \frac{1}{k}\end{cases}
$$

Therefore, for $t \geq \frac{1}{k}$,

$$
\left|y_{k}(t)-y(t)\right|=\left|S\left(t-\frac{1}{k}\right)\left[k \int_{0}^{1 / k} S(r) B v d r-S\left(\frac{1}{k}\right) B v\right]\right|
$$

Moreover

$$
\left|k \int_{0}^{1 / k} S(r) B v d r-S\left(\frac{1}{k}\right) B v\right| \longrightarrow 0, \quad \text { as } k \uparrow+\infty
$$

and the lemma easily follows.
The function

$$
w(t)=C S(t) x+C S(t) B v, \quad t \geq 0
$$

can be regarded as an output corresponding to the impulse input $u(\cdot)=$ $v \delta_{\{0\}}(\cdot)$, where $\delta_{\{0\}}(\cdot)$ is the Dirac distribution. If $x=0$ then $w(t)=$ $\Psi(t) v, t \geq 0$, and this is the required relation between the observation $w(\cdot)$ and the impulse response function $\mathbf{\Psi}$.

It is convenient also to introduce the transfer function of (1.1)-(1.2) defined by

$$
\begin{equation*}
\Phi(\lambda)=C(\lambda I-A)^{-1} B, \quad \lambda \in \mathbf{C} \backslash \sigma(A) \tag{3.5}
\end{equation*}
$$

Let us notice that if $\operatorname{Re} \lambda>\sup \{\operatorname{Re} \mu ; \mu \in \sigma(A)\}$, then

$$
\Phi(\lambda)=C\left[\int_{0}^{+\infty} e^{-\lambda t} S(t) d t\right] B=\int_{0}^{+\infty} e^{-\lambda t} \Psi(t) d t
$$

Hence the transfer function is the Laplace transform of the impulse response function, and they are in a one to one correspondence.

The transfer function can be constructed from the observations of outputs resulting from periodic, called also harmonic, inputs $u(\cdot)$ :

$$
\begin{equation*}
u(t)=e^{i t \omega} v, \quad v \in \mathbf{R}^{m}, \omega \in \mathbf{R}, t \geq 0 . \tag{3.6}
\end{equation*}
$$

For them

$$
\begin{equation*}
w(t)=C S(t) x+e^{i \omega t} \int_{0}^{t} e^{-i \omega r} C S(r) B v d r, \quad t \geq 0 \tag{3.7}
\end{equation*}
$$

Practical methods are based on the following result.
Proposition 3.2. Assume that $A \in \mathrm{M}(n, n)$ is a stable matrix. Let $u: \mathbf{R} \longrightarrow \mathbf{R}^{m}$ be a bounded, periodic function with a period $\gamma$ and $y^{x}(t)$, $t \geq 0$, the solution of the equation

$$
\dot{y}(t)=A y(t)+B u(t), \quad t \geq 0, y(0)=x .
$$

There exists exactly one periodic function $\hat{\boldsymbol{y}}: \mathbf{R} \longrightarrow \mathbf{R}^{n}$ such that

$$
\left|y^{x}(t)-\hat{y}(t)\right| \longrightarrow 0, \quad \text { as } t \upharpoonleft+\infty
$$

Moreover, the period of $\hat{y}$ is also $\gamma$ and

$$
\begin{equation*}
\hat{y}(t)=\int_{0}^{+\infty} S(r) B u(t-r) d r, \quad t \in \mathbf{R} . \tag{3.8}
\end{equation*}
$$

The function $\hat{y}(\cdot)$ is called sometimes a periodic component of the solution $y$.
Proof. The function $\hat{y}(\cdot)$ given by (3.8) is well defined, periodic with period $\gamma$. Since

$$
\begin{aligned}
y^{x}(t) & =S(t) x+\int_{0}^{t} S(t-s) B u(s) d s=S(t) x+\int_{0}^{t} S(r) B u(t-r) d r \\
& =S(t) x+\int_{0}^{+\infty} S(r) B u(t-r) d r-\int_{t}^{+\infty} S(r) B u(t-r) d r \\
& =S(t) x+\hat{y}(t)-S(t) \int_{0}^{+\infty} S(r) B u(-r) d r \\
& =S(t) x+\hat{y}(t)-S(t) \hat{y}(0), \quad t \geq 0,
\end{aligned}
$$

therefore

$$
\left|y^{x}(t)-\hat{y}(t)\right| \leq|S(t)||x-\hat{y}(0)| \longrightarrow 0, \quad \text { as } t \uparrow+\infty
$$

If $\hat{y}_{1}$ is an arbitrary function with the properties specified in the proposition, then

$$
\left|\hat{y}(t)-\hat{y}_{1}(t)\right| \leq\left|\hat{y}(t)-y^{x}(t)\right|+\left|y^{x}(t)-\hat{y}_{1}(t)\right|, \quad t \geq 0
$$

Consequently $\left|\hat{y}(\cdot)-\hat{y}_{1}(\cdot)\right| \longrightarrow 0$ as $t \uparrow+\infty$. By the periodicity of $\hat{y}$, $\hat{y}(t)-\hat{y}_{1}(t)=0$ for all $t \geq 0$.

It follows from Proposition 3.2 that the observed outputs of a stable system, corresponding to harmonic controls $e^{i \omega t} v, t \geq 0$, are approximately equal, with an error tending to zero, to

$$
\begin{aligned}
\hat{w}(t) & =C\left[\int_{0}^{+\infty} S(r) e^{i \omega(t-r)} d r\right] B v \\
& =e^{i \omega t} C\left[\int_{0}^{+\infty} e^{-i \omega r} S(r) d r\right] B v, \quad t \geq 0
\end{aligned}
$$

Taking into account that

$$
\int_{0}^{+\infty} e^{-i \omega r} S(r) d r=(i \omega I-A)^{-1}, \quad \omega \in \mathbf{R}
$$

we see that the periodic component of the output $w(\cdot)$ corresponding to the periodic input (3.6) is of the form

$$
\begin{equation*}
\hat{w}(t)=e^{i \omega t} \Phi(i \omega) v, \quad t \geq 0 \tag{3.9}
\end{equation*}
$$

Assume that $m=k=1$. Then the transfer function is meromorphic. Denote it by $\varphi$ and consider for arbitrary $\omega \in \mathbf{R}$ the trigonometric representation

$$
\varphi(i \omega)=|\varphi(i \omega)| e^{i \delta(\omega)}, \quad \delta(\omega) \in[0,2 \pi)
$$

If $v=1$ then the output $\hat{w}(\cdot)$ given by (3.9) is exactly

$$
\hat{w}(t)=\mid \varphi(i \omega)) \mid e^{i(\delta(\omega)+\omega t)}, \quad t \geq 0
$$

Thus, if $|\varphi(i \omega)|$ is large then system (1.1)-(1.2) amplifies the periodic oscillation of the period $\omega$ and, if $|\varphi(i \omega)|$ is small, filters them off.
Exercise 3.1. Find the transfer function for system (2.16) - (2.17).

## Answer:

$$
\varphi(\lambda)=p^{-1}(\lambda), \quad \operatorname{gdy} p(\lambda)=\lambda^{n}+a_{1} \lambda^{n-1}+\ldots+a_{n} \neq 0
$$

Exercise 3.2. Consider the equation of an electrical filter, Example 0.4,

$$
L^{2} C \frac{d^{3} z}{d t^{3}}+R L C \frac{d^{2} z}{d t^{2}}+2 L \frac{d z}{d t}+R z=u
$$

where $C, L, R$ are positive numbers. Find $\varphi(i \omega), \omega \in \mathbf{R}$. Show that

$$
\lim _{\omega 10}|\varphi(i \omega)|=1, \quad \lim _{\omega \uparrow+\infty}|\varphi(i \omega)| \frac{C L^{2} \omega^{3}}{R}=1
$$

## §3.2. Realizations of the impulse response function

A not arbitrary smooth function $\mathbf{\Psi}(\cdot)$ with values in $\mathbf{M}(k, m)$, defined on $[0,+\infty)$, is the impulse response function of a linear system (1.1)-(1.2). Similarly, a not arbitrary operator $\mathcal{R}$ of the convolution type (3.2) is an input-output map of a linear system. In this paragraph we give two structural descriptions of the impulse response function and we show that among all triplets $(A, B, C)$ defining the same function $\Psi$ there exists, in a sense, a "best" one. Moreover, from Theorem 3.1 below, the following result will be obtained:

An operator $\mathcal{R}$ of the convolution type (3.2) is an input-output map of a linear system (1.1)-(1.2) if and only if it is of the form

$$
\begin{equation*}
\mathcal{R} u(t)=H(t) \int_{0}^{t} G(s) u(s) d s, \quad t \geq 0 \tag{3.10}
\end{equation*}
$$

where $H(\cdot)$ and $G(\cdot)$ are functions with values in $\mathbf{M}(k, n)$ and $\mathrm{M}(n, m)$, for some $n$.

Let us remark that operator (3.10) is the product of an integration and a multiplication operator.

Before formulating the next theorem we propose first to solve the following exercise.
Exercise 3.3. Continuous, real functions $g, h$ and $r$ defined on $[0,+\infty)$ satisfy the functional equation

$$
g(t-s)=h(t) r(s), \quad t \geq s \geq 0
$$

if and only if either $g$ and one of the functions $h$ or $r$ are identically zero, or if there exist numbers $\alpha, \beta \neq 0, \gamma \neq 0$ such that

$$
g(t)=\gamma e^{\alpha t}, \quad h(t)=\beta e^{\alpha t}, \quad r(t)=\frac{\gamma}{\beta} e^{-\alpha t}, \quad t \geq 0
$$

Theorem 3.1. A function $\Psi$ of class $C^{1}$ defined on $[0,+\infty)$ and with values in $\mathbf{M}(k, m)$ is the impulse response function of a system $(A, B, C)$ if and only if there exist a natural number $n$ and functions $G:[0,+\infty) \longrightarrow$ $\mathbf{M}(m, n), H:[0,+\infty) \longrightarrow \mathbf{M}(n, k)$ of class $C^{1}$ such that

$$
\begin{equation*}
\Psi(t-s)=H(t) G(s) \quad \text { for } t \geq s \geq 0 \tag{3.11}
\end{equation*}
$$

Proof. If $\Psi(t)=C e^{A t} B, t \geq 0$, then it is sufficient to define

$$
H(t)=C e^{A t}, \quad t \geq 0, \quad \text { and } \quad G(s)=e^{-A s} B, \quad s \geq 0
$$

The converse implication requires a construction of a number $n$ and matrices $A, B, C$ in terms of the functions $G, H$. We show first the validity of the following lemma:
Lemma 3.1. Assume that for some functions $\Psi, G, H$ of class $C^{1}$, with values respectively in $\mathrm{M}(k, m), \mathrm{M}(n, m), \mathrm{M}(k, n)$, relation (3.11) holds. Then for arbitnary $T>0$ there exist a natural number $\tilde{n}$ and functions $\widetilde{G}(t), \widetilde{H}(t), t \geq 0$ of class $C^{1}$ with values in $\mathbf{M}(\tilde{n}, m)$ and $\mathbf{M}(k, \tilde{n})$ such that

$$
\Psi(t-s)=\widetilde{H}(t) \widetilde{G}(s), \quad s \leq t, 0 \leq s \leq T
$$

and the matrix

$$
\int_{0}^{T} \widetilde{G}(s) \widetilde{G}^{*}(s) d s
$$

is nonsingular and thus positive definite.
Proof of the lemma. Let $\tilde{n}$ be the rank of the matrix

$$
W=\int_{0}^{T} G(s) G^{*}(s) d s
$$

If $W$ is nonsingular then we define $\tilde{n}=n$, and the lemma is true. Assume therefore that $\tilde{n}<n$. Then there exists an orthogonal matrix $P$ such that the diagonal of the matrix $P W P^{-1}=P W P^{*}$ is composed of eigenvalues of the matrix $W$. Therefore there exists a diagonal nonsingular matrix $D$ such that

$$
V=\left[\begin{array}{ll}
\tilde{I} & 0 \\
0 & 0
\end{array}\right]=(D P) W(D P)^{*}=\tilde{P} W \widetilde{P}^{*}
$$

where $\tilde{I} \in \mathrm{M}(\tilde{n}, \tilde{n})$ is the identity matrix and $\tilde{P}$ is a nonsingular one. Consequently, for $Q=(D P)^{-1}$,

$$
Q V Q^{*}=W
$$

This and the definition of $W$ imply that

$$
\int_{0}^{T}\left(Q V Q^{-1} G(s)-G(s)\right)\left(Q V Q^{-1} G(s)-G(s)\right)^{*} d s=0
$$

Therefore $Q V Q^{-1} G(s)=G(s)$, for $s \in[0, T]$.
Define $\tilde{G}(t)=Q^{-1} G(t), \tilde{H}(t)=H(t) Q, t \geq 0$. Then

$$
\Psi(t-s)=\widetilde{H}(t) V \widetilde{G}(s) \quad \text { for } t \geq s \text { and } s \in[0, T]
$$

It follows from the representation

$$
\tilde{H}(t)=\left[\tilde{H}_{1}(t), \tilde{H}_{2}(t)\right], \quad \widetilde{G}(s)=\left[\begin{array}{l}
\tilde{G}_{1}(s) \\
\widetilde{G}_{2}(s)
\end{array}\right]
$$

where $\tilde{H}_{1}(t) \in \mathbf{M}(k, \tilde{n}), \tilde{H}_{2}(t) \in \mathbf{M}(k, n-\tilde{n}), G_{1}(s) \in \mathbf{M}(\tilde{n}, m), \widetilde{G}_{2}(s) \in$ $\mathbf{M}(n-\tilde{n}, m), t, s \geq 0$, and from the identity $V^{2}=V$ that

$$
\begin{aligned}
\Psi(t-s)= & (\tilde{H}(t) V)(V \widetilde{G}(s))=\left[\tilde{H}_{1}(t), 0\right]\left[\begin{array}{c}
\widetilde{G}_{1}(s) \\
0
\end{array}\right] \\
& =\widetilde{H}_{1}(t) \widetilde{G}_{1}(s), t \geq s, s \in[0, T]
\end{aligned}
$$

Hence

$$
V=\int_{0}^{T}\left(Q^{-1} G(s)\right)\left(Q^{-1} G(s)\right)^{*} d s=\int_{0}^{T} \widetilde{G}(s) \widetilde{G}(s)^{*} d s
$$

and thus

$$
\tilde{I}=\int_{0}^{T} \widetilde{G}_{1}(s) \widetilde{G}_{1}^{*}(s) d s
$$

is a nonsingular matrix of the dimension $\tilde{n}$. The proof of the lemma is complete.
Continuation of the proof of Theorem 3.1. We can assume that functions $H$ and $G$ have the properties specified in the lemma. For arbitrary $t \geq s, 0 \leq s \leq T$

$$
0=\frac{\partial \Psi}{\partial t}(t-s)+\frac{\partial \Psi}{\partial s}(t-s)=\dot{H}(t) G(s)+H(t) \dot{G}(s)
$$

In particular

$$
\dot{H}(t) G(s) G^{*}(s)=-H(t) \dot{G}(s) G^{*}(S), \quad t \geq s, s \in[0, T]
$$

and thus for $t \geq T$ we obtain that

$$
\dot{H}(t) \int_{0}^{T} G(s) G^{*}(s) d s=-H(t) \int_{0}^{T} \dot{G}(s) G^{*}(s) d s
$$

Define

$$
A=-\left(\int_{0}^{T} \dot{G}(s) G^{*}(s) d s\right)\left(\int_{0}^{T} G(s) G^{*}(s) d s\right)^{-1}
$$

Then $\dot{H}(t)=H(t) A, t \geq T$ and therefore $H(t)=H(T) S(t-T), t \geq T$, where $S(r)=e^{r A}, r \geq 0$. However, for arbitrary $r \geq 0$.

$$
\Psi(r)=\Psi((r+T)-T)=H(r+T) G(T)=H(T) S(r) G(T), \quad r \geq 0
$$

Consequently, defining $B=G(T)$ and $C=H(T)$, we obtain

$$
\Psi(r)=B e^{r A} C, \quad r \geq 0
$$

the required representation.
We now give a description of impulse response functions in terms of their Taylor expensions.

Theorem 3.2. A function $\Psi:[0,+\infty) \longrightarrow \mathbf{M}(k, m)$ given in the form of an absolutely convergent series

$$
\Psi(t)=\sum_{j=0}^{+\infty} W_{j} \frac{t^{j}}{j!}, \quad t \geq 0
$$

is the impulse response function of a certain system $(A, B, C)$ if and only if there exist numbers $a_{1}, a_{2}, \ldots, a_{r}$ such that

$$
\begin{equation*}
W_{j+r}=a_{1} W_{j+r-1}+\ldots+a_{r} W_{j}, \quad j=0,1, \ldots \tag{3.12}
\end{equation*}
$$

Proof. (Necessity.) If $\Psi(t)=C(\exp t A) B, t \geq 0$, then

$$
\Psi(t)=\sum_{j=0}^{+\infty} C A^{j} B \frac{t^{j}}{j!}, \quad t \geq 0
$$

and therefore $W_{j}=C A^{j} B, j=0,1, \ldots$.
If $p(\lambda)=\lambda^{r}-a_{1} \lambda^{r-1}-\ldots-a_{1}, \lambda \in \mathbb{C}$, is the characteristic polynomial of $A$ then, by the Cayley-Hamilton theorem,

$$
\begin{equation*}
A^{r}=a_{1} A^{r-1}+\ldots+a_{r} I \tag{3.13}
\end{equation*}
$$

and

$$
A^{r+j}=a_{1} A^{r+j-1}+\ldots+a_{r} A^{j}
$$

Therefore

$$
C A^{r+j} B=a_{1} C A^{r+j-1} B+\ldots+a_{r} C A^{j} B, \quad j=0, \ldots,
$$

the required relationship.
(Sufficiency.) Define
$A=\left[\begin{array}{ccccc}0 & I & \ldots & 0 & 0 \\ 0 & 0 & \ldots & 0 & 0 \\ \vdots & \vdots & \ddots & \vdots & \vdots \\ 0 & 0 & \ldots & 0 & I \\ a_{r} I & a_{r-1} I & \ldots & a_{2} I & a_{1} I\end{array}\right], \quad B=\left[\begin{array}{c}W_{0} \\ \vdots \\ W_{r-1}\end{array}\right], \quad C=[I, 0, \ldots, 0]$,
where $I$ is the identity matrix of dimension $k$. Permuting rows and columns of the matrix $A$ properly we can assume that it is of the form

$$
\left[\begin{array}{ccccc}
\tilde{A} & 0 & \ldots & 0 & 0  \tag{3.14}\\
0 & \widetilde{A} & \ldots & 0 & 0 \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & \ldots & \tilde{A} & 0 \\
0 & 0 & \ldots & 0 & \widetilde{A}
\end{array}\right] \text { where } \tilde{A}=\left[\begin{array}{ccccc}
0 & 1 & \ldots & 0 & 0 \\
0 & 0 & \ldots & 0 & 0 \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & \ldots & 0 & 1 \\
a_{1} & a_{2} & \ldots & a_{r-1} & a_{r}
\end{array}\right]
$$

Since the characteristic polynomial of $\tilde{A}$ is $\lambda^{r}-a_{1} \lambda^{r-1}-\ldots-a_{r}, \lambda \in \mathbb{C}$, therefore $\widetilde{A}^{r}=a_{1} \widetilde{A}^{r-1}+\ldots+a_{r} I$. The same equation holds for matrix (3.14) and consequently for $A$. We also check that

$$
C A^{j} B=W_{j} \quad \text { for } j=0,1, \ldots, r-1
$$

By (3.12),

$$
C A^{r} B=a_{1} C A^{r-1} B+\ldots+a_{r} C B=a_{1} W_{r-1}+\ldots+a_{r} W_{r}=W_{r}
$$

Similarly, $C A^{j} B=W_{j}$ for $j \geq r$.
The next theorem shows that there exists a realization of an impulse response function with additional regularity properties.
Theorem 3.3. For arbitrary matrices $A \in \mathbf{M}(n, n), \underset{\sim}{B} \in \mathbf{M}(n, m), \underset{\sim}{C} \in$ $\mathbf{M}(k, n)$ there exist a natural number $\tilde{n}$ and matrices $\widetilde{A} \in \mathbf{M}(\tilde{n}, \tilde{n}), \widetilde{B} \in$ $\mathbf{M}(\tilde{n}, m), \widetilde{C} \in \mathbf{M}(k, \tilde{n})$ such that the pairs $(\tilde{A}, \widetilde{B})$ and $(\tilde{A}, \widetilde{C})$ are respectively controllable and observable and

$$
C S(t) B=\widetilde{C} \widetilde{S}(t) \widetilde{B} \quad \text { for } t \geq 0
$$

where $S(t)=\exp t A, \tilde{S}(t)=\exp t \widetilde{A}, t \geq 0$.
Proof. Assume that the pair $(A, B)$ is not controllable and let $l=$ $\operatorname{rank}[A \mid B]$. Let $P, A_{11}, A_{12}, A_{22}$ and $B_{1}$ be matrices given by Theorem 1.5 and let $S(t)=\exp t A, S_{11}(t)=\exp \left(A_{11} t\right), S_{22}(t)=\exp \left(A_{22} t\right), t \geq 0$. There exists, in addition, a function $S_{12}(t), t \geq 0$, with values in $\mathbf{M}(l, n-l)$, such that

$$
P S(t) P^{-1}=\left[\begin{array}{cc}
S_{11}(t) & S_{12}(t) \\
0 & S_{22}(t)
\end{array}\right], \quad t \geq 0
$$

Therefore,

$$
\begin{aligned}
C S(t) B & =C P^{-1}\left[\begin{array}{cc}
S_{11}(t) & S_{12}(t) \\
0 & S_{22}(t)
\end{array}\right] P B \\
& =C P^{-1}\left[\begin{array}{cc}
S_{11} & S_{12}(t) \\
0 & S_{22}(t)
\end{array}\right]\left[\begin{array}{c}
B_{1} \\
0
\end{array}\right] \\
& =C P^{-1}\left[\begin{array}{c}
S_{11}(t) B_{1} \\
0
\end{array}\right]=C_{1} S_{11}(t) B_{1}, \quad t \geq 0
\end{aligned}
$$

for some matrix $C_{1}$.
So we can assume, without any loss of generality, that the pair $(A, B)$ is controllable. If the pair $(A, C)$ is not observable and $\operatorname{rank}[A \mid C]=l<$ $n$ then, by Theorem 1.7, for a nonsingular matrix $P$, an observable pair $\left(A_{11}, C_{1}\right) \in \mathbf{M}(l, l) \times \mathbf{M}(k, l)$ and matrices $B_{1} \in \mathbf{M}(l, n), B_{2} \in \mathbf{M}(n-l, m)$,

$$
P A P^{-1}=\left[\begin{array}{cc}
A_{11} & 0 \\
A_{21} & A_{22}
\end{array}\right], \quad C P^{-1}=\left[C_{1}, 0\right], \quad P B=\left[\begin{array}{l}
B_{1} \\
B_{2}
\end{array}\right] .
$$

It follows from the controllability of $(A, B)$ that the pair $\left(A_{11}, B_{1}\right)$ is controllable as well.

If $S(t)=\exp t A, S_{11}(t)=\exp t A_{11}, S_{22}(t)=\exp t A_{22}, t \geq 0$, then for an $\mathbf{M}(n-l, l)$ valued function $S_{21}(t), t \geq 0$,

$$
\begin{aligned}
C S(t) B & =\left[C_{1}, 0\right] P S(t) P^{-1} P B=\left[C_{1}, 0\right]\left[\begin{array}{lc}
S_{11}(t) & 0 \\
S_{21}(t) & S_{22}(t)
\end{array}\right]\left[\begin{array}{l}
B_{1} \\
B_{2}
\end{array}\right] \\
& =C_{1} S_{11}(t) B_{1}, \quad t \geq 0
\end{aligned}
$$

This finishes the proof of the theorem.
The following basic result is now an easy consequence of Theorem 3.3.
Theorem 3.4. For any arbitrary impulse response function there exists a realization $(A, B, C)$ such that the pairs $(A, B),(A, C)$ are respectively controllable and observable. The dimension of the matrix $A$ is the same for all controllable and observable realizations. Moreover, for an arbitrary realization $(\widetilde{A}, \widetilde{B}, \widetilde{C}), \operatorname{dim} \widetilde{A} \geq \operatorname{dim} A$.
Proof. The first part of the theorem is a direct consequence of Theorem 3.3. Assume that $(A, B, C)$ and $(\widetilde{A}, \widetilde{B}, \widetilde{C})$ are two controllable and observable realizations of the same impulse response function and that $\operatorname{dim} \widetilde{A}=\tilde{n}$, $\operatorname{dim} A=n$. Since

$$
\Psi(t)=\sum_{j=0}^{+\infty} C A^{j} B \frac{t^{j}}{j!}=\sum_{j=0}^{+\infty} \tilde{C} \tilde{A}^{j} \tilde{B} \frac{t^{j}}{j!}, \quad t \geq 0
$$

so

$$
\begin{equation*}
\tilde{C} \tilde{A}^{j} \tilde{B}=C A^{j} B \quad \text { for } j=0,1, \ldots \tag{3.15}
\end{equation*}
$$

Moreover, the pair $(A, B)$ is controllable and $(A, C)$ is observable, and therefore the ranks of the matrices

$$
\left[\begin{array}{c}
C \\
C A \\
\vdots \\
C A^{r-1}
\end{array}\right], \quad\left[B, A B, \ldots, A^{r-1} B\right]
$$

are $\boldsymbol{n}$ for arbitrary $r \geq \boldsymbol{n}$. Consequently the ranks of the matrices

$$
\left[\begin{array}{c}
C  \tag{3.16}\\
C A \\
\vdots \\
C A^{r-1}
\end{array}\right]\left[B, A B, \ldots, A^{r-1} B\right]=\left[\begin{array}{cccc}
C B & C A B & \ldots & C A^{r-1} B \\
C A B & C A^{2} B & \ldots & C A^{r} B \\
\vdots & \vdots & \ddots & \vdots \\
C A^{r-1} B & C A^{r} B & \ldots & C A^{2 r-2} B
\end{array}\right]
$$

are, for $r \geq n$, also equal to $n$. On the other hand, by (3.15), (3.16),

$$
\left[\begin{array}{c}
\tilde{C} \\
\tilde{C} \tilde{A} \\
\vdots \\
\tilde{C} \tilde{A}^{\tilde{n}-1}
\end{array}\right]\left[\tilde{B}, \tilde{A} \tilde{B}, \ldots, \tilde{A}^{\tilde{n}-1} B\right]=\left[\begin{array}{c}
C \\
C A \\
\vdots \\
C A^{\tilde{n}-1}
\end{array}\right]\left[B, A B, \ldots, A^{\tilde{n}-1} B\right]
$$

and therefore $\tilde{n} \leq n$. By the same argument $n \leq \tilde{n}$, so $n=\tilde{n}$. The proof that for arbitrary realization $(\widetilde{A}, \widetilde{B}, \widetilde{C}), \tilde{n} \geq n$ is analogical.

## §3.3. The characterization of transfer functions

The transfer function of a given triplet $(A, B, C)$ was defined by the formula

$$
\Phi(\lambda)=C(\lambda I-A)^{-1} B, \quad \lambda \in \mathbf{C} \backslash \sigma(A)
$$

Let $\Phi(\lambda)=\left[\varphi_{q r}(\lambda), q=1, \ldots, k, r=1,2, \ldots, m\right], \lambda \in \mathbf{C} \backslash \sigma(A)$. It follows, from the formulae for the inverse matrix $(\lambda I-A)^{-1}$, that functions $\varphi_{q r}$ are rational with real coefficients for which the degree of the numerator is greater than the degree of the denominator. So they vanish as $|\lambda| \longrightarrow$ $+\infty$. Moreover,

$$
\begin{equation*}
\Phi(\lambda)=\sum_{j=0}^{+\infty} \frac{1}{\lambda^{j+1}} C A^{j} B \quad \text { for }|\lambda|>|A| \tag{3.17}
\end{equation*}
$$

and the series in (3.17) is convergent with its all derivatives.

Theorem 3.5. If $\Phi(\cdot)$ is an $\mathbf{M}(k, m ; \mathbf{C})$ valued function, defined outside of a finite subset of C , with rational elements having real coefficients vanishing as $|\lambda| \longrightarrow+\infty$, then the function $\Phi(\cdot)$ is of the form (3.9). Consequently, $\Phi(\cdot)$ is the transfer function of a system $(A, B, C)$.
Proof. There exists a polynomial $p(\lambda)=\lambda^{r}+a_{1} \lambda^{r-1}+\ldots+a_{r}, \lambda \in \mathbb{C}$, with real coefficients, such that for arbitrary elements $\varphi_{q s}, q=1, \ldots, k$, $s=1, \ldots, m$, of the matrix $\Phi$, functions $p \varphi_{q s}$ are polynomials. Since $\Phi(\cdot)$ is rational for some $\gamma>0$ and arbitrary $\lambda,|\lambda|>\gamma$,

$$
\Phi(\lambda)=\sum_{j=0}^{+\infty} \frac{1}{\lambda^{j+1}} W_{j}
$$

The coefficients by $\lambda^{-1}, \lambda^{-2}, \ldots$ of the expansion of $p(\lambda) \Phi(\lambda), \lambda \in \mathbb{C}$, are zero, therefore

$$
\begin{gathered}
a_{r} W_{0}+a_{r-1} W_{1}+\ldots+a_{1} W_{r-1}+W_{r}=0 \\
a_{r} W_{1}+a_{r-1} W_{2}+\ldots+a_{1} W_{r}+W_{r+1}=0 \\
\vdots \\
a_{r} W_{j}+a_{r-1} W_{j+1}+\ldots+a_{1} W_{r+j-1}+W_{r+j}=0
\end{gathered}
$$

Hence the sequence $W_{0}, W_{1}, \ldots$ satisfies (3.12). Arguing as in the proof of Theorem 3.2, we obtain that there exist matrices $A, B, C$ such that

$$
W_{j}=C A^{j} B, \quad j=0,1, \ldots
$$

The proof is complete.
Exercise 3.4. Assume that $k=m=1$ and let

$$
\varphi(\lambda)=\frac{1}{\lambda-a}+\frac{1}{(\lambda-b)^{2}}, \quad \lambda \in \mathbf{C} \backslash\{a, b\}
$$

where $a$ and $b$ are some real numbers. Find the impulse response function $\Psi(\cdot)$ corresponding to $\varphi$. Construct its realization.
Answer. $\Psi(t)=e^{a t}+t e^{b t}, t \geq 0$.
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## Chapter 4 <br> Systems with constraints

This chapter illustrates complications which arise in control theory when control parameters have to satisfy various constraints. Controllable systems with the set of controls being either a bounded neighbourhood of $0 \in \mathbf{R}^{\boldsymbol{m}}$ or the positive cone $\mathbf{R}_{+}^{m}$ are characterized.

## §4.1. Bounded sets of parameters

In the preceeding chapters sets of states and of control parameters were identical with $\mathbf{R}^{\boldsymbol{n}}$ and $\mathbf{R}^{m}$. In several situations, however, it is necessary to consider controls taking values in subsets of $\mathbf{R}^{m}$ or to require that the system evolves in a given subset of $\boldsymbol{R}^{n}$. We will discuss two types of constraints for linear systems.

$$
\begin{equation*}
\dot{y}=A y+B u, \quad y(0)=x \tag{4.1}
\end{equation*}
$$

We start from the null controllability.
Proposition 4.1. Assume that $0 \in \mathbf{R}^{m}$ is an interior point of a control set $U \subset \boldsymbol{R}^{m}$. Then there exists a neighbourhood $V$ of $0 \in \mathbf{R}^{n}$ such that all its elements can be transferred to 0 by controls taking values in $U$.
Proof. Let $T>0$ be a given number. By Proposition 1.1 the control

$$
\hat{u}(s)=-B^{*} S^{*}(T-s) Q_{T}^{-1} S(T) x, \quad s \in[0, T]
$$

transfers the state $x$ to 0 at the time $T$. Since the function $t \longrightarrow S^{*}(t)$ is continuous, therefore, for a constant $M>0$,

$$
|\hat{u}(s)| \leq M|x| \quad \text { for all } s \in[0, T], x \in \mathbf{R}^{n}
$$

So the result follows.
A possibility of transferring to 0 all points from $\mathbf{R}^{\boldsymbol{n}}$ is discussed in the following theorem.

Theorem 4.1. Assume that $U$ is a bounded set.
(i) If $0 \in \mathbf{R}^{m}$ is an interior point of $U,(A, B)$ is a controllable pair and the matrix $A$ is stable, then arbitrary $x \in \mathbf{R}^{n}$ can be transferred to 0 by controls with values in $U$ only.
(ii) If the matrix $A$ has at least one eingenvalue with a positive real part then there are states in $\mathbf{R}^{n}$ which cannot be transferred to 0 by controls with values in $U$ only.

Proof. (i) If the matrix $A$ is stable then the control $u(t)=0$, for all $t \geq 0$, transfers an arbitrary state, in finite time, to a given in advance neighbourhood $U$ of $0 \in \mathbf{R}^{\boldsymbol{n}}$. It follows from Proposition 4.1 that if the neighbourhood $V$ is sufficiently small then all its elements can be transferred to 0 by controls with values in $U$. Hence (i) holds.
(ii) Let $\lambda=\alpha+i \beta$ be an eigenvalue of $A^{*}$ such that $\alpha>0$. Assume that $\beta \neq 0$. Then there exist vectors $e_{1}, e_{2} \in \mathbf{R}^{n},\left|e_{1}\right|+\left|e_{2}\right| \neq 0$, such that

$$
A^{*} e_{1}+i A^{*} e_{2}=(\alpha+i \beta)\left(e_{1}+i e_{2}\right)
$$

or equivalently

$$
A^{*} e_{1}=\alpha e_{1}-\beta e_{2}, \quad A^{*} e_{2}=\beta e_{1}+\alpha e_{2}
$$

Let $u(\cdot)$ be a control taking values in $U$ and $y(\cdot)$ the corresponding output:

$$
\dot{y}=A y+B u, \quad y(0)=x
$$

Let $v$ be the absolutely continuous function given by the formula

$$
v(t)=\left\langle y(t), e_{1}\right\rangle^{2}+\left\langle y(t), e_{2}\right\rangle^{2}, \quad t \geq 0
$$

Then, for almost all $t \geq 0$,

$$
\begin{aligned}
\dot{v}(t)= & 2\left(\left\langle\dot{y}(t), e_{1}\right\rangle\left\langle y(t), e_{1}\right\rangle+\left\langle\dot{y}(t), e_{2}\right\rangle\left\langle y(t), e_{2}\right\rangle\right) \\
= & 2\left(\left\langle y(t), A^{*} e_{1}\right\rangle\left\langle y(t), e_{1}\right\rangle+\left\langle y(t), A^{*} e_{2}\right\rangle\left\langle y(t), e_{2}\right\rangle\right) \\
& +2\left(\left\langle B u(t), e_{1}\right\rangle\left\langle y(t), e_{1}\right\rangle+\left\langle B u(t), e_{2}\right\rangle\left\langle y(t), e_{2}\right\rangle\right) \\
= & I_{1}(t)+I_{2}(t)
\end{aligned}
$$

From the definition of $e_{1}$ and $e_{2}, I_{1}(t)=2 \alpha v(t)$. Since the set $U$ is bounded, therefore, for a constant $K>0$, independent of $u(\cdot)$ and $x$,

$$
\left|I_{2}(t)\right| \leq K \sqrt{v(t)}
$$

Consequently, for almost all $t \geq 0$,

$$
\dot{v}(t) \geq \Psi(v(t))
$$

where $\Psi(\xi)=2 \alpha \xi-K \sqrt{\xi}, \xi \geq 0$. Since $\Psi(\xi)>0$ for $\xi>\xi_{0}=\left(\frac{K}{2 \alpha}\right)^{2}$ therefore if $v(0)=\left\langle x, e_{1}\right\rangle^{2}+\left\langle x, e_{2}\right\rangle^{2}>\xi_{0}$ the function $v$ is increasing and $v(t) \nrightarrow 0$ as $t \uparrow+\infty$. Hence (ii) holds if $\beta \neq 0$. The proof of the result if $\beta=0$ is similar.

Exercise 4.1. System

$$
\frac{d^{(n)}}{d t^{(n)}} z+a_{1} \frac{d^{(n-1)}}{d t^{(n-1)}} z+\ldots+a_{n} z=u
$$

studied in $\S 1.4$, is controllable if $U=\mathbf{R}$. It follows from Theorem 4.1 that it is controllable to 0 also when $U=[-1,1]$ and the polynomial $p(\lambda)=$ $\lambda^{n}+a_{1} \lambda^{n-1}+\ldots+a_{n}, \lambda \in \mathbf{C}$, is stable. In particular, the system

$$
\frac{d^{2} z}{d t^{2}}+\frac{d z}{d t}+z=u, \quad|u| \leq 1
$$

is controllable to $0 \in \mathbf{R}^{2}$. Note however that the system

$$
\frac{d^{2} z}{d t^{2}}=u, \quad|u| \leq 1
$$

is also controllable to $0 \in \mathbf{R}^{2}$, see Example III.3.2, although the corresponding polynomial $p$ is not stable.

## §4.2. Positive systems

Denote by $E_{+}$and $U_{+}$the sets of all vectors with nonnegative coordinates from $R^{n}$ and $\mathbf{R}^{m}$ respectively. System (4.1) is said to be positive if for an arbitrary, locally integrable control $u(\cdot)$, taking values in $U_{+}$and for an arbitrary initial condition $x \in E_{+}$, the output $y^{u, x}$ takes values in $E_{+}$.

Positive systems are of practical interest and are often seen in applications to heat processes. In particular, see the system modelling the electrically heated oven of Example 0.1.

We have the following:
Theorem 4.2. System (4.1) is positive if and only if all elements of the matrix $B$ and all elements of the matrix $A$ outside of the main diagonal are nonnegative.
Proof. Assume that system (4.1) is positive. Then for arbitrary vector $\bar{u} \in U_{+}$and $t \geq 0$

$$
\begin{equation*}
\frac{1}{t} \int_{0}^{t} S(s) B \bar{u} d s \in E_{+}, \quad \text { where } S(s)=e^{A s}, s \geq 0 \tag{4.2}
\end{equation*}
$$

Letting $t$ tend to 0 in (4.2) to the limit as $t \downarrow 0$ we get $B \bar{u} \in E_{+}$. Since $\bar{u}$ was an arbitrary element of $U_{+}$, all elements of $B$ have to be nonnegative. Positivity of (4.1) also implies that for arbitrary $\bar{x} \in E_{+}$and $t \geq 0, S(t) \bar{x} \in$ $E_{+}$. Consequently all elements of the matrices $S(t), t \geq 0$, are nonnegative. Assume that for some $i \neq j$ the element $a_{i j}$ of $A$ is negative. Then, for
sufficiently small $t \geq 0$, the element in the $i$-th row and $j$-th column of the matrix

$$
\frac{1}{t} S(t)=\left(\frac{1}{t} I+A\right)+t\left(\sum_{k=2}^{+\infty} \frac{A^{k}}{k!} t^{k-1}\right)
$$

is also negative. This is a contradiction with the fact that all elements of $S(t), t>0$, are nonnegative.

Assume conversely that all elements of the matrix $B$ and all elements of the matrix $A$ outside of the main diagonal are nonnegative. Let $x \in E_{+}$ and let $u(\cdot)$ be a locally integrable function with values in $U_{+}$. There exists a number $\lambda>0$ such that the matrix $\lambda I+A$ has only nonnegative elements and therefore also the matrix $e^{(\lambda I+A) t}$ has all nonnegative elements. But

$$
e^{(\lambda I+A) t}=e^{\lambda t} S(t), \quad t \geq 0
$$

and we see that all elements of $S(t), t \geq 0$, are nonnegative as well. Since

$$
y^{x, u}(t)=S(t) x+\int_{0}^{t} S(t-s) B u(s) d s, \quad t \geq 0
$$

vectors $y^{x, u}(t), t \geq 0$, belong to $E_{+}$. This finishes the proof of the theorem.

To proceed further we introduce the following sets of attainable points:

$$
\begin{aligned}
& O_{t}^{+}=\left\{x \in E_{+} ; x=y^{0, u}(s) \text { for some } s \in[0, t] \text { and } u \in L^{1}\left[0, s ; U_{+}\right]\right\}, t \geq 0 \\
& O^{+}=\bigcup_{t \geq 0} O_{i}^{+}
\end{aligned}
$$

System (4.1) is called positively controllable at time $t>0$ if the set $O_{t}^{+}$ is dense in $E^{+}$. System (4.1) is called positively controllable if the set $O^{+}$ is dense in $E^{+}$.

Theorem 4.3. Let $e_{1}, \ldots, e_{n}$ and $\tilde{e}_{1}, \ldots, \tilde{e}_{m}$ be standard bases in $R^{n}$ and $\mathbf{R}^{m}$ respectively.
(i) A positive system (4.1) is positively controllable at time $t>0$ if and only if for arbitrary $i=1,2, \ldots, n$ there exists $j=1,2, \ldots, m$ and $a$ constant $\mu>0$ such that

$$
e_{i}=\mu B \tilde{e}_{j}
$$

(ii) A positive system (4.1) is positively controllable if and only if for arbitrary $i=1,2, \ldots, n$ there exists $j=1,2, \ldots, m$ such that either

$$
e_{i}=\mu B \tilde{e}_{j} \quad \text { for some } \mu>0
$$

or

$$
e_{i}=\lim _{k \uparrow+\infty} \frac{S\left(t_{k}\right) B \tilde{e}_{j}}{\left|S\left(t_{k}\right) B \tilde{e}_{j}\right|} \quad \text { for some } t_{k} \uparrow+\infty
$$

We will need several lemmas.
Lemma 4.1. A positive system (4.1) is positively controllable, respectively positively controllable at time $t>0$ if the cone generated by

$$
S(s) B \tilde{e}_{j}, \quad s \geq 0, j=1,2, \ldots, m
$$

respectively generated by

$$
S(s) B \tilde{e}_{j}, \quad s \in[0, t], j=1,2, \ldots, m
$$

are dense in $E_{+}$.
Proof of the lemma. Fix $s>0$. Then

$$
S(s) B \tilde{e}_{j}=\lim _{\delta\rfloor 0} y^{0, u_{\delta}}(s)
$$

where

$$
u_{\delta}(r)= \begin{cases}\delta B \tilde{e}_{j} & \text { for } r \in[s-\delta, s] \\ 0 & \text { for } r \in[0, s-\delta]\end{cases}
$$

On the other hand, piecewise constant functions are dense in $L^{1}\left[0, s ; U_{+}\right]$, and vectors $y^{0, u}(s)$, where $u(\cdot) \in L^{1}\left[0, s ; U_{+}\right]$, are limits of finite sums of the form

$$
\sum_{k} S(k \delta) \int_{0}^{\delta} S(r) B u_{\delta k} d r
$$

where $u_{\delta k} \in U_{+}$, for $\delta>0, k=1,2, \ldots$. Consequently, $y^{0, u}(s)$ is a limit of finite sums

$$
\sum_{j=1}^{m} \sum_{k} \gamma_{\delta k} S(k \delta) B \tilde{e}_{j}
$$

with nonnegative numbers $\gamma_{\delta k}$. Hence the conclusion of the lemma follows.

For arbitrary $x \in E_{+}$define

$$
s(x)=\left\{z \in E_{+} ;\langle x, z\rangle=0\right\}
$$

The set $s(x)$ will be called the side of $U_{+}$determined by $x$.
Lemma 4.2. Let $K$ be a compact subset of $E_{+}$and let $x \in E_{+}, x \neq 0$. If $s(x)$ contains a nonzero element of the convex cone $C(K)$, spanned by $K$, then $s(x)$ contains at least one element of $K$.

Proof of the lemma. We can assume that $0 \notin K$. Suppose that

$$
z \in(C(K)) \cap(s(x)), \quad z \neq 0
$$

Then $\lim _{l} \sum_{j=1}^{k(l)} \alpha_{j l} x_{j l}=z$ for some $\alpha_{j l}>0, x_{j l} \in K, j=1, \ldots, k(l), l=$ $1,2, \ldots$ Setting

$$
\beta_{j l}=\alpha_{j l}\left|x_{j l}\right|>0, \quad y_{j l}=x_{j l}\left|x_{j l}\right|^{-1}
$$

we obtain

$$
\begin{aligned}
0=\langle x, z\rangle & =\lim _{l} \sum_{j=1}^{k(l)} \alpha_{j l}\left(x, x_{j l}\right\rangle \\
& =\lim _{l} \sum_{j=1}^{k(l)} \beta_{j l}\left\langle x, y_{j l}\right\rangle .
\end{aligned}
$$

Moreover

$$
\sum_{j=1}^{k(l)} \beta_{j l}=\sum_{j=1}^{k(l)} \beta_{j l}\left|y_{j l}\right| \geq\left|\sum_{j=1}^{k(l)} \beta_{j l} y_{j l}\right| \rightarrow|z|, \quad l \uparrow+\infty
$$

and we can assume that for $l=1,2 \ldots$

$$
\left[\sum_{j=1}^{k(l)} \beta_{j l}\left\langle x, y_{j l}\right\rangle\right]<\frac{|f|}{2 l}, \quad \sum_{j=1}^{k(l)} \beta_{j l} \geq \frac{|f|}{2}
$$

Therefore for arbitrary $l=1,2, \ldots$ there is $j(l)$, such that $\left\langle x, y_{j(l), l}\right\rangle<1 / l$. Since the set $K$ is compact, there exists a subsequence ( $x_{j(l), l}$ ) convergent to $x_{0} \in K$. Consequently there exists a subsequence $\left(y_{l}\right)$ of the sequence ( $y_{j(1), l}$ ) convergent to $x_{0}\left|x_{0}\right|^{-1}$. But

$$
\left.\left.\left\langle x, x_{0}\right| x_{0}\right|^{-1}\right\rangle \lim _{l}\left\langle x, y_{l}\right\rangle=0
$$

so finally $x_{0} \in s(x)$ as required.
Proof of the theorem. Sufficiency follows from Lemma 4.1. To show necessity we can assume, without any loss of generality, that $B \tilde{e}_{j} \neq 0$ for $j=1, \ldots, m$.
(i) The set $\left\{S(s) B \tilde{e}_{j} ; s \in[0, t], j=1, \ldots, m\right\}$ does not contain 0 and is compact, therefore the cone $C_{1}=C\left\{S(s) B \tilde{e}_{j} ; s \in[0, t], j=1, \ldots, m\right\}$ is closed. So if system (4.1) is positively controllable at time $t>0$ then the cone $C_{1}$ must be equal to $E_{+}$. Taking into account Lemma 4.2 we
get in particular that for arbitrary $i=1,2, \ldots, n$ there exist $s \in[0, t]$, $j=1,2, \ldots, m$ and $\mu>0$ such that $e_{i}=\mu S(s) B \tilde{e}_{j}$.

Let $\lambda>0$ be a number such that the matrix $\lambda I+A$ has all elements nonnegative. Then

$$
e^{\lambda s} S(s) B \tilde{e}_{j}=e^{(\lambda I+A) s} B \tilde{e}_{j}=B \tilde{e}_{j}+\sum_{k=1}^{+\infty} \frac{1}{k!}(\lambda I+A)^{k} B \tilde{e}_{j} \geq B \tilde{e}_{j}
$$

Consequently for a positive $\nu>0$

$$
S(s) B \tilde{e}_{j}=\nu B \tilde{e}_{j}
$$

or equivalently

$$
e_{i}=\mu \nu B \tilde{e}_{j}
$$

(ii) Assume that the system (4.1) is positive by controllable and denote by $K$ the closure of the set $\left\{S(s) B e_{j} /\left|S(s) B e_{j}\right| ; s \geq 0, j=1,2, \ldots\right\}$. It follows from the positive controllability of the system that $C(K)=E_{+}$. Therefore, by Lemma 4.2 , for arbitrary $i=1,2, \ldots, n$ there exists $j=$ $1,2, \ldots, m$ such that either

$$
e_{i}=\mu S(s) B \tilde{e}_{j} \quad \text { for some } \mu>0, s \geq 0
$$

or

$$
e_{i}=\lim _{k} \frac{S\left(t_{k}\right) B \tilde{e}_{j}}{\left|S\left(t_{k}\right) B e_{j}\right|} \quad \text { for some } t_{k} \uparrow+\infty
$$

Repeating now the arguments from the proof of (i) we obtain that the conditions of the theorem are necessary.

We propose now to solve the following exercise.
Exercise 4.2. Assume that $n=2, \beta, \gamma \geq 0$ and that $A=\left[\begin{array}{cc}-\alpha & \beta \\ \gamma & -\delta\end{array}\right]$, see Example 0.1. Let $S(t)=e^{A t}, t \geq 0$. Prove that for arbitrary $x \in E_{+}$, $x \neq 0$, there exists

$$
\lim _{t \uparrow+\infty} \frac{S(t) x}{|S(t) x|}=e
$$

and $e$ is an eigenvector of $A$.
Hint. Show that the eigenvalues $\lambda_{1}, \lambda_{2}$ of $A$ are real. Consider separately the cases $\lambda_{1}=\lambda_{2}$ and $\lambda_{1} \neq \lambda_{2}$.
Example 4.1. Continuation of Exercise 4.2. Let

$$
A=\left[\begin{array}{cc}
-\alpha & \beta  \tag{4.3}\\
\gamma & -\delta
\end{array}\right], \quad B=\left[\begin{array}{l}
1 \\
0
\end{array}\right], \quad \beta, \gamma \geq 0
$$

It follows from Theorem 4.3 that system (4.1) is not positively controllable at any $t>0$. By the same theorem and Exercise 4.2, the system is positively controllable if and only if

$$
\lim _{t \uparrow+\infty} \frac{S(t)\left[\begin{array}{l}
1  \tag{4.4}\\
0
\end{array}\right]}{\left|S(t)\left[\begin{array}{l}
1 \\
0
\end{array}\right]\right|}=\left[\begin{array}{l}
0 \\
1
\end{array}\right]
$$

In particular, see Exercise 4.2, the vector $\left[\begin{array}{l}0 \\ 1\end{array}\right]$ must be an eigenvector of $A$ and so $\beta=0$. Consequently

$$
S(t)=\left\{\begin{array}{ll}
{\left[\begin{array}{cc}
e^{-\alpha t} & 0 \\
\gamma t e^{-\alpha t} & e^{-\delta t}
\end{array}\right],} & \text { if } \alpha=\delta, \\
{\left[\begin{array}{cc} 
& e^{-\alpha t} \\
\left(\gamma e^{-\alpha t}\right. & \left.-e^{-\delta t}\right)(\delta-\alpha)^{-1}
\end{array} e^{-\delta t}\right.}
\end{array}\right], \quad \text { if } \alpha \neq \delta .
$$

We see that (4.4) holds if $\gamma>0, \beta=0$ and $\delta \leq \alpha$. These conditions are necessary and sufficient for positive controllability of (4.3). Let us remark that the pair $(A, B)$ is controllable under much the weaker condition $\gamma \neq 0$.

The above example shows that positive controllability is a rather rare property. In particular, the system from Example 0.1 is not positively controllable. However in situations of practical interest one does not need to reach arbitrary elements from $E_{+}$but only states in which the system can rest arbitrarily long. This way we are led to the concept of a positive stationary pair. We say that $(\bar{x}, \bar{u}) \in E_{+} \times U_{+}$is a positive stationary pair for (4.1) if

$$
\begin{equation*}
A \bar{x}+B \bar{u}=0 \tag{4.5}
\end{equation*}
$$

It follows from the considerations below that a transfer to a state $\bar{x}$ for which (4.5) holds with some $\vec{u} \in U_{+}$can be achieved for a rather general class of positive systems.
Theorem 4.4. Assume that system (4.1) is positive and the matrix $A$ is stable. Then
(i) for arbitrary $\bar{u} \in U_{+}$such that $B \bar{u} \neq 0$ there exists exactly one vector $\bar{x} \in E_{+}$such that

$$
A \bar{x}+B \bar{u}=0
$$

(ii) if $(\bar{x}, \bar{u})$ is a positive stationary pair for (4.1) and $\tilde{u}(t)=\bar{u}$ for $t \geq 0$ then, for arbitrary $x \in E_{+}$

$$
y^{x, u}(t) \longrightarrow \bar{x}, \quad t \uparrow+\infty
$$

Proof. (i) If $A$ is a stable matrix then for some $\omega>0$ and $M>0$

$$
\left|e^{A t}\right| \leq M e^{-\omega t}, \quad t \geq 0
$$

Therefore the integral $\int_{0}^{+\infty} e^{A t} d t$ is a well defined matrix with nonnegative elements. Since

$$
-A^{-1}=\int_{0}^{+\infty} e^{A t} d t
$$

the matrix $-A^{-1}$ has nonnegative elements. Consequently the pair

$$
(\bar{x}, \bar{u})=\left(-A^{-1} B \bar{u}, \bar{u}\right)
$$

is the only positive stationary pair corresponding to $\bar{u}$.
(ii) If $\tilde{u}(t)=\bar{u}$ for $t \geq 0$ and

$$
\begin{aligned}
\dot{y} & =A y+B \bar{u} \\
& =A y-A \bar{x}, \quad y(0)=x
\end{aligned}
$$

then $\frac{d}{d t}(y(t)-\bar{x})=A(y(t)-\bar{x})$ and $y(t)-\bar{x}=S(t)(x-\bar{x}), t \geq 0$. Since the matrix $A$ is stable we finally have $S(t)(x-\bar{x}) \longrightarrow 0$ as $t \uparrow+\infty$ and $y(t) \longrightarrow \bar{x}$ as $t \uparrow+\infty$.

Conversely, the existence of positive stationary pairs implies, under rather weak assumptions, the stability of $A$.

Theorem 4.5. Assume that for a positive system (4.1) there exists a stationary pair $(\bar{x}, \bar{u})$ such that vectors $\bar{x}$ and $B \bar{u}$ have all coordinates positive. Then matrix $A$ is stable.
Proof. It is enough to show that $S(t) \bar{x} \longrightarrow 0$ as $t \uparrow+\infty$. Since

$$
\begin{aligned}
S(t+r) \bar{x} & =S(t) \bar{x}+\int_{r}^{t+r} \frac{d}{d s} S(s) \bar{x} d s \\
& =S(t) \bar{x}+\int_{r}^{t+r} S(s) A \bar{x} d s \\
& =S(t) \bar{x}-\int_{r}^{t+r} S(s) B \bar{u} d s \\
& \leq S(t) \bar{x}, \quad t, r \geq 0
\end{aligned}
$$

the coordinates of the function $t \longrightarrow S(t) \bar{x}$ are nondecreasing. Consequently $\lim _{t \uparrow+\infty} S(t) \bar{x}=z$ exists and $S(t) z=z$ for all $t \geq 0$. On the other hand, for arbitrary $t>0$, the vector $\int_{0}^{t} S(r) B \bar{u} d r$ has all coordinates positive. Since

$$
\bar{x}-z \geq \bar{x}-S(t) \bar{x}=\int_{0}^{t} S(r) B \bar{u} d r
$$

for a number $\mu>0$,

$$
\bar{x} \leq \mu(\bar{x}-z)
$$

Finally

$$
0 \leq S(t) \bar{x} \leq \mu(S(t) \bar{x}-z) \longrightarrow 0
$$

and $S(t) \bar{x} \longrightarrow 0$ as $t \dagger+\infty$. This finishes the proof of the theorem.
The question of attainability of a positive stationary pair is answered by the following basic result:
Theorem 4.6. Assume that $(\bar{x}, \bar{u})$ is a positive stationary pair for (4.1) such that all coordinates of $\bar{u}$ are positive, and let $(A, B)$ be a controllable pair. For an arbitrary $x \in E_{+}$and an arbitrary neighbourhood $V \subset U_{+}$of $\bar{u}$ there exists a bounded control $\tilde{u}(\cdot)$ with values in $V$ and a number $t_{0}>0$ such that

$$
y^{x, u}(s)=\bar{x} \quad \text { for } s \geq t_{0}
$$

Proof. Let $\delta>0$ be a number such that $\{u ;|\bar{u}-u|<\delta\} \subset V$. It follows from formula (1.12) that for arbitrary $t_{1}>0$ there exists $\gamma>0$ and that for arbitrary $b \in R^{n},|b|<\gamma$, there exists a control $v^{b}(\cdot),\left|v^{b}(t)\right|<\delta, t \in\left[0, t_{1}\right]$, transferring $b$ to 0 at time $t_{1}$. Assume first that $|x-\bar{x}|<\gamma$ and let $x-\bar{x}=b$, $\tilde{u}(t)=v^{b}(t)+\bar{u}$ and $y(t)=y^{x, \bar{u}}(t), t \in\left[0, t_{1}\right]$. Then

$$
\begin{aligned}
\frac{d}{d t}(y(t)-\bar{x}) & =\frac{d}{d t} y(t) \\
& =A y(t)+B v^{b}(t)+B \bar{u} \\
& =A(y(t)-\bar{x})+B v^{b}(t), \quad t \in\left[0, t_{1}\right]
\end{aligned}
$$

and $y(0)-\bar{x}=x-\bar{x}$. Hence $y\left(t_{1}\right)-\bar{x}=0$ or $y\left(t_{1}\right)=\bar{x}$. It is also obvious that $\tilde{u}(t) \in V$ for $t \in\left[0, t_{1}\right]$. Setting $\tilde{u}(t)=\bar{u}$ for $t>t_{1}$ we get the required control.

If $x$ is an arbitrary element of $E_{+}$then, by Theorem 4.5, there exists $t_{2}>0$ such that the constant control $\tilde{\tilde{u}}(t)=\bar{u}, t \in\left[0, t_{2}\right]$ transfers $x$ into the ball $\{z ;|\bar{x}-z|<\gamma\}$ at the time $t_{2}$. By the first part of the proof all points from the ball can be transferred to $\bar{x}$ in the required way.
Example 4.1. (Continuation.) Let $\alpha, \beta, \gamma, \delta>0$. The matrix $A$ is stable if and only if $\alpha \delta-\beta \gamma>0$. A positive stationary pair is proportional to

$$
(\bar{x}, \bar{u})=\left(\frac{1}{\alpha \delta-\beta \gamma}\right)\left(\left[\begin{array}{l}
\delta \\
\gamma
\end{array}\right], 1\right)
$$

So if $\alpha \delta>\beta \gamma$ then the state $\left[\begin{array}{l}\delta \\ \gamma\end{array}\right]$ is attainable from $\left[\begin{array}{l}0 \\ 0\end{array}\right]$ using only nonnegative controls.

## Bibliographical notes

Results on positive systems are borrowed from the paper [53] by T. Schanbacher. In particular, he is the author of Theorem 4.3 and its generalizations to infinite dimensional systems.

## PART II

## NONLINEAR CONTROL SYSTEMS

## Chapter 1 <br> Controllability and observability of nonlinear systems

This chapter begins by recalling basic results of nonlinear differential equations. Controllability and observability of nonlinear control systems are studied next. Two approaches to problems are illustrated: one based on linearization and the other one on concepts of differential geometry.

## § 1.1. Nonlinear differential equations

The majority of the notions and results of Part I have been generalized to nonlinear systems of the form

$$
\begin{align*}
\dot{y} & =f(y, u), \quad y(0)=x \in \mathbf{R}^{n},  \tag{1.1}\\
w & =h(y) . \tag{1.2}
\end{align*}
$$

Functions $f$ and $h$ in (1.1) and (1.2) are defined on $\mathbf{R}^{n} \times \mathbf{R}^{m}$ and $\mathbf{R}^{n}$ and take values in $\mathbf{R}^{n}$ and $\mathbf{R}^{k}$ respectively.

In the present chapter we discuss generalizations concerned with controllability and observability. The following two chapters are devoted to stability and stabilizability as well as to the problem of realizations.

As in Part I by control, strategy or input we will call an arbitrary locally integrable function $u(\cdot)$ from $[0,+\infty)$ into $\mathbf{R}^{m}$. The corresponding solution $y(\cdot)$ of the equation (1.1) will be denoted by $y^{x, u}(t)$ or $y^{u}(t, x), t \geq 0$. The function $h(y(\cdot))$ is called the output or the response of the system.

To proceed further we will need some results on general differential equations

$$
\begin{equation*}
\dot{z}=f(z(t), t), \quad z\left(t_{0}\right)=x \in \mathbf{R}^{n} \tag{1.3}
\end{equation*}
$$

where $t_{0}$ is a nonnegative number and $f$ a mapping from $\mathbf{R}^{n} \times \mathbf{R}$ into $\mathbf{R}^{n}$. A solution $z(t), t \in[0, T]$, of equation (1.3) on the interval $[0, T], t_{0} \leq T$, is an arbitrary absolutely continuous function $z(\cdot):[0, T] \longrightarrow \mathbf{R}^{n}$ satisfying (1.3) for almost all $t \in[0, T]$. A local solution of (1.3) is an absolutely continuous
function defined on an interval $\left[t_{0}, \tau\right), \tau>t_{0}$, satisfying (1.3) for almost all $\left[t_{0}, \tau\right)$. If a local solution defined on $\left[t_{0}, \tau\right)$ cannot be extended to a local solution on a larger interval $\left[t_{0}, \tau_{1}\right), \tau_{1}>\tau$, then it is called a maximal solution and the interval $\left[t_{0}, \tau\right)$ is the maximal interval of existence. An arbitrary local solution has an extension to a maximal one.

The following classical results on the existence and uniqueness of solutions to (1.3) hold.

Theorem 1.1. Assume that $f$ is a continuous mapping from $\mathbf{R}^{n} \times \mathbf{R}$ into $\mathbf{R}^{n}$. Then for arbitrary $t_{0} \geq 0$ and $x \in \mathbf{R}^{n}$ there exists a local solution to (1.3). If $z(t), t \in\left[t_{0}, \tau\right)$, is a maximal solution and $\tau<+\infty$ then

$$
\lim _{t \uparrow \tau}|z(t)|=+\infty
$$

Theorem 1.2. Assume that for arbitrary $x \in \mathbf{R}^{n}$ the function $f(\cdot, x):[0, T]$ $\longrightarrow \mathbf{R}^{n}$ is Borel measurable and for a nonnegative, integrable on $[0, T]$, function $c(\cdot)$

$$
\begin{align*}
& |f(x, t)| \leq c(t)(|x|+1)  \tag{1.4}\\
& |f(x, t)-f(y, t)| \leq c(t)|x-y|, \quad x, y \in \mathbf{R}^{n}, t \in[0, T] \tag{1.5}
\end{align*}
$$

Then equation (1.3) has exactly one solution $z(\cdot, x)$. Moreover, for arbitrary $t \in[0, T]$ the mapping $x \longrightarrow z(t, x)$ is a homeomorphism of $\mathbf{R}^{\boldsymbol{n}}$ into $\mathbf{R}^{n}$.

Proofs of the existence and uniqueness of the solutions, similar to those for linear equations (see [46]) will be omitted. The existence of explosion, formulated in the second part of Theorem 1.1, we leave as an exercise.

The above formulated definitions and results can be directly extended to the complex case, when the state space $\mathbf{R}^{n}$ is replaced by $\mathbf{C}^{n}$.

The following result is a corollary of Theorem 1.2.
Theorem 1.3. Assume that the transformation $f: \mathbf{R}^{n} \times \mathbf{R}^{m} \longrightarrow \mathbf{R}^{n}$ is continuous and, for a number $c>0$,

$$
\begin{align*}
& |f(x, u)| \leq c(|x|+|u|+1)  \tag{1.6}\\
& |f(x, u)-f(y, u)| \leq c|x-y|, \quad x, y \in \mathbf{R}^{n}, u \in \mathbf{R}^{m} \tag{1.7}
\end{align*}
$$

Then for an arbitrary control $u(\cdot)$ there exists exactly one solution of the equation (1.1).
Proof. If $u(\cdot):[0, T] \longrightarrow \mathbf{R}^{m}$ is an integrable function then $f(x, u(t))$, $x \in \mathbf{R}^{n}, t \in[0, T]$, satisfies the assumptions of Theorem 1.2 and the result follows.

Corollary 1.1. If conditions (1.6), (1.7) hold then the control $u(\cdot)$ and the initial condition $x$ uniquely determine the output $y^{u}(\cdot, x)$.

In several proofs of control theory a central role is played by theorems on the regular dependence of solutions on the initial date.

Theorem 1.4. Assume that the conditions of Theorem 1.2 hold that for arbitrary $t \in[0, T]$ the function $f(\cdot, t)$ has a continuous derivative $f_{x}(\cdot, t)$ and that the functions $f(\cdot, \cdot), f_{x}(\cdot, \cdot)$ are bounded on bounded subsets of $[0, T] \times \mathbf{R}^{n}$. Then the mapping $x \longrightarrow z(\cdot, x)$ acting from $\mathbf{R}^{n}$ into the space of continuous functions $C\left(0, T ; \mathbf{R}^{n}\right)$ is Fréchet differentiable at an arbitrary point $x_{0}$ and the directional derivative in the direction $v \in \mathbf{R}^{n}$ is a solution $\xi(\cdot)$ of the linear equation

$$
\begin{equation*}
\dot{\xi}=f_{x}\left(z\left(t, x_{0}\right), t\right) \xi, \quad \xi\left(t_{0}\right)=v \tag{1.8}
\end{equation*}
$$

In particular, the function $t \longrightarrow z_{x}\left(t, x_{0}\right)$ is absolutely continuous and satisfies the equation

$$
\begin{gather*}
\frac{d}{d t} z_{x}\left(t, x_{0}\right)=f_{x}\left(z\left(t, x_{0}\right), t\right) z_{x}\left(t, x_{0}\right) \text { for a.a. } t \in[0, T]  \tag{1.9}\\
z_{x}\left(t_{0}, x_{0}\right)=I . \tag{1.10}
\end{gather*}
$$

Theorem 1.4 is often formulated under stronger conditions, therefore we will prove it here. We will need the classical, implicit function theorem, the proof of which, following easily form the contraction principle, will be omitted. See also Lemma IV.4.3.

Lemma 1.1. Let $X$ and $Z$ be Banach spaces and $F$ a mapping from a neighbourhood $\mathcal{O}$ of a point $\left(x_{0}, z_{0}\right)$, with the following properties:
(i) $F\left(x_{0}, z_{0}\right)=0$,
(ii) there exist Gateaux derivatives $F_{x}(\cdot, \cdot), F_{z}(\cdot, \cdot)$ continuous at $(0,0)$, and the operator $F_{z}\left(x_{0}, z_{0}\right)$ has a continuous inverse $F_{z}^{-1}\left(x_{0}, z_{0}\right)$.

Then there exist balls $\mathcal{O}\left(x_{0}\right) \subset X$ and $\mathcal{O}\left(z_{0}\right) \subset Z$ with centres respectively at $x_{0}, z_{0}$ such that for arbitrary $x \in \mathcal{O}\left(x_{0}\right)$ there exists exactly one $z \in \mathcal{O}\left(z_{0}\right)$, denoted by $z(x)$, such that
(iii) $F(x, z)=0$.

Moreover the function $z(\cdot)$ is differentiable in the neighbourhood $\mathcal{O}\left(x_{0}\right)$ and

$$
z_{x}(x)=-F_{z}^{-1}(x, z(x)) F_{x}(x, z(x))
$$

Proof of Theorem 1.4. Let $X=\mathbf{R}^{n}, Z=C\left(0, T ; \mathbf{R}^{n}\right)$ and define the mapping $F: X \times Z \longrightarrow Z$ by the formula

$$
F(x, z(\cdot))(t)=x+\int_{t_{0}}^{t} f(z(s), s) d s-z(t), \quad t \in[0, T]
$$

The mapping $F_{x}(x, z)$ associates with an arbitrary vector $v \in \mathbf{R}^{n}$ the function on $[0, T]$ with a constant value $v$. The Gateaux derivative $F_{z}(x, z)$ in the direction $\xi \in Z$ is equal to

$$
\begin{equation*}
\left(F_{z}(x, z) \xi\right)(t)=\int_{t_{0}}^{t} f_{x}(z(s), s) \xi(s) d s-\xi(t), \quad t \in[0, T] \tag{1.11}
\end{equation*}
$$

To prove (1.11), remark that if $h>0$ then by Theorem A. 6 (the mean value theorem)

$$
\begin{aligned}
& \sup _{t \in[0, T]} \frac{1}{h}\left|F(x, z+h \xi)(t)-F(x, z)(t)-\int_{t_{0}}^{t} f_{x}(z(s), s) h \xi(s) d s\right| \\
& \leq \frac{1}{h} \int_{0}^{T}\left|f(z(s)+h \xi(s), s)-f(z(s), s)-f_{x}(z(s), s) h \xi(s)\right| d s \\
& \leq \int_{0}^{T} \sup _{\eta \in I(z(s), z(s)+h \xi(s))}\left|f_{x}(\eta, s)-f_{x}(z(s), s)\right| d s
\end{aligned}
$$

By the assumptions and the Lebesgue dominated convergence theorem we obtain (1.11). From the estimate

$$
\left\|F_{z}(x, z) \xi-F_{z}(\bar{x}, \bar{z}) \xi\right\| \leq \int_{0}^{T}\left\|f_{x}(z(s), s)-f_{x}(\bar{z}(s), s)\right\| d s \leq\|\xi\|
$$

valid for $x, \bar{x} \in \mathbf{R}^{n}$ and $z, \bar{z} \in Z, \xi \in Z$ and again by the Lebesgue dominated convergence theorem the continuity of the derivative $F_{z}(\cdot, \cdot)$ follows.

Assume that

$$
x_{0}+\int_{t_{0}}^{t} f\left(z_{0}(s), s\right) d s=z_{0}(t)=z\left(t, x_{0}\right), \quad t \in[0, T]
$$

To show the invertability of $F_{z}\left(x_{0}, z_{0}\right)$ assume $\eta(\cdot) \in Z$ and consider the equation

$$
x_{0}+\int_{t_{0}}^{t} f_{y}\left(z_{0}(s), s\right) \xi(s) d s-\xi(t)=\eta(t), \quad t \in[0, T]
$$

Denoting $\zeta(t)=\eta(t)+\xi(t), t \in[0, T]$, we obtain the following equivalent differential equation on $\zeta(\cdot)$ :

$$
\begin{align*}
\dot{\zeta} & =f_{z}\left(z_{0}(t), t\right) \zeta-f_{z}\left(z_{0}(t), t\right) \eta(t), \quad t \in[0, T]  \tag{1.12}\\
\zeta\left(t_{0}\right) & =x_{0}
\end{align*}
$$

which, by Theorem I.1.1, has exactly one solution. Therefore, the transformation $F$ satisfies all the assumptions of Lemma 1.1, and, consequently, for all $x \in \mathbf{R}^{n}$ sufficiently close to $x_{0}$, the equation (iii) - equivalent to (1.3) - has the unique solution $z(\cdot, x) \in Z$, with the Fréchet derivative at $x_{0}$ given by

$$
\xi=z_{x}\left(x_{0}\right) v=-F_{z}^{-1}\left(x_{0}, z_{0}\right) F_{x}\left(x_{0}, z_{0}\right) v
$$

Since $\eta(t)=F_{x}\left(x_{0}, z_{0}\right) v=v, t \in[0, T]$, by (I.1.7) and (1.12):

$$
\begin{aligned}
\dot{\xi}(t)=\dot{\zeta}(t) & =f_{z}\left(z_{0}(t), t\right)(\xi(t)+v)-f_{z}\left(z_{0}(t), t\right) v \\
& =f_{z}\left(z_{0}(t), t\right) \xi(t), \quad \xi\left(t_{0}\right)=v
\end{aligned}
$$

Let us finally consider equation (1.3) which depends on a parameter $\gamma \in \mathbf{R}^{l}$ and denote by $z(\cdot, \gamma, x), \gamma \in \mathbf{R}^{l}$, a solution of the equation

$$
\begin{equation*}
\dot{z}=f(z, \gamma, t), \quad z\left(t_{0}\right)=x \tag{1.13}
\end{equation*}
$$

We have the following:
Theorem 1.5. Assume that a function $f(x, \gamma, t),(x, \gamma) \in \mathbf{R}^{n} \times \mathbf{R}^{l}, t \in$ $[0, T]$, satisfies the assumptions of Theorem 1.4 with $\mathbf{R}^{n}$ replaced by $\mathbf{R}^{n} \times \mathbf{R}^{l}$. Then for arbitrary $t \in[0, T], \gamma_{0} \in \mathbf{R}^{l}, x_{0} \in \mathbf{R}^{n}$, the function $\gamma \longrightarrow z\left(t, \gamma, x_{0}\right)$ is Fréchet differentiable at $\gamma_{0}$ and

$$
\begin{align*}
\frac{d}{d t} z_{\gamma}\left(t, \gamma_{0}, x_{0}\right)= & f_{x}\left(z\left(t, \gamma_{0}, x_{0}\right), \gamma_{0}, t\right) z_{\gamma}\left(t, \gamma_{0}, x_{0}\right)  \tag{1.14}\\
& +f_{\gamma}\left(z\left(t, \gamma_{0}, x_{0}\right), \gamma_{0}, t\right), \quad t \in[0, T]
\end{align*}
$$

Proof. Consider the following system of equations:

$$
\begin{equation*}
\dot{z}=f(z, \gamma, t), \quad \dot{\gamma}=0, \quad z\left(t_{0}\right)=x, \quad \gamma\left(t_{0}\right)=\gamma \tag{1.15}
\end{equation*}
$$

The function $(x, \gamma, t) \longrightarrow(f(x, \gamma, t), 0)$ acting from $\mathbf{R}^{n} \times \mathbf{R}^{\prime} \times[0, T]$ into $\mathbf{R}^{n} \times \mathbf{R}^{l}$ satisfies the assumptions of Theorem 1.4 with $\mathbf{R}^{n}$ replaced by $R^{n} \times R^{l}$. Consequently the solution $t \longrightarrow(z(t, \gamma, x), \gamma)$ of $(1.15)$ is Fréchet differentiable with respect to ( $x, \gamma$ ) and an arbitrary point $\left(x_{0}, \gamma_{0}\right)$. It is now enough to apply (1.9).

## §1.2. Controllability and linearization

Let $B(a, r)$ denote the open ball of radius $r$ and centre $a$ contained in $\mathbf{R}^{n}$. We say that the system (1.1) is locally controllable at $\bar{x}$ and at time $T$ if for arbitrary $\varepsilon>0$ there exists $\delta \in(0, \varepsilon)$ such that for arbitrary
$a, b \in B(\bar{x}, \delta)$ there exists a control $u(\cdot)$ defined on an interval $[0, t] \subset[0, T]$ for which

$$
\begin{gather*}
y^{a, u}(t)=b  \tag{1.16}\\
y^{a, u}(s) \in K(\bar{x}, \varepsilon), \text { for all } s \in[0, t] \tag{1.17}
\end{gather*}
$$

We say also that the point $b$, for which (1.16) holds, is attainable from $a$ at time $t$.
Exercise 1.1. Assume that the pair $(A, B)$ where $A \in M(n, n), B \in$ $\mathbf{M}(n, m)$, is controllable, and show that the system

$$
\begin{equation*}
\dot{y}=A y+B u, \quad y(0)=x \tag{1.18}
\end{equation*}
$$

is locally controllable at $0 \in \mathbf{R}^{n}$ at arbitrary time $T>0$.
Hint. Apply Proposition I.1.1 and Theorem I.1.2.
The result formulated as Exercise 1.1 can be extended to nonlinear systems (1.1) using the concept of linearization. Assume that the mapping $f$ is differentiable at $(\bar{x}, \bar{u}) \in \mathbf{R}^{n} \times \mathbf{R}^{m}$; then the system (1.18) with

$$
\begin{equation*}
A=f_{x}(\bar{x}, \bar{u}), \quad B=f_{u}(\bar{x}, \bar{u}) \tag{1.19}
\end{equation*}
$$

is called the linearization of (1.1) at $(\bar{x}, \bar{u})$.
Theorem 1.6. Assume that the mapping $f$ is continuously differentiable in a neighbourhood of a point $(\bar{x}, \bar{u})$ for which

$$
\begin{equation*}
f(\bar{x}, \bar{u})=0 . \tag{1.20}
\end{equation*}
$$

If the linearization (1.19) is controllable then the system (1.1) is locally controllable at the point $\bar{x}$ and at arbitrary time $T>0$.
Proof. Without any loss of generality we can assume that $\bar{x}=0, \bar{u}=0$. Let us first consider the case when the initial condition $a=0$. Controllabity of $(A, B)=\left(f_{x}(0,0), f_{u}(0,0)\right)$ implies, see Chapter I.1.1, that there exist smooth controls $u^{1}(\cdot), \ldots, u^{n}(\cdot)$ with values in $\mathbf{R}^{m}$ and defined on a given interval $[0, T]$, such that for the corresponding outputs $y^{1}(\cdot), \ldots, y^{n}(\cdot)$ of the equation (1.1), with the initial condition 0 , vectors $y^{1}(T), \ldots, y^{n}(T)$ are linearly independent. For an arbitrary $\gamma=\left(\gamma_{1}, \ldots, \gamma_{n}\right)^{*} \in \mathbf{R}^{n}$ we set

$$
u(t, \gamma)=u^{1}(t) \gamma_{1}+\ldots+u^{n}(t) \gamma_{n}, \quad t \in[0, T]
$$

Let $y(t, \gamma, x), t \in[0, T], \gamma \in \mathbf{R}^{n}, x \in \mathbf{R}^{n}$, be the output of (1.1) corresponding to $u(\cdot, \gamma)$. Then

$$
\begin{align*}
\frac{d}{d t} y(t, \gamma, x) & =f(y(t, \gamma, x), u(t, \gamma)), \quad t \in[0, T]  \tag{1.21}\\
y(t, \gamma, x) & =x
\end{align*}
$$

By Theorem 1.5 applied to (1.21), with $x_{0}=0, \gamma_{0}=0, t \in[0, T]$, we obtain

$$
\begin{aligned}
\frac{d}{d t} y_{\gamma}(t, 0,0)= & \frac{\partial f}{\partial x}(y(t, 0,0), u(t, 0)) y_{\gamma}(t, 0,0) \\
& +\frac{\partial f}{\partial u}(y(t, 0,0), u(t, 0)) \frac{\partial u}{\partial \gamma}(t, 0) \\
= & A y_{\gamma}(t, 0,0)+B\left[u^{1}(t), \ldots, u^{n}(t)\right]
\end{aligned}
$$

Consequently the columns of the matrix $y_{\gamma}(t, 0,0)$ are identical to the vectors $y^{1}(t), \ldots, y^{n}(t), t \in[0, T]$, and the matrix $y_{\gamma}(T, 0,0)$ is nonsingular. By Lemma 1.1, the transformation $\gamma \longrightarrow y(T, \gamma, 0)$ maps an arbitrary neighbourhood of $0 \in \mathbf{R}^{\boldsymbol{n}}$ onto a neighbourhood of $0 \in \boldsymbol{R}^{\boldsymbol{n}}$, so for $\varepsilon>0$ and $r>0$ there exists $\delta \in(0, \varepsilon)$ such that for arbitrary $b \in B(0, \delta)$ there exists $\gamma \in \mathbf{R}^{n},|\gamma|<r$, and

$$
y(T, \gamma, 0)=b
$$

This proves local contollability if $a=0$. To complete the proof let us consider the system

$$
\begin{equation*}
\dot{\tilde{y}}=-f(\tilde{y}, \tilde{u}), \quad \tilde{y}(0)=0 \tag{1.22}
\end{equation*}
$$

and repeat the above arguments. If

$$
u(t)=\tilde{u}(T-t), \quad y(t)=\tilde{y}(T-t), \quad t \in[0, T]
$$

then

$$
\dot{y}(t)=f(y(t), u(t)), \quad t \in[0, T]
$$

and $y(0)=\tilde{y}(T)$. Taking into account that the state $a=y(T)$ could be an arbitrary element from a neighbourhood of 0 we conclude that system (1.1) is locally controllable at 0 and at time $2 T$, the required property.

Condition (1.20) is essential for the validity of Theorem 1.5 even for linear systems.
Theorem 1.7. System (1.18) is locally controllable at $\bar{x} \in \mathbf{R}^{n}$ if and only if

$$
\begin{gather*}
\text { the pair }(A, B) \text { is controllable, and }  \tag{1.23}\\
A \bar{x}+B \bar{u}=0 \quad \text { for some } \bar{u} \in \mathbf{R}^{m} \tag{1.24}
\end{gather*}
$$

Proof. Taking into account Theorem 1.6 it remains only to prove the necessity of conditions (1.23)-(1.24).

To prove the necessity of (1.23) assume that $A \bar{x}+B u \neq 0$ for arbitrary $u \in \mathbf{R}^{m}$. Let $v$ be a vector of the form $A \bar{x}+B u$ with the minimal norm.

Then $|v|>0$ and, for arbitrary $u \in \mathbf{R}^{m},\langle A \bar{x}+B u-v, v\rangle=0$. Consequently, for $x \in \mathbf{R}^{n}, u \in \mathbf{R}^{m}$,

$$
\begin{aligned}
\langle A x+B u, v\rangle & =\langle A \bar{x}+B u+A(x-\bar{x}), v\rangle \\
& =|v|^{2}+\langle A(x-\bar{x}), v\rangle \geq|v|^{2}-|A||x-\bar{x}||v|
\end{aligned}
$$

If $\delta$ is a number such that $0<\delta<|v|^{2}$, then

$$
\langle A x+B u, v\rangle \geq \delta \quad \text { for } x \in B(\tilde{x}, \tilde{r}), u \in \mathbf{R}^{m}
$$

where $\bar{r}=\left(|v|^{2}-\delta\right) /(|A||v|)>0$. Therefore for arbitrary control $u(\cdot)$ and the output $y^{\boldsymbol{x}, u}$ we have

$$
\frac{d}{d t}\left\langle y^{\bar{x}, u}(t), v\right\rangle \geq \delta, \quad \text { provided } t \in[0, \bar{t}]
$$

where $\bar{t}=\inf \left\{t ;\left|y^{\bar{x}, u}(t)-\bar{x}\right| \geq \bar{r}\right\}$. So an arbitrary state $b=\bar{x}-\beta v /|v|$, $\beta \in(0, \bar{r})$ can be attained from $\bar{x}$ only after the output exits from $B(\bar{x}, \bar{r})$. The system (1.1) can not be locally controllable at $\bar{x}$.

Assume now that the system (1.1) is controllable at $\bar{x} \in \mathbf{R}^{n}$ and (1.24) holds. If $y(\cdot, \bar{x})$ is the output corresponding to $u(\cdot)$ then $\tilde{y}(\cdot, 0)=y(\cdot, \bar{x})-\bar{x}$ is the response of (1.1) to $\tilde{u}(\cdot)=u(\cdot)-\bar{u}$. Therefore we obtain that the system (1.1) is locally controllable at 0 and that the pair $(A, B)$ is controllable, see I.1.2.
Exercise 1.2. Let a function $g\left(\xi_{1}, \xi_{2}, \ldots, \xi_{n}, \xi_{n+1}\right), \xi_{1}, \ldots, \xi_{n+1} \in \mathbf{R}$ be of class $C^{1}$ and satisfies the condition: $g(0, \ldots, 0)=0, \partial g / \partial \xi_{n+1}(0, \ldots, 0) \neq$ 0 . Show that the system

$$
\begin{equation*}
\frac{d^{n} z}{d t^{n}}(t)=g\left(\frac{d^{n-1} z}{d t^{n-1}}(t), \ldots, z(t), u(t)\right), \quad t \geq 0 \tag{1.25}
\end{equation*}
$$

treated as a system in $\mathbf{R}^{n}$ is locally controllable at $0 \in \mathbf{R}^{n}$.
Hint. Show first that the linearization (1.2) is of the form

$$
\begin{align*}
\frac{d^{n} z}{d t^{n}}= & \frac{\partial g}{\partial \xi_{1}}(0, \ldots, 0) \frac{d^{n-1} z}{d t^{n-1}}(t)+\ldots+\frac{\partial g}{\partial \xi_{n}}(0, \ldots, 0) z(t)  \tag{1.26}\\
& +\frac{\partial g}{\partial \xi_{n+1}}(0, \ldots, 0) u(t), t \geq 0
\end{align*}
$$

There exist important, locally controllable systems whose linearizations are not controllable. A proper tool to discuss such cases is the Lie bracket introduced in the next section.

## § 1.3. Lie brackets

A vector field of class $C^{k}$ we define as an arbitrary mapping $f$, from an open set $D \subset \mathbf{R}^{\boldsymbol{n}}$ into $\mathbf{R}^{n}$, whose coordinates are $k$-times continously differentiable in $D$. Let $f$ and $g$ be vector fields of class $C^{1}$, defined on $D$, with coordinates $f^{1}(x), \ldots, f^{n}(x)$ and $g^{1}(x), \ldots, g^{n}(x), x \in D$, respectively. The Lie bracket of $f, g$ is a vector field denoted by $[f, g]$ and given by

$$
[f, g](x)=f_{x}(x) g(x)-g_{x}(x) f(x), \quad x \in D
$$

Thus, the $i$ - th coordinate, $[f, g]^{i}(x)$, of the Lie bracket is of the form

$$
\begin{gather*}
{[f, g]^{i}(x)=\sum_{k=1}^{n}\left(\frac{\partial f^{i}}{\partial x_{k}}(x) g^{k}(x)-\frac{\partial g^{i}}{\partial x_{k}}(x) f^{k}(x)\right)}  \tag{1.27}\\
x=\left[\begin{array}{c}
x_{1} \\
\vdots \\
x_{n}
\end{array}\right] \in D .
\end{gather*}
$$

A subset $\mathcal{P}$ of $\mathbf{R}^{n}$ is called a $k$-dimensional surface, $k=1,2, \ldots, n$, in short, a surface, if there exists an open set $V \subset \mathbf{R}^{k}$ and a homeomorphism $q$ mapping $V$ onto $\mathcal{P}$ with the properties:

$$
q=\left[\begin{array}{c}
q^{1}  \tag{1.28}\\
\vdots \\
q^{n}
\end{array}\right] \text { is of class } C^{1}
$$

$$
\text { vectors } \frac{\partial q}{\partial v_{1}}(v), \ldots, \frac{\partial q}{\partial v_{k}}(v) \text { are linearly independent, } v=\left[\begin{array}{c}
v_{1}  \tag{1.29}\\
\vdots \\
v_{k}
\end{array}\right] \in V
$$

The transformation $q$ is called a pametrization of the surface and the linear subspace of $R^{n}$ spanned by vectors $\frac{\partial q}{\partial v_{1}}(v), \ldots, \frac{\partial q}{\partial v_{k}}(v)$ is called the tangent space to the surface $\mathcal{P}$ at the point $q(v)$.

We will need the following proposition.
Proposition 1.1 (i) If $q(\cdot)$ is a mapping of class $C^{1}$ from an open set $V \in \mathbf{R}^{k}$ into a Banach space $E$ such that the derivative $q_{v}(\bar{v}): \mathbf{R}^{k} \longrightarrow E$ at a point $\bar{v}$ is one-to-one then there exists a neighbourhood $W$ of $\bar{v}$ such that the mapping $q$ restricted to $W$ is a homeomorphizm.
(ii) If, in addition, $E=\mathbf{R}^{k}$, then the image $q(W)$ of an arbitrary neighbourhood $W$ of $\bar{v}$ contains a ball with the centre $q(\bar{v})$.
Proof. (i) Without any loss of generality we can assume that $\bar{v}=0$, $q(\bar{v})=0$. Let $A=q_{v}(\bar{v})$. Since the linear mapping $A$ is defined on a finite
dimensional linear space and is one-to-one, there exists $c>0$ such that $\|A v\| \geq c|v|$ for $v \in \mathbf{R}^{k}$. Define $\bar{q}(v)=q(v)-A v, v \in \mathbf{R}^{k}$. Then $\bar{q}_{v}(\bar{v})=0$, and by Theorem A. 6 (the mean value theorem), for arbitrary $\varepsilon>0$ there exists $\delta>0$ such that

$$
\|\bar{q}(u)-\bar{q}(v)\| \leq \varepsilon|u-v|, \quad \text { if }|u|,|v|<\delta
$$

Let $\varepsilon \in(0, c)$ and $W=B(0, \delta)$. For $u, v \in W$

$$
\begin{aligned}
c|u-v|-\|q(u)-q(v)\| & \leq\|A(u-v)\|-\|q(u)-q(v)\| \\
& \leq\|\bar{q}(u)-\bar{q}(v)\| \leq \varepsilon|u-v| .
\end{aligned}
$$

So

$$
(c-\varepsilon)|u-v| \leq\|q(u)-q(v)\|, \quad u, v \in W
$$

and we see that $q$ restricted to $W$ is one-to-one, and the inverse transformation satisfies the Lipschitz condition with the constant $(c-\varepsilon)^{-1}$. This finishes the proof of (i). The latter part of the proposition follows from Lemma 1.1.

As far as Lie brackets are concerned, we will need the following basic result.

Theorem 1.8. Let $q(v), v \in V$, be a parametrization of class $C^{2}$ of the surface $\mathcal{P}$ in $\mathbf{R}^{n}$. Let $f$ and $g$ be vector fields of class $C^{1}$ defined in a neighbourhood of $\mathcal{P}$. If for arbitrary $v \in V$ vectors $f(q(v)), g(q(v))$ belong to the tangent space to $\mathcal{P}$ at $q(v)$, then for arbitrary $v \in V$ the Lie bracket $[f, g](q(v))$ belongs to the tangent space to $\mathcal{P}$ at $q(v)$.
Proof. Let $q^{1}(v), \ldots, q^{n}(v), f^{1}(q(v)), \ldots, f^{n}(q(v)), g^{1}(q(v)), \ldots, g^{n}(q(v))$ be coordinates respectively of $q(v), f(q(v)), g(q(v)), v \in V$. By (1.29) and Cramer's formulae, there exist functions $\alpha^{1}(v), \ldots, \alpha^{k}(v), \beta^{1}(v), \ldots, \beta^{k}(v)$, $v \in V$, of class $C^{1}$ such that

$$
\begin{align*}
& f(q(v))=\sum_{j=1}^{k} \frac{\partial q}{\partial v_{j}}(v) \alpha^{j}(v),  \tag{1.30}\\
& g(q(v))=\sum_{j=1}^{k} \frac{\partial q}{\partial v_{j}}(v) \beta^{j}(v), \quad v \in V \tag{1.31}
\end{align*}
$$

Therefore

$$
\begin{align*}
\frac{\partial}{\partial v_{l}}\left(f^{i}(q(v))\right) & =\frac{\partial}{\partial v_{l}}\left(\sum_{j=1}^{k} \frac{\partial q^{i}}{\partial v_{j}}(v) \alpha^{j}(v)\right)  \tag{1.32}\\
& =\sum_{j=1}^{k} \frac{\partial^{2} q^{i}}{\partial v_{l} \partial v_{j}}(v) \alpha^{j}(v)+\sum_{j=1}^{k} \frac{\partial q^{i}}{\partial v_{j}}(v) \frac{\partial \alpha^{j}}{\partial v_{l}}(v),
\end{align*}
$$

$$
\begin{equation*}
\frac{\partial}{\partial v_{l}}\left(g^{i}(q(v))\right)=\sum_{j=1}^{k} \frac{\partial^{2} q^{i}}{\partial v_{l} \partial v_{j}}(v) \beta^{j}(v)+\sum_{j=1}^{k} \frac{\partial q^{i}}{\partial v_{j}}(v) \frac{\partial \beta^{j}}{\partial v_{l}}(v) \tag{1.33}
\end{equation*}
$$

On the other hand

$$
\begin{align*}
\frac{\partial}{\partial v_{l}}\left(f^{i}(q(v))\right) & =\sum_{r=1}^{n} \frac{\partial f^{i}}{\partial x_{k}}(q(v)) \frac{\partial q^{r}}{\partial v_{l}}(v),  \tag{1.34}\\
\frac{\partial}{\partial v_{l}}\left(g^{i}(q(v))\right) & =\sum_{r=1}^{n} \frac{\partial g^{i}}{\partial x_{r}}(q(v)) \frac{\partial q^{r}}{\partial v_{l}}(v), \quad v \in V . \tag{1.35}
\end{align*}
$$

Taking into account definition (1.27)

$$
[f, g]^{i}(q(v))=\sum_{r=1}^{n}\left(\frac{\partial f^{i}}{\partial x_{r}}(q(v)) g^{r}(q(v))-\frac{\partial g^{i}}{\partial x_{r}}(q(v)) f^{r}(q(v))\right), \quad v \in V
$$

From (1.30), (1.31) and (1.34), (1.35) we have

$$
\begin{aligned}
{[f, g]^{i}(q(v))=} & \sum_{r=1}^{n}\left[\frac{\partial f^{i}}{\partial x_{r}}(q(v))\left(\sum_{l=1}^{k} \frac{\partial q^{r}}{\partial v_{l}}(v) \beta^{l}(v)\right)\right. \\
& \left.-\frac{\partial g^{i}}{\partial x_{r}}(q(v))\left(\sum_{l=1}^{k} \frac{\partial q^{r}}{\partial v_{l}}(v) \alpha^{l}(v)\right)\right] \\
= & \sum_{l=1}^{k} \beta^{l}(v) \frac{\partial}{\partial v_{l}}\left(f^{i}(q(v))\right)-\sum_{l=1}^{k} \alpha^{l}(v) \frac{\partial}{\partial v_{l}}\left(g^{i}(q(v))\right) .
\end{aligned}
$$

Hence by (1.32), (1.33)

$$
\begin{aligned}
{[f, g]^{i}(q(v))=} & \sum_{l=1}^{k} \beta^{l}(v)\left[\sum_{j=1}^{k}\left(\frac{\partial^{2} q^{i}}{\partial v_{l} \partial v_{j}}(v) \alpha^{j}(v)+\frac{\partial q^{i}}{\partial v_{j}}(v) \frac{\partial \alpha^{j}}{\partial v_{l}}(v)\right)\right] \\
& -\sum_{l=1}^{k} \alpha^{l}(v)\left[\sum_{j=1}^{k}\left(\frac{\partial^{2} q^{i}}{\partial v_{l} \partial v_{j}}(v) \beta^{j}(v)+\frac{\partial q^{i}}{\partial v_{j}}(v) \frac{\partial \beta^{j}}{\partial v_{l}}(v)\right)\right]
\end{aligned}
$$

Since functions $q^{i}, i=1, \ldots, n$ are of class $C^{2}$ we obtain finally

$$
\begin{gathered}
{[f, g]^{i}(q(v))=\sum_{j=1}^{k} \frac{\partial q^{i}}{\partial v_{j}}(v)\left(\sum_{l=1}^{k} \frac{\partial \alpha^{j}}{\partial v_{l}}(v) \beta^{l}(v)-\frac{\partial \beta^{j}}{\partial v_{l}}(v) \alpha^{l}(v)\right),} \\
i=1,2, \ldots, n, \quad v \in V
\end{gathered}
$$

Therefore the vector $[f, g](q(v))$ is in the tangent space to $\mathcal{P}$ at $q(v)$. The proof of the theorem is complete.

Exercise 1.3. Let $A_{1}, A_{2} \in \mathbf{M}(n, n), a_{1}, a_{2} \in \mathbf{R}^{n}$ and $f(x)=A_{1} x+a_{1}$, $g(x)=A_{2} x+a_{2}, x \in \mathbf{R}^{n}$. Show that

$$
[f, g](x)=\left(A_{1} A_{2}-A_{2} A_{1}\right) x+A_{1} a_{2}-A_{2} a_{1}, \quad x \in \mathbf{R}^{n}
$$

## §1.4. The openness of attainable sets

Theorem 1.9 of the present section gives algebraic conditions for the set of all attainable points to be open. The property is slightly weaker than that of local controllability. Under additional conditions, formulated in Theorem 1.10, the local controllability follows.

Let $U$ be a fixed subset of $\mathbf{R}^{m}$ and assume that mappings $f(\cdot, u)$, $u \in U$, from $\mathbf{R}^{n}$ into $\mathbf{R}^{n}$, defining system (1.1), are of class $C^{k}$. By elementary control we understand a right continuous piecewise constant function $u: \mathbf{R}_{+} \longrightarrow U$, taking on only a finite number of values. Denote by $\mathcal{L}_{0}$ the set of all vector fields defined on $\mathbf{R}^{\boldsymbol{n}}$ of the form $f(\cdot, u), u \in U$, and by $\mathcal{L}_{j}$, $j=1,2, \ldots$, the set of all vector fields which can be obtained from vector fields in $\mathcal{L}_{0}$ by an application of the Lie brackets at most $j$ times:

$$
\begin{aligned}
\mathcal{L}_{0}= & \{f(\cdot, u) ; u \in U\}, \\
\mathcal{L}_{j}= & \mathcal{L}_{j-1} \cup\left\{[f, g](\cdot) ; f(\cdot) \in \mathcal{L}_{j-1} \text { and } g(\cdot) \in \mathcal{L}_{0}\right. \\
& \text { or } \left.f(\cdot) \in \mathcal{L}_{0} \text { and } g(\cdot) \in \mathcal{L}_{j-1}\right\}, \quad j=1,2, \ldots
\end{aligned}
$$

Let us define additionally for $x \in \mathbf{R}^{n}$ and $j=0,1,2, \ldots$

$$
\mathcal{L}_{j}(x)=\left\{f(x) ; f \in \mathcal{L}_{j}\right\}
$$

and let $\operatorname{dim} \mathcal{L}_{j}(x)$ be the maximum number of linearly independent vectors in $\mathcal{L}_{j}(x)$.

The following result holds.
Theorem 1.9. Assume that fields $f(\cdot, u), u \in U$, are of class $C^{k}$ for some $k \geq 2$ and that for some $x \in \mathbf{R}^{n}$ and $j \leq k$

$$
\begin{equation*}
\operatorname{dim} \mathcal{L}_{j}(x)=n \tag{1.36}
\end{equation*}
$$

Then the set of all points attainable from $x$ by elementary controls, which keep the system in a given in advance neighbourhood $D$ of $x$, has a nonempty interior.
Proof. Since the fields $f(\cdot, u), u \in U$, are smooth, we can assume that condition (1.36) is satisfied for any $x \in D$. For arbitrary parameters $u_{1}, \ldots, u_{i} \in U$, for a fixed element $u^{+} \in U$ and for positive numbers
$v_{1}, v_{2}, \ldots, v_{l}, l=1,2, \ldots$, denote by $u\left(t ; u_{1}, \ldots, u_{l} ; v_{1}, \ldots, v_{l}\right), t \geq 0$, a control $u(\cdot)$ defined by:

$$
u(t)= \begin{cases}u_{1}, & \text { if } 0 \leq t<v_{1}  \tag{1.37}\\ u_{r}, & \text { if } v_{1}+\ldots+v_{r-1} \leq t<v_{1}+\ldots+v_{r}, r=2, \ldots, l, \\ u^{+}, & \text {if } t \geq v_{1}+\ldots+v_{l}\end{cases}
$$

Let us fix parameters $u_{1}, \ldots, u_{l}$ and element $x \in \mathbf{R}^{n}$ and let

$$
q\left(v_{1}, \ldots, v_{l}\right)=y^{u\left(\cdot ; u_{1}, \ldots, u_{i} ; v_{1}, \ldots, v_{1}\right)}\left(v_{1}+\ldots+v_{l}, x\right), \quad v_{1}, \ldots, v_{l}>0
$$

Note that

$$
\begin{equation*}
q\left(v_{1}, \ldots, v_{l}\right)=z^{u_{l}}\left(v_{l}, z^{u_{l}-1}\left(v_{l-1}, z^{u_{l}-2}\left(\ldots, z^{u_{1}}\left(v_{1}, x\right) \ldots\right)\right)\right) \tag{1.38}
\end{equation*}
$$

where $z^{u}(t, y), t \geq 0, y \in \mathbf{R}^{n}$ denote the solution of the equation

$$
\begin{equation*}
\dot{z}=f(z, u), \quad z(0)=y \tag{1.39}
\end{equation*}
$$

Let $l \leq n$ be the largest natural number for which there exist control parameters $u_{1}, \ldots, u_{l} \in U$ and positive numbers $\alpha_{1}<\beta_{1}, \ldots, \alpha_{l}<\beta_{l}$ such that the formula (1.38) defines a parametric representation,

$$
V=\left\{\left[\begin{array}{c}
v_{1} \\
\vdots \\
v_{l}
\end{array}\right] ; \alpha_{i}<v_{i}<\beta_{i}, \quad i=1,2, \ldots, l\right\}
$$

of a surface of class $C^{k}$, contained in $D$.
We show first that $l \geq 1$. Note that there exists $u_{1} \in U$ such that $f\left(x, u_{1}\right) \neq 0$. For if $f(x, u)=0$ for all $u \in U$, then the definition of the Lie bracket implies that $g(x)=0$ for arbitrary $g \in \mathcal{L}_{0}$ and more generally $g(x)=0$ for arbitrary $g \in \mathcal{L}_{j}, j=1,2, \ldots$ This contradicts the assumption that $\operatorname{dim} \mathcal{L}_{j}(x)=n$. If, now, $f\left(x, u_{1}\right) \neq 0$ then, by Proposition 1.1(i), for small $\alpha_{1}>0$ the function $z^{u_{1}}(v, x), v \in\left(0, \alpha_{1}\right)$, is a parametric representation of a one-dimensional surface contained in $D$.

Assume that $l<n$ and let $\mathcal{P}$ be a surface given by (1.38). There exist

$$
v^{\prime}=\left[\begin{array}{c}
v_{1}^{\prime} \\
\vdots \\
v_{l}^{\prime}
\end{array}\right] \in V, \quad u^{\prime} \in U,
$$

such that the vector $f\left(q\left(v^{\prime}\right), u^{\prime}\right)$ is not included in the tangent space to $\mathcal{P}$ at $q\left(v^{\prime}\right)$. This follows from Theorem 1.8 and from the assumption that $\operatorname{dim} \mathcal{L}_{j}(q(v))=n>\boldsymbol{l}$ for $v \in V$. Since the function $f\left(\cdot, u^{\prime}\right)$ is continuous, there exists $\delta>0$ such that if $\alpha_{j}^{\prime}-\delta<v_{j}<\alpha_{j}^{\prime}+\delta, j=1, \ldots, l$ then vector
$f\left(q(v), u^{\prime}\right)$ is not in the tangent space to $\mathcal{P}$ at the point $q(v)$. It follows from Proposition 1.1(i) that for some positive numbers $\alpha_{l+1}<\beta_{l+1}$ the transformation $q^{\prime}(\cdot)$,

$$
\begin{aligned}
q^{\prime}\left(v_{1}, \ldots, v_{l}, v_{l+1}\right) & =z^{u^{\prime}}\left(v_{l+1}, q\left(v_{1}, \ldots, v_{l}\right)\right) \\
\alpha_{j}^{\prime}-\delta<v_{j}<\alpha_{j}^{\prime}+\delta, \quad j & =1, \ldots, l, \quad \alpha_{l+1}<v_{l+1}<\beta_{l+1}
\end{aligned}
$$

is a parametric representation of an $(l+1)$-dimensional surface included in $D$. By the regular dependence of solutions of differential equations on initial conditions (see Theorem 1.4), the transformation $q^{\prime}(\cdot)$ is of the same class as $q(\cdot)$ and consequently of the same class $C^{k}$ as fields $f(\cdot, u), u \in U$. This contradicts the definition of the number $l$, so $l=n$. Hence, by Proposition 1.1 (ii), the image $q(v)$ has a nonempty interior. This finishes the proof of the result.
Example 1.1. Consider the system $\dot{y}_{1}=1, \dot{y}_{2}=u\left(y_{1}\right)^{2}$ with the initial condition $x=0$ and $U=\mathbf{R}$. In this case

$$
f(x, u)=\left[\begin{array}{l}
1 \\
0
\end{array}\right]+u\left[\begin{array}{c}
0 \\
\left(x_{1}\right)^{2}
\end{array}\right], \quad u \in \mathbf{R}
$$

and the fields

$$
f(x)=\left[\begin{array}{l}
1 \\
0
\end{array}\right], \quad g(x)=\left[\begin{array}{c}
1 \\
\left(x_{1}\right)^{2}
\end{array}\right], \quad x=\left[\begin{array}{l}
x_{1} \\
x_{2}
\end{array}\right] \in \mathbf{R}^{2}
$$

belong to $\mathcal{L}_{0}$. By direct calculations,

$$
[f, g](x)=-\left[\begin{array}{c}
0 \\
2 x_{1}
\end{array}\right]=f_{1}(x), \quad\left[f, f_{1}\right](x)=\left[\begin{array}{l}
0 \\
2
\end{array}\right], \quad x \in \mathbf{R}^{2}
$$

Hence $\operatorname{dim} \mathcal{L}_{2}(x)=2$ for arbitrary $x \in \mathbf{R}^{2}$. By Theorem 1.7, the set of all attainable points from $\left[\begin{array}{l}0 \\ 0\end{array}\right]$ has a nonempty interior. However, since $\dot{y}_{1}>0$, points $\left[\begin{array}{l}x_{1} \\ x_{2}\end{array}\right], x_{1}<0$, can not be attained from $\left[\begin{array}{l}0 \\ 0\end{array}\right]$. Therefore, in general, the conditions of Theorem 1.9 do not imply local controllability at $x$.

Example 1.2. Let $f(x, u)=A x+B u, x \in \mathbf{R}^{n}, u \in \mathbf{R}^{m}$. Then (see Exercise 1.3),

$$
[f(\cdot, u), f(\cdot, v)]=A B(v-u)
$$

We easily see that

$$
\begin{aligned}
& \mathcal{L}_{0}(x)=\left\{A x+B u ; u \in \mathbf{R}^{m}\right\} \\
& \mathcal{L}_{k}(x)=\mathcal{L}_{0}(x) \cup\left\{A^{j} B u_{j} ; j=1, \ldots, k, u_{j} \in \mathbf{R}^{m}\right\}
\end{aligned}
$$

So $\operatorname{dim} \mathcal{L}_{n-1}(0)=n$ if and only if the pair $(A, B)$ is controllable. If the pair ( $A, B$ ) is controllable then

$$
\operatorname{dim} \mathcal{L}_{n-1}(x)=n \quad \text { for arbitrary } x \in \mathbf{R}^{n}
$$

This way condition (1.36) generalizes Kalman's condition from Theorem I.1.2.

Under additional assumptions, condition (1.36) does imply local controllability. We say that the system (1.1), with $U \subset \mathbf{R}^{m}$, is symmetric if for arbitrary $u \in U$ there exists $u^{\prime} \in U$ such that

$$
\begin{equation*}
f(x, u)=-f\left(x, u^{\prime}\right), \quad x \in \mathbf{R}^{n} \tag{1.40}
\end{equation*}
$$

Theorem 1.10. If system (1.1) is symmetric and conditions of Theorem 1.9 hold, then system (1.1) is locally controllable at $x$.

Proof. Let us fix a neighbourhood $D$ of $x$. By Theorem 1.7, there exists a ball $B(\tilde{x}, r) \in D$ such that arbitrary $b \in B(\tilde{x}, r)$ can be attained from $x$ at a time $\tau(b)$ using elementary controls $u^{b}(t), t \in[0, \tau(b)]$, and keeping the system in $D$. In particular there are numbers $v_{i}>0$ and parameters $u_{i} \in U$, $i=1,2, \ldots, l$, such that strategies $u^{x}(t)=u\left(t, u_{1}, \ldots, u_{l} ; v_{1}, \ldots, v_{l}\right), t \geq 0$, transfer $x$ to $\tilde{x}$ at time $\tau(\tilde{x})=v_{1}+v_{2}+\ldots+v_{l}$.

Let $u_{1}^{\prime} \ldots, u_{l}^{\prime} \in U$ be parameters such that $f\left(x, u_{i}\right)=-f\left(x, u_{i}^{\prime}\right)$ and $Z^{i}: \mathbf{R}^{\boldsymbol{n}} \longrightarrow \mathbf{R}^{n}-$ transformations given by

$$
Z^{i}(x)=z^{u_{i}^{\prime}}\left(v_{i}, x\right), \quad x \in \mathbf{R}^{n}, i=1,2, \ldots, l
$$

compare (1.39). It follows from Theorem 1.2 that these transformations are homeomorphic.

For $b \in B(\tilde{x}, r)$ we define new controls
$\tilde{u}^{b}(t)= \begin{cases}u^{b}(t), & \text { if } t \in[0, \tau(b)], \\ u_{i}^{\prime}, & \text { if } \tau(b)+v_{i+1}+\ldots+v_{l}<t \leq \tau(b)+v_{i}+v_{i+1}+\ldots+v_{l}, \\ & i=1,2, \ldots, l, v_{l+1}=0 .\end{cases}$
Then the set

$$
\left\{y^{\tilde{u}^{b}}\left(\tau(b)+v_{1}+\ldots+v_{l}, x\right) ; b \in K(\tilde{x}, r)\right\}
$$

consists of states attainable from $x$ and is equal to the image of the ball $B(\tilde{x}, r)$ by the transformation composed of $Z^{l}, Z^{I-1}, \ldots, Z^{1}$. Therefore, this set contains a nonempty neighbourhood of $x$ and local controllability of (1.1) at $x$ follows.

Example 1.3. Consider the following system (compare also § 2.8):

$$
\begin{aligned}
& \dot{y}_{1}=u \\
& \dot{y}_{2}=v \\
& \dot{y}_{3}=y_{1} v-y_{2} u, \quad\left[\begin{array}{l}
u \\
v
\end{array}\right] \in U=\mathbf{R}^{2} .
\end{aligned}
$$

Let us remark that the linearization of the system at $(x, 0)$ is of the form

$$
A=\left[\begin{array}{lll}
0 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0
\end{array}\right], \quad B=\left[\begin{array}{cc}
1 & 0 \\
0 & 1 \\
-x_{2} & x_{1}
\end{array}\right]
$$

so the linearization is not controllable and Theorem 1.6 is not applicable. On the other hand, the system is symmetric. Let

$$
f(x)=\left[\begin{array}{c}
1 \\
0 \\
-x_{2}
\end{array}\right], \quad g(x)=\left[\begin{array}{c}
0 \\
1 \\
x_{1}
\end{array}\right]
$$

Then $f(x), g(x) \in \mathcal{C}_{0}(x)$ and

$$
[f, g](x)=\left[\begin{array}{c}
0 \\
0 \\
-2
\end{array}\right], \quad x=\left[\begin{array}{c}
x_{1} \\
x_{2} \\
x_{3}
\end{array}\right] \in \mathbf{R}^{3}
$$

Therefore $\operatorname{dim} \mathcal{L}_{1}(x)=3, x \in \mathbf{R}^{3}$, and the system is locally controllable at arbitrary point of $\mathbf{R}^{\mathbf{3}}$.

## § 1.5. Observability

We will now extend the concept of observability from § I.1.6 to nonlinear systems. Let us assume that the stated equation is independent of the control paremeter

$$
\begin{equation*}
\dot{z}=f(z), \quad z(0)=x \in \mathbf{R}^{n} \tag{1.41}
\end{equation*}
$$

and that the observation is of the form

$$
\begin{equation*}
w(t)=h(z(t)), \quad t \geq 0 \tag{1.42}
\end{equation*}
$$

We say that the system (1.41)-(1.42) is observable at a point $x$ if there exists a neighbourhood $D$ of $x$ such that for arbitrary $x_{1} \in D, x_{1} \neq x$, there exists $t>0$ for which

$$
h(z(t, x)) \neq h\left(z\left(t, x_{1}\right)\right)
$$

If, in addition, $t \leq T$ then the system (1.41)-(1.42) is said to be observable at point $x$ and at the time $T$.

We start from a sufficient condition for observability at an equilibrium state, based on linearization. To simplify notation we assume that the equilibrium state is $0 \in \mathbf{R}^{n}$.
Theorem 1.11. Assume that transformations $f: \mathbf{R}^{\boldsymbol{n}} \longrightarrow \mathbf{R}^{\boldsymbol{n}}$ and $h: \mathbf{R}^{\boldsymbol{n}} \longrightarrow$ $\mathbf{R}^{k}$ are of class $C^{1}$. If the pair $\left(f_{x}(0), h_{x}(0)\right)$ is observable then the system (1.41)-(1.42) is observable at 0 and at any time $T>0$.

Proof. Let us fix $T>0$ and define a transformation $K$ from $\boldsymbol{R}^{\boldsymbol{n}}$ into $C\left(0, T ; \mathbf{R}^{n}\right)$ by the formula

$$
(K x)(t)=h(z(t, x)), \quad x \in \mathbf{R}^{n}, t \in[0, T]
$$

It follows from Theorem 1.4 that the transformation $K$ is Fréchet differentiable at arbitrary $\bar{x} \in \mathbf{R}^{\boldsymbol{n}}$. In addition the directional derivative of $K$ at $\bar{x}$ and at the direction $v \in \mathbf{R}^{n}$ is equal to

$$
\left(K_{x}(\bar{x} ; v)\right)(t)=h_{x}(z(t, \bar{x})) z_{x}(t, \bar{x}) v
$$

and

$$
\begin{gathered}
\frac{d}{d t} z_{x}(t, \bar{x})=f_{x}(z(t, \bar{x})) z_{x}(t, \bar{x}), \quad t \in[0, T] \\
z_{x}(0, \bar{x})=I
\end{gathered}
$$

In particular, for $\bar{x}=0, v \in \mathbf{R}^{n}$,

$$
K_{x}(0 ; v)(t)=h_{x}(0) e^{f_{x}(0) t} v, \quad t \in[0, T]
$$

Since the pair $\left(f_{x}(0), h_{x}(0)\right)$ is observable therefore the derivative $K_{x}(0, \cdot)$ is a one-to-one mapping onto a finite dimensional subspace of $C\left(0, T ; \mathbf{R}^{n}\right)$. By Proposition 1.1 we have that the transformation $K$ is one-to-one in a neighbourhood of 0 and the system (1.41)-(1.42) is observable at 0 at time $T$.

We will now formulate a different sufficient condition for observability, often applicable if the linearization is not observable. Assume that the system (1.41)-(1.42) is of class $C^{r}$ or equivalently that the mappings $f$ and $h$ are of class at least $C^{r}, r \geq 1$. Let

$$
f(x)=\left[\begin{array}{c}
f^{1}(x) \\
\vdots \\
f^{n}(x)
\end{array}\right], \quad h(x)=\left[\begin{array}{c}
h^{1}(x) \\
\vdots \\
h^{k}(x)
\end{array}\right], \quad x \in \mathbf{R}^{n}
$$

and let $H_{0}$ be the family of functions $h^{1}, \ldots, h^{\boldsymbol{k}}$ :

$$
H_{0}=\left\{h^{1}, \ldots, h^{k}\right\}
$$

Define families $H_{j}, 1 \leq j \leq k$, as follows:

$$
H_{j}=H_{j-1} \cup\left\{\sum_{i=1}^{n} f^{i} \frac{\partial g}{\partial x_{i}} ; g \in H_{j-1}\right\}
$$

and set

$$
d H_{j}(x)=\left\{\left[\begin{array}{c}
\frac{\partial g}{\partial x_{1}}(x) \\
\vdots \\
\frac{\partial g}{\partial x_{n}}(x)
\end{array}\right] ; g \in H_{j}\right\}, \quad x \in \mathbf{R}^{n}, j=0, \ldots, r-1
$$

Let $\operatorname{dim} d H_{j}(x)$ be the maximal number of linearly independent vectors in $\boldsymbol{d} H_{j}(\boldsymbol{x})$.
Example 1.4. Assume that $f(x)=A x, h(x)=C x, x \in \mathbf{R}^{n}$, where $A \in \mathrm{M}(n, n), C \in \mathrm{M}(k, n)$. Then $f^{i}(x)=\left\langle a_{i}^{*}, x\right\rangle, h^{j}(x)=\left\langle c_{j}^{*}, x\right\rangle, i=$ $1,2, \ldots, n, j=1,2, \ldots, k, x \in \mathbf{R}^{n}$, where $a_{1}, \ldots, a_{n}, c_{1}, \ldots, c_{k}$ are the rows of matrices $A$ and $C$ respectively. Thus for arbitrary $x \in \mathbf{R}^{n}$

$$
\begin{aligned}
d H_{0}(x) & =\left\{c_{1}^{*}, \ldots, c_{k}^{*}\right\} \\
d H_{1}(x) & =d H_{0}(x) \cup\left\{A^{*} c_{1}^{*}, \ldots, A^{*} c_{k}^{*}\right\} \\
& \vdots \\
d H_{j}(x) & =d H_{j-1}(x) \cup\left\{\left(A^{*}\right)^{j} c_{1}, \ldots,\left(A^{*}\right)^{j} c_{k}, j=1,2, \ldots\right\}
\end{aligned}
$$

Theorem 1.12. Assume that system (1.41)-(1.42) is of class $C^{r}, r \geq 1$, and

$$
\begin{equation*}
\operatorname{dim} d H_{r-1}(x)=n \tag{1.43}
\end{equation*}
$$

Then the system is observable at $x$ at arbitrary time $T>0$.
Proof. Assume that condition (1.43) holds but the system (1.41)-(1.42) is not observable at $x$ and at a time $T>0$. Then, in an arbitrary neighbourhood $D$ of $x$ there exists a point $x_{1}$ such that

$$
\begin{equation*}
g\left(z^{x}(t)\right)=g\left(z^{x_{1}}(t)\right), \quad t \in[0, T], g \in H_{0} \tag{1.44}
\end{equation*}
$$

By an easy induction argument (1.44) holds for arbitrary $g \in H_{r-1}$. Since $\operatorname{dim} d H_{r-1}(x)=n$, there exist in $H_{r-1}$ functions $\tilde{g}^{1}, \ldots, \tilde{g}^{n}$ such that the derivative of $G(\cdot)=\left[\begin{array}{c}\tilde{g}^{1}(\cdot) \\ \vdots \\ \tilde{g}^{n}(\cdot)\end{array}\right]$ at $x$ is nonsingular. In particular, for arbitrary $x_{1}$ sufficiently close to $x, G(x) \neq G\left(x_{1}\right)$ and, for some $j<n$, $\tilde{g}^{j}\left(z^{x}(0)\right) \neq \tilde{g}^{j}\left(z^{x_{1}}(0)\right)$, a contradiction with (1.44).

Example 1.4. (Continuation.) Condition $\operatorname{dim} d H_{n-1}(x)=n$ is equivalent to the rank condition of Theorem I.1.6.

## Bibliographical notes

Theorem 1.6 is due to E. Lee and L. Markus [36] and Theorem 1.9 to H. Sussman and V. Jurdjevic [54]. The proof of Theorem 1.9 follows that of A. Krener. Results of § 1.4 and 1.5 are typical for geometric control theory based on differential geometry. More on this topic can be found in the monograph by A. Isidori [31]. Example 1.3 was introduced by R. Brockett [11].

## Chapter 2

## Stability and stabilizability

Three types of stability and stabilizability are studied: exponential, asymptotic and Liapunov. Discussions are based on linearization and Liapunov's function approaches. When analysing a relationship between controllability and stabilizability topological methods are used.

## §2.1. Differential inequalities

The basic method of studying asymptotic properties of solutions of differential equations in $\boldsymbol{R}^{\boldsymbol{n}}$ consists of analysing one dimensional images of the solutions by appropriately chosen transformations from $\mathbf{R}^{n}$ into $\mathbf{R}$. These images do not satisfy, in general, differential equations but very often are solutions of differential or integral inequalities. This is why we start with such inequalities. We consider first the Gronwall lemma.

Lemma 2.1. Let $k$ be a nonnegative, bounded, Borel measurable function on an interval $\left[t_{0}, t_{1}\right]$ and $l$ a nondecreasing one. Let $v$ be a function integrable on $\left[t_{0}, t_{1}\right]$ such that for almost all $t \in\left[t_{0}, t_{1}\right]$

$$
\begin{equation*}
v(t) \leq l(t)+\int_{t_{0}}^{t} k(s) v(s) d s \tag{2.1}
\end{equation*}
$$

Then for those $t \in\left[t_{0}, t_{1}\right]$ for which (2.1) holds one has

$$
\begin{equation*}
v(t) \leq \exp \left(\int_{t_{0}}^{t} k(s) d s\right) l(t) \tag{2.2}
\end{equation*}
$$

In particular, (2.2) holds almost surely on $\left[t_{0}, t_{1}\right]$.
Proof. Assume first that $l(t)=l\left(t_{0}\right)$ for $t \in\left[t_{0}, t_{1}\right]$ and define

$$
\begin{aligned}
u(t) & =l\left(t_{0}\right)+\int_{t_{0}}^{t} k(s) v(s) d s \\
w(t) & =\exp \left(-\int_{t_{0}}^{t} k(s) d s\right) u(t), \quad t \in\left[t_{0}, t_{1}\right]
\end{aligned}
$$

Functions $u$ and $w$ are absolutely continuous and

$$
\begin{aligned}
\dot{u}(t) & =k(t) v(t) \leq k(t) u(t) \\
\dot{w}(t) & =\dot{u}(t) \exp \left(-\int_{t_{0}}^{t} k(s) d s\right)-k(t) u(t) \exp \left(-\int_{t_{0}}^{t} k(s) d s\right) \leq 0
\end{aligned}
$$

almost surely on $\left[t_{0}, t_{1}\right]$. Therefore,

$$
\begin{gathered}
w(t) \leq w\left(t_{0}\right) \leq u\left(t_{0}\right) \leq l\left(t_{0}\right) \\
u(t)=\omega(t) \exp \int_{t_{0}}^{t} k(s) d s \leq l\left(t_{0}\right) \exp \int_{t_{0}}^{t} k(s) d s
\end{gathered}
$$

and, consequently,

$$
v(t) \leq u(t) \leq \exp \left(\int_{t_{0}}^{t} k(s) d s\right) l\left(t_{0}\right) \text { almost surely on }\left[t_{0}, t_{1}\right]
$$

If $l$ is an arbitrary nondecreasing function on $\left[t_{0}, t_{1}\right]$ and $t_{2} \in\left(t_{0}, t_{1}\right)$, then $l(t) \leq l\left(t_{2}\right)$ on $\left[t_{0}, t_{2}\right]$. Moreover

$$
\begin{equation*}
v(t) \leq l\left(t_{2}\right)+\int_{t_{0}}^{t} k(s) v(s) d s \quad \text { almost surely on }\left[t_{0}, t_{2}\right] \tag{2.3}
\end{equation*}
$$

Assume additionally that (2.1) holds for $t=t_{2}$. Then (2.3) holds for $t=t_{2}$, as well. By the above reasoning,

$$
v\left(t_{2}\right) \leq \exp \left(\int_{t_{0}}^{t_{2}} k(s) d s\right) l\left(t_{2}\right)
$$

The proof of the lemma is complete.
The following result will play an important role in what follows.
Theorem 2.1. Assume that $\varphi:\left[t_{0}, t_{1}\right] \times \mathbf{R} \longrightarrow \mathbf{R}$ is a continuous function such that for some $M>0$

$$
\begin{equation*}
|\varphi(t, x)-\varphi(t, y)| \leq M|x-y|, \quad t \in\left[t_{0}, t_{1}\right], \quad x, y \in \mathbf{R} \tag{2.4}
\end{equation*}
$$

If $v$ is an absolutely continuous function on $\left[t_{0}, t_{1}\right]$ such that

$$
\begin{equation*}
\dot{v}(t) \leq \varphi(t, v(t)) \quad \text { a.s. on }\left[t_{0} . t_{1}\right] \tag{2.5}
\end{equation*}
$$

or

$$
\begin{equation*}
\dot{v}(t) \geq \varphi(t, v(t)) \quad \text { a.s. on }\left[t_{0}, t_{1}\right] \tag{2.6}
\end{equation*}
$$

then

$$
\begin{equation*}
v(t) \leq u(t) \text { for all } t \in\left[t_{0}, t_{1}\right] \tag{2.7}
\end{equation*}
$$

or, respectively,

$$
\begin{equation*}
v(t) \geq u(t) \text { for all } t \in\left[t_{0}, t_{1}\right] \tag{2.8}
\end{equation*}
$$

where $u$ is a solution of the equation

$$
\begin{equation*}
\dot{u}(t)=\varphi(t, u(t)), \quad t \in\left[t_{0}, t_{1}\right] \tag{2.9}
\end{equation*}
$$

with the initial condition

$$
u\left(t_{0}\right) \geq v\left(t_{0}\right)
$$

or, respectively,

$$
u\left(t_{0}\right) \leq v\left(t_{0}\right)
$$

Proof. By Theorem 1.2 there exists exactly one solution of the equation (2.9) on $\left[t_{0}, t_{1}\right]$. Assume that $\dot{v}(t) \leq \varphi(t, v(t))$ a.s. on $\left[t_{0}, t_{1}\right]$ and consider a sequence $u_{n}(\cdot), n=1,2, \ldots$, of functions satisfying

$$
\begin{aligned}
\dot{u}_{n}(t) & =\varphi\left(t, u_{n}(t)\right)+\frac{1}{n}, \quad t \in\left[t_{0}, t_{1}\right] \\
u_{n}\left(t_{0}\right) & =u\left(t_{0}\right), \quad n=1,2, \ldots
\end{aligned}
$$

Let $K>0$ be a number such that $|\varphi(s, 0)| \leq K, s \in\left[t_{0}, t_{1}\right]$. From (2.4),

$$
\begin{align*}
&|\varphi(s, x)| \leq|\varphi(s, x)-\varphi(s, 0)|+|\varphi(s, 0)| \leq M|x|+K  \tag{2.10}\\
& s \in\left[t_{0}, t_{1}\right], x \in \mathbf{R}
\end{align*}
$$

Since

$$
\begin{equation*}
u_{n}(t)=u\left(t_{0}\right)+\left(t-t_{0}\right) \frac{1}{n}+\int_{t_{0}}^{t} \varphi\left(s, u_{n}(s)\right) d s, \quad t \in\left[t_{0}, t_{1}\right] \tag{2.11}
\end{equation*}
$$

therefore

$$
\left|u_{n}(t)\right| \leq\left|u\left(t_{0}\right)\right|+\left(K+\frac{1}{n}\right)\left(t-t_{0}\right)+M \int_{t_{0}}^{t}\left|u_{n}(s)\right| d s, \quad t \in\left[t_{0}, t_{1}\right]
$$

Hence, by Lemma 2.1

$$
\left|u_{n}(t)\right| \leq\left|u\left(t_{0}\right)\right|+\left(K+\frac{1}{n}\right)\left(t_{1}-t_{0}\right) e^{M\left(t-t_{0}\right)}, \quad t \in\left[t_{0}, t_{1}\right]
$$

and functions $u_{n}(t), t \in\left[t_{0}, t_{1}\right], n=1,2, \ldots$, are uniformly bounded. They are also equi-continuous as

$$
\begin{gathered}
\left|u_{n}(t)-u_{n}(s)\right| \leq \int_{s}^{t}\left|\varphi\left(r, u_{n}(r)\right)\right| d r+\frac{1}{n}(t-s) \leq\left(L+\frac{1}{n}\right)(t-s) \\
t_{0} \leq s \leq t \leq t_{1}
\end{gathered}
$$

for a constant $L>0$, independent of $n$.

It follows from Theorem A. 8 (the Ascoli theorem) that there exists a subsequence of ( $u_{n}(\cdot)$ ) uniformly continuous to a continuous function $\tilde{u}(\cdot)$. Letting $n$ in (2.11) tend to $+\infty$ we see that the function $\tilde{u}(\cdot)$ is an absolutely continuous solution of the equation (2.9) and therefore it is identical with $u(\cdot)$. To prove (2.7) it is sufficient to show that

$$
u_{n}(t) \geq v(t) \text { for } n=1,2, \ldots, t \in\left[t_{0}, t_{1}\right]
$$

Assume that for a natural number $m$ and for some $t_{2} \in\left(t_{0}, t_{1}\right), u_{m}\left(t_{2}\right)<$ $v\left(t_{2}\right)$. Then for some $\tilde{t} \in\left[t_{0}, t_{2}\right)$,

$$
u_{m}(\tilde{t})=v(\tilde{t}) \quad \text { and } \quad u_{m}(t)<v(t) \text { for } t \in\left[\tilde{t}, t_{2}\right)
$$

Taking into account the definitions of $v(\cdot)$ and $u_{m}(\cdot)$ and the continuity of $\varphi(\cdot, \cdot)$ we see that for some $\delta>0$ and arbitrary $t \in(\tilde{t}, \tilde{t}+\delta)$

$$
\begin{gathered}
\frac{v(t)-v(\tilde{t})}{t-\tilde{t}} \leq \frac{1}{t-\tilde{t}} \int_{\tilde{t}}^{t} \varphi(s, v(s)) d s \leq \varphi(\tilde{t}, v(\tilde{t}))+\frac{1}{3 m} \\
\frac{u_{m}(t)-v(\tilde{t})}{t-\tilde{t}} \geq \varphi(\tilde{t}, v(\tilde{t}))+\frac{1}{2 m}
\end{gathered}
$$

Therefore $u_{m}(t)>v(t), t \in(\tilde{t}, \tilde{t}+\delta)$, a contradiction. This proves (2.7). In a similar way (2.6) implies (2.8).

Corollary 2.1. If $v(\cdot)$ is an absolutely continuous function on $\left[t_{0}, t_{1}\right]$ such that for some $\alpha \in \mathbf{R}$

$$
\dot{v}(t) \leq \alpha v(t) \quad \text { a.s. on }\left[t_{0}, t_{1}\right]
$$

then

$$
v(t) \leq e^{\alpha\left(t-t_{0}\right)} v\left(t_{0}\right), \quad t \in\left[t_{0}, t_{1}\right]
$$

Similarly if $\dot{v}(t) \geq \alpha v(t)$ a.s. on $\left[t_{0}, t_{1}\right]$ then

$$
v(t) \geq e^{\alpha\left(t-t_{0}\right)} v\left(t_{0}\right), \quad t \in\left[t_{0}, t_{1}\right]
$$

## §2.2. The main stability test

In the present section we study the asymptotic behaviour of solutions of the equation

$$
\begin{align*}
\dot{z} & =A z+h(t, z)  \tag{2.12}\\
z(0) & =x \in \mathbf{C}^{n}
\end{align*}
$$

where $A$ is a linear transformation from $\mathbf{C}^{\boldsymbol{n}}$ into $\mathbf{C}^{\boldsymbol{n}}$, identified with an element of $\mathbf{M}(n, n ; C)$, and $h$ is a continuous mapping from $\mathbf{R}_{+} \times \mathbf{C}^{\boldsymbol{n}}$ onto $C^{n}$ satisfying

$$
\begin{equation*}
\sup _{t \geq 0} \frac{|h(t, x)|}{|x|} \rightarrow 0, \quad \text { if }|x| \longrightarrow 0 \tag{2.13}
\end{equation*}
$$

As in Part I (see § I.2.7), we set

$$
\omega(A)=\max \{\operatorname{Re} \lambda ; \lambda \in \sigma(A)\}
$$

and if $x, y$ are vectors with complex coordinates $\xi_{1}, \ldots, \xi_{n}$ and $\eta_{1}, \ldots, \eta_{n}$,

$$
\langle x, y\rangle=\sum_{i=1}^{n} \xi_{i} \bar{\eta}_{i}, \quad|x|^{2}=\sum_{i=1}^{n}\left|\xi_{i}\right|^{2}
$$

Under the imposed conditions, for arbitrary $x \in \mathbf{C}^{\boldsymbol{n}}$ there exists a maximal solution $z(t), t \in[0, \tau), z(0)=x$ of (2.12).

The following theorem is of basic importance in the theory of nonlinear systems.

Theorem 2.2. (i) If (2.13) holds and $\omega(A)<0$, then for arbitrary $\omega>$ $\omega(A)$ there exist $M>0, \delta>0$ such that an arbitrary maximal solution $z(\cdot)$ of (2.12), with initial condition $z(0)$ satisfying $|z(0)|<\delta$, is defined on $[0,+\infty)$ and

$$
|z(t)| \leq M e^{\omega \mathbf{t}}|z(0)|, \quad t \geq 0
$$

(ii) If (2.13) holds and $\omega(A)>0$ then there exists $r>0$ such that for arbitrary $\delta>0$ one can find a solution $z(t), t \in[0, \tau)$ with an initial condition $z(0),|z(0)|<\delta$, and a number $s \in[0, \tau)$, such that $|z(s)|>r$. If, in addition, transformations $A$ and $h(t, \cdot), t \geq 0$, restricted to $\mathbf{R}^{n}$ take values in $\mathbf{R}^{n}$ then there exists a solution $z(\cdot)$ with values in $\mathbf{R}^{n}$ having the described properties.

Before proving the result we prove a lemma on Jordan blocks. Let us recall (see Theorem I.2.1) that a complex Jordan block corresponding to a number $\lambda=\alpha+i \beta, \beta \neq 0$, or $\lambda=\alpha, \alpha, \beta \in \mathbf{R}$, is a square matrix of arbitrary dimension $m=1,2, \ldots$ or of dimension 1 , of the form

$$
J=\left[\begin{array}{ccccccc}
\lambda & \gamma & 0 & \ldots & 0 & 0 & 0 \\
0 & \lambda & \gamma & \ldots & 0 & 0 & 0 \\
0 & 0 & \lambda & \ldots & 0 & 0 & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots & \vdots & \vdots \\
0 & 0 & 0 & \ldots & \lambda & \gamma & 0 \\
0 & 0 & 0 & \ldots & 0 & \lambda & \gamma \\
0 & 0 & 0 & \ldots & 0 & 0 & \lambda
\end{array}\right] \quad \text { or } J=[\lambda]
$$

respectively, where $\gamma$ is a number different from 0 .

Lemma 2.2. For arbitrary complex Jordan block $J$ and for arbitnary $x \in$ $C^{n}$

$$
(\operatorname{Re} \lambda-|\gamma|)|x|^{2} \leq \operatorname{Re}(J x, x\rangle \leq(\operatorname{Re} \lambda+|\gamma|)|x|^{2}
$$

Proof. It is sufficient to consider the case of matrix $J$ with the parameter $\gamma \neq 0$. Then

$$
\langle J x, x\rangle=\lambda|x|^{2}+\gamma\left(\xi_{2} \bar{\xi}_{1}+\ldots+\xi_{m} \bar{\xi}_{m-1}\right)
$$

and therefore

$$
\operatorname{Re}\langle J x, x\rangle=\operatorname{Re} \lambda|x|^{2}+\operatorname{Re}\left(\gamma\left(\xi_{2} \bar{\xi}_{1}+\ldots+\xi_{m} \bar{\xi}_{m-1}\right)\right)
$$

By the Schwartz inequality

$$
\left|\operatorname{Re}\left(\gamma\left(\xi_{2} \bar{\xi}_{1}+\ldots+\xi_{m} \bar{\xi}_{m-1}\right)\right)\right| \leq|\gamma||x|^{2}
$$

and the required inequality follows.
Proof of the theorem. (i) By Theorem I.2.1 there exists a nonsingular matrix $P$ such that the matrix $\widetilde{A}=P A P^{-1}$ consists of only complex Jordan blocks $J_{1}, \ldots, J_{r}$ corresponding to the eigenvalues of $A$ and to each eigenvalue $\lambda \in \sigma(A)$ corresponds at least one block. Parameters $\gamma \neq 0$ can be chosen in advance.

Function $\tilde{z}(t)=P z(t), t \in[0, \tau)$, is a solution of the equation

$$
\dot{\tilde{z}}=\tilde{A} \tilde{z}+\tilde{h}(t, \tilde{z}), \quad \tilde{z}(0)=P z(0)
$$

in which the transformation $\tilde{h}(t, x)=P h\left(t, P^{-1} x\right), t \geq 0, x \in C^{n}$, satisfies also the conditions of the theorem. Since the matrix $P$ is nonsingular, therefore, without any loss of generality, we can assume that the matrix $A$ consists of Jordan blocks only with parameters $\gamma \neq 0$ chosen arbitrarily. Since $\omega(A)<0$ we can assume that $\omega<0$. It follows from Lemma 2.2 that

$$
\operatorname{Re}\langle A x, x\rangle \leq(\omega(A)+\gamma)|x|^{2}, \quad x \in \mathbb{C}^{n}
$$

For arbitrary maximal solution $z(t), t \in I=[0, r)$, define

$$
v(t)=|z(t)|^{2}, \quad t \in I
$$

Then

$$
\begin{aligned}
\frac{d}{d t} v(t) & =2 \operatorname{Re}(A z(t), z(t))+2 \operatorname{Re}(h(t, z(t)), z(t)\rangle \\
& \leq 2(\omega(A)+\gamma)|z(t)|^{2}+2|h(t, z(t))||z(t)|, \quad t \in I
\end{aligned}
$$

By (2.13) there exists $\delta>0$ such that

$$
|h(t, x)| \leq \varepsilon|x| \quad \text { for } t \geq 0,|x| \leq \delta
$$

Let $|z(0)|<\delta$ and $\bar{\tau}=\inf \{t \in[0, \tau) ;|z(t)| \geq \delta\}$ be the first exit time of the solution from the ball $B(0, \delta)$, (inf $\emptyset=+\infty)$. Then (see Theorem 1.1) either $\bar{\tau}=+\infty$ or $\bar{\tau}<\tau$ and

$$
\frac{d}{d t} v(t) \leq 2(\omega(A)+\gamma+\varepsilon) v(t), \quad t \in \bar{I}=[0, \tilde{\tau})
$$

By Corollary 2.1 of Theorem 2.1

$$
v(t) \leq e^{2 \omega t} v(0), \quad t \in \bar{I}
$$

or equivalently

$$
\begin{equation*}
|z(t)| \leq e^{\omega t}|z(0)|, \quad t \in \bar{I} . \tag{2.14}
\end{equation*}
$$

If $\bar{\tau}<+\infty$, then

$$
\delta \leq \varlimsup_{t \mathcal{T}^{\mp}}|z(t)| \leq e^{\omega \mp}|z(0)|<\delta
$$

a contradiction. Thus $\bar{\tau}=+\infty$ and inequality (2.14) completes the proof of part (i).
(ii) We can assume that the matrix $A$ is of the form

$$
A=\left[\begin{array}{ll}
B & 0  \tag{2.15}\\
0 & C
\end{array}\right]
$$

where matrices $B \in \mathbf{M}(k, k, C), C \in \mathbf{M}(l, l, C), k+l=n$, consists of Jordan blocks corresponding to all eigenvalues of $A$ with positive and nonpositive real parts. Let

$$
\alpha=\min \{\operatorname{Re} \lambda ; \lambda \in \sigma(B)\}
$$

Identifying $\mathbf{C}^{\boldsymbol{n}}$ with the Cartesian product of $\mathbf{C}^{\boldsymbol{k}}$ and $\mathbf{C}^{\boldsymbol{\prime}}$, we denote by $z_{1}(\cdot), z_{2}(\cdot)$ and $h_{1}, h_{2}$ projections of the solution $z(\cdot)$ and the function $h$ on $\mathbb{C}^{k}$ and $\mathbb{C}^{\prime}$, respectively. Define

$$
v_{1}(t)=\left|z_{1}(t)\right|^{2}, \quad v_{2}(t)=\left|z_{2}(t)\right|^{2}, \quad t \in[0, \tau)=I
$$

Then for $t \in I$

$$
\begin{aligned}
& \frac{d}{d t} v_{1}(t)=2 \operatorname{Re}\left\langle B z_{1}(t), z_{1}(t)\right\rangle+2 \operatorname{Re}\left\langle h_{1}(t, z), z_{1}(t)\right\rangle \\
& \frac{d}{d t} v_{2}(t)=2 \operatorname{Re}\left\langle C z_{2}(t), z_{2}(t)\right\rangle+2 \operatorname{Re}\left\langle h_{2}(t, z), z_{2}(t)\right\rangle
\end{aligned}
$$

It follows from Lemma 2.2 and the Schwartz inequality that

$$
\begin{aligned}
& \frac{d}{d t} v_{1}(t) \geq 2(\alpha-\gamma) v_{1}(t)-2 v_{1}^{1 / 2}(t)\left|h_{1}(t, z(t))\right| \\
& \frac{d}{d t} v_{2}(t) \leq 2 \gamma v_{2}(t)+2 v_{2}^{1 / 2}(t)\left|h_{2}(t, z(t))\right|, \quad t \in I
\end{aligned}
$$

We can assume that $\alpha>\gamma>0$. For arbitrary $\varepsilon>0$ there exists $\delta>0$, compare (2.13), such that for $x \in \mathbf{C}^{\boldsymbol{n}},|x|<\delta$,

$$
\left|h_{1}(t, x)\right| \leq \varepsilon|x|, \quad\left|h_{2}(t, x)\right| \leq \varepsilon|x|
$$

Assume that $|z(0)|<\delta$ and let

$$
\bar{\tau}=\inf \{t \in[0, \tau) ;|z(t)| \geq \delta\}
$$

For $t \in \bar{I}=[0, \bar{\tau})$

$$
\begin{aligned}
& \left|h_{1}(t, z(t))\right| \leq \varepsilon\left(v_{1}(t)+v_{2}(t)\right)^{1 / 2} \\
& \left|h_{2}(t, z(t))\right| \leq \varepsilon\left(v_{1}(t)+v_{2}(t)\right)^{1 / 2}, \quad t \in \bar{I}
\end{aligned}
$$

This and the inequality $\left(v_{1}^{1 / 2}+v_{2}^{1 / 2}\right) \leq \sqrt{2}\left(v_{1}+v_{2}\right)^{1 / 2}$ imply

$$
\begin{aligned}
\frac{d}{d t}\left(v_{1}(t)-v_{2}(t)\right) \geq & 2(\alpha-\gamma) v_{1}(t)-2 \gamma v_{2}(t)-\varepsilon\left(v_{1}^{1 / 2}(t)\right. \\
& \left.+v_{2}^{1 / 2}(t)\right)\left(v_{1}(t)+v_{2}(t)\right)^{1 / 2} \\
\geq & 2(\alpha-\gamma) v_{1}(t)-2 \gamma v_{2}(t)-2 \varepsilon \sqrt{2}\left(v_{1}(t)+v_{2}(t)\right), \text { for } t \in \bar{I}
\end{aligned}
$$

Selecting $\varepsilon>0$ and $\gamma>0$ properly, we can find $c>0$ such that for all $t \in \bar{I}$

$$
\frac{d}{d t}\left(v_{1}(t)-v_{2}(t)\right) \geq c\left(v_{1}(t)-v_{2}(t)\right)
$$

By Theorem 2.1

$$
v_{1}(t)-v_{2}(t) \geq e^{c t}\left(v_{1}(0)-v_{2}(0)\right), \quad t \in \bar{I}
$$

Therefore, if

$$
\begin{equation*}
v_{1}(0)-v_{2}(0)=\left|z_{1}(0)\right|^{2} \geq\left|z_{2}(0)\right|^{2} \quad \text { and } \quad|z(0)|<\delta \tag{2.16}
\end{equation*}
$$

then $\bar{\tau}<+\infty$ and $|z(t)| \geq \delta$ for some $t \in(0, \tau)$.
This way part (ii) of the theorem has been proved for the complex case. To show the final part of (ii), we apply the representation theorem from § 1.2.1. Since the matrix $A$ is real, one can find invertible matrices $P_{0} \in \mathbf{M}(n, n), P_{1} \in \mathbf{M}(k, k ; \mathbf{C}), P_{2} \in \mathbf{M}(l, l ; \mathbf{C})$ such that $\tilde{A}=P A P^{-1}$ and $P=\left[\begin{array}{cc}P_{1} & 0 \\ 0 & P_{2}\end{array}\right], P_{0}$ is of the form (2.15). It is therefore clear, for arbitrary $\delta>0$, one can find $x \in \mathbf{R}^{n}$ such that (2.16) holds for $\left[\begin{array}{l}z_{1}(0) \\ z_{2}(0)\end{array}\right]=P x$. The proof of (ii) is complete.

Exercise 2.1. Find a matrix $A \in M(n, n)$ with $\omega(A)=0, n \geq 3$ and vectors $x_{1}, x_{2}, x_{3} \in \mathbf{R}^{n}$, such that

$$
\lim _{t \uparrow+\infty}\left|e^{A t} x_{1}\right|=+\infty, \quad 0<\lim _{t \uparrow+\infty}\left|e^{A t} x_{2}\right|<+\infty, \quad \lim _{t+\infty}\left|e^{A t} x_{3}\right|=0
$$

Exercise 2.2. A continuous mapping $f: \mathbf{R}^{\boldsymbol{n}} \longrightarrow \mathbf{R}^{\boldsymbol{n}}$ is called dissipative if

$$
\begin{equation*}
\langle f(x)-f(y), x-y\rangle \leq 0 \quad \text { for arbitrary } x, y \in \mathbf{R}^{n} \tag{2.17}
\end{equation*}
$$

where $\langle\cdot, \cdot\rangle$ is the scalar product on $\mathbf{R}^{\boldsymbol{n}}$.
Show that if $f$ is a dissipative mapping then an arbitrary maximal solution of the equation

$$
\begin{equation*}
\dot{z}=f(z), \quad z(0)=x \tag{2.18}
\end{equation*}
$$

is defined on $[0,+\infty)$, and for arbitrary $x \in \mathbf{R}^{n}$ equation (2.12) has exactly one solution $z^{x}(t), t \geq 0$. Moreover

$$
\begin{equation*}
\left|z^{x}(t)-z^{y}(t)\right| \leq|x-y| \quad \text { for } t \geq 0, x, y \in \mathbf{R}^{n} \tag{2.19}
\end{equation*}
$$

Conversely, if $f: \mathbf{R}^{n} \longrightarrow \mathbf{R}^{n}$ is a continuous mapping and equation (2.18) has for arbitrary $x \in R^{n}$ exactly one solution $z^{x}(\cdot)$ for which (2.19) holds, then $f$ is dissipative.
Hint. If $z(\cdot)$ is a solution to (2.19) defined on $[0, \tau)$ then function $v(t)=|z(t)|^{2}, t \in[0, \tau)$, satisfies inequality $\dot{v} \leq|f(0)| v^{1 / 2}$ on $[0, \tau)$. For two arbitrary solutions $z_{1}(t), t \in\left[0, \tau_{1}\right)$, and $z_{2}(t), t \in\left[0, \tau_{2}\right)$, of (2.18), investigate the monotonic character of the function $\left|z_{1}(t)-z_{2}(t)\right|^{2}, t \in\left[0, \tau_{1} \wedge \tau_{2}\right)$.

## §2.3. Linearization

Let us consider a differential equation:

$$
\begin{equation*}
\dot{z}=f(z), \quad z(0)=x \in \mathbf{R}^{n} \tag{2.20}
\end{equation*}
$$

Assume that $f(\bar{x})=0$ or equivalently that $\bar{x}$ is an equilibrium state for (2.20). We say that the state $\bar{x}$ is exponentially stable for (2.20) if there exist $\omega<0, M>0, \delta>0$ such that arbitrary maximal solution $z(\cdot)$ of (2.20), with the initial condition $z(0),|z(0)-\bar{x}|<\delta$, is defined on $[0,+\infty)$ and satisfies

$$
\begin{equation*}
|z(t)-\bar{x}| \leq M e^{\omega t}|z(0)-\bar{x}|, \quad t \geq 0 \tag{2.21}
\end{equation*}
$$

The infinum of all those numbers $\omega<0$ for which (2.21) holds will be called the exponent of $\bar{x}$.

The next theorem gives an effective characterization of exponentially stable equilibria and their exponents.

Theorem 2.3. Assume that a continuous function $f$ is differentiable at an equilibrium state $\bar{x}$. Then $\bar{x}$ is exponentially stable for (2.20) if and only if the Jacobi matrix

$$
A=f_{x}(\bar{x})
$$

is stable. Moreover the exponent of $\bar{x}$ is $\omega(A)$.
Proof. We can assume, without any loss of generality, that $\bar{x}=0$. Define

$$
h(x)=f(x)-A x, \quad x \in \mathbf{R}^{n}
$$

It follows from the assumptions that

$$
\frac{|h(x)|}{|x|} \rightarrow 0, \quad \text { when }|x| \rightarrow 0
$$

If matrix $A$ is stable then the equation

$$
\dot{z}=f(z)=A z+h(z), \quad z(0)=x
$$

satisfies the conditions of Theorem 2.2 (i). Therefore the state 0 is exponentially stable and its exponent is at least equal to $\omega(A)$. The following lemma completes the proof of the theorem.
Lemma 2.3. Assume that condition (2.21) holds for some $\omega<0, \delta>0$, $M>0$ and $\bar{x}=0$. Then for arbitrary $N>M$ and $\gamma>\omega$

$$
\begin{equation*}
\left|e^{A t}\right| \leq N e^{\gamma t}, \quad t \geq 0 \tag{2.22}
\end{equation*}
$$

Proof. We show first that (2.22) holds for some and then for arbitrary $N>M$. We can assume that $\gamma<0$. Let $\eta$ be an arbitrary number from the interval $(\omega, \gamma)$ and let

$$
y(t)=e^{-\eta t} z(t), \quad t \geq 0
$$

Then

$$
\dot{y}(t)=(-\eta+A) y(t)+e^{-\eta t} h\left(e^{\eta t} y(t)\right), \quad t \geq 0
$$

Since

$$
\sup _{t \geq 0} \frac{\left|e^{-\eta t} h\left(e^{\eta t} x\right)\right|}{|x|}=\sup _{t \geq 0} \frac{\left|h\left(e^{\eta t} x\right)\right|}{\left|e^{\eta t} x\right|} \rightarrow 0, \quad \text { if }|x| \rightarrow 0
$$

therefore, by Theorem 2.2 (ii), $\omega(-\eta I+A) \leq 0$ and consequently $\omega(A) \leq \eta$. There exists $N_{1}>0$ such that, for arbitrary $t \geq 0$,

$$
\left|e^{A t}\right| \leq N_{1} e^{\gamma t} .
$$

Moreover, for the solution $z(\cdot)$ of (2.20),

$$
z(t)=e^{A t} z(0)+\int_{0}^{t} e^{A(t-s)} h(z(s)) d s, \quad t \geq 0
$$

and, assuming that $x=z(0)$,

$$
\left|e^{A t} x\right| \leq|z(t)|+\int_{0}^{t}\left|e^{A(t-s)}\right||h(z(s))| d s, \quad t \geq 0
$$

For arbitrary $\varepsilon>0$ there exists $\delta_{1}>0$ such that if $|x|=|z(0)|<\delta_{1}$ then

$$
|h(z(t))| \leq \varepsilon|z(t)|, \quad t \geq 0
$$

Hence, for $|x|<\delta_{1}$

$$
\begin{aligned}
\left|e^{A t} x\right| & \leq M e^{\omega t}|x|+M N_{1} \varepsilon\left(\int_{0}^{t} e^{\gamma(t-s)} e^{\omega s} d s\right)|x| \\
& \leq\left(M e^{\omega t}+M N_{1} \varepsilon \frac{1}{\gamma-\omega} e^{\gamma t}\right)|x| \\
& \leq\left(M+\frac{M N_{1} \varepsilon}{\gamma-\omega}\right) e^{\gamma t}|x|, \quad t \geq 0
\end{aligned}
$$

Number $\varepsilon>0$ was arbitrary and the lemma follows.
Theorem 2.3 reduces the problem of stability of an equilibrium state $\bar{x} \in \mathbf{R}^{n}$ to the question of stability of the matrix $A$ obtained by the linearization of the mapping $f$ at $\bar{x}$. The content of Theorem 2.3 is called the linearization method or the first method of Liapunov of stability theory. The practical algorithm due to Routh allowing one to determine whether a given matrix $A$ is stable was given in $\S$ I.2.3.

Exercise 2.3. Watt's regulator (see Example 0.3) is modelled by the equations

$$
\begin{aligned}
& \dot{x}=a \cos y-b, \quad x(0)=x_{0} \\
& \ddot{y}=c x^{2} \sin y \cos y-d \sin y-e \dot{y}, \quad y(0)=y_{0}, y(0)=z_{0}
\end{aligned}
$$

where $a, b, c, d, e$ are some positive constants, $a>b$. Show that there exists exactly one equilibrium state for the system, with coordinates $\bar{x}>0, \bar{y} \in$ $\left(0, \frac{1}{2} \pi\right), \bar{z}=0$. Prove that if $e \sqrt{d a}>2 \sqrt{c b^{3}}$ then the equilibrium state is exponentially stable and if $e \sqrt{d a}<2 \sqrt{c b^{3}}$ then it is not stable in the Liapunov sense; see §2.4.
Hint. Apply Theorems 2.3, 2.2 and I.2.4.

## §2.4. The Liapunov function method

We say that a state $\bar{x}$ is stable in the Liapunov sense for (2.20), or that $\bar{x}$ is Liapunov stable, if for arbitrary $r>0$ there is $\delta>0$ such that if $|z(0)-\bar{x}|<\delta$ then $|z(t)-\bar{x}|<r$ for $t \geq 0$. It is clear that exponentially stable equilibria are stable in the Liapunov sense.

Assume that a mapping $f: \mathbf{R}^{n} \longrightarrow \mathbf{R}^{n}$ is continuous and $G \subset \mathbf{R}^{n}$ is a neighbourhood of a state $\bar{x}$ for which $f(\bar{x})=0$. A real function $V$ differentiable on $G$ is said to be a Liapunov function at the state $\bar{x}$ for equation (2.20) if

$$
\begin{align*}
& V(\bar{x})=0, \quad V(x)>0 \quad \text { for } x \in G, x \neq \bar{x}  \tag{2.23}\\
& V_{f}(x)=\sum_{j=1}^{n} \frac{\partial V}{\partial x_{j}}(x) f^{j}(x) \leq 0, \quad x \in G \tag{2.24}
\end{align*}
$$

The function $V_{f}$ defined by (2.24) is called the Liapunov derivative of $V$ with respect to $f$.

Theorem 2.4. (i) If there exists a Liapunov function at $\bar{x}$ for (2.20), then the state $\bar{x}$ is Liapunov stable for (2.20).
(ii) If $\bar{x}$ is exponentially stable at $\bar{x}$ and $f$ is differentiable at $\bar{x}$, then there exists a Liapunov function at $\bar{x}$ for (2.20), being a quadratic form.

For the proof of part (i) it is convenient to introduce the concept of an invariant set. We say that a set $K \subset \boldsymbol{R}^{n}$ is invariant for (2.20), if for arbitrary solution $z(t), t \in[0, \tau)$, then $z(0) \in K, z(t) \in K$ for all $t \in[0, \tau)$.

We will need the following lemma:
Lemma 2.4. If for an open set $G_{0} \subset G$ and for an $\alpha>0$ the set

$$
K_{0}=\left\{x \in G_{0} ; V(x) \leq \alpha\right\}
$$

is closed, then it is also invariant for (2.20).
Proof. Assume that the lemma is not true and that there exists a point $x \in K_{0}$ and a solution $z(t), t \in[0, \tau)$, of the equation (2.20), with values in $G, z(0)=x$ such that for some $s \in[0, \tau), z(s) \in K_{0}^{c}$.

Let

$$
t_{0}=\inf \left\{s \geq 0 ; s<\tau, z(s) \in K_{0}^{c}\right\}<+\infty
$$

Since the set $K_{0}$ is closed $z\left(t_{0}\right) \in K_{0}$ and $t_{0}<\tau$. For some $s \in\left(t_{0}, \tau\right)$, $V(z(s))>V\left(z\left(t_{0}\right)\right)$. Since

$$
\frac{d V(z(t))}{d t}=V_{f}(z(t)) \leq 0 \quad \text { for } t<\tau
$$

the function $V(z(\cdot))$ is nonincreasing on $[0, \tau)$, a contradiction.

Proof of the theorem. (i) Let $r>0$ be a number such that the closure of $G_{0}=B(\bar{x}, r)=\{x ;|x-\bar{x}|<r\}$ is contained in $G$. Let $\beta$ be the minimal value of the function $V$ on the boundary $S$ of the ball $B(\bar{x}, r)$. Let us fix $\alpha \in(0, \beta)$ and define

$$
K_{0}=\{x \in B(\bar{x}, r) ; V(x) \leq \alpha\}
$$

Let $\hat{\boldsymbol{x}}$ be the limit of a sequence $\left(x_{m}\right)$ of elements from $K_{0}$. Then $V(\hat{x}) \leq \alpha<\beta$ and consequently $\hat{x} \in B(\bar{x}, r)$ and $\hat{x} \in K_{0}$. The set $K_{0}$ is closed and, by Lemma 2.4, is also invariant. Since the function $V$ is continuous, $V(\bar{x})=0$ and there exists $\delta \in(0, r)$ such that $V(x) \leq \alpha$ for $x \in B(\bar{x}, \delta)$. This implies (i).
(ii) Matrix $A=f_{x}(\tilde{x})$ is stable by Theorem 2.3. It follows from Theorem I.2.7 that there exists a positive definite matrix $Q$ satisfying the Liapunov equation

$$
A^{*} Q+Q A=-I
$$

To simplify notation we set $\bar{x}=0$ and define

$$
V(x)=\langle Q x, x\rangle, \quad h(x)=f(x)-A x, \quad x \in \mathbf{R}^{n}
$$

It is clear that the function $V$ satisfies (2.23). To show that (2.24) holds as well remark that

$$
\begin{aligned}
V_{f}(x) & =2\langle Q x, f(x)\rangle=2\langle Q x, A x+h(x)\rangle \\
& =\left\langle\left(A^{*} Q+Q A\right) x, x\right\rangle+2\langle Q x, h(x)\rangle \\
& \leq-|x|^{2}+2|Q||x||h(x)|, \quad x \in \mathbf{R}^{n} .
\end{aligned}
$$

Since $f$ is differentiable at 0 , there exists a number $\delta>0$ such that $|h(x)| \leq$ $\frac{1}{4|Q|}|x|$, provided $|x|<\delta$. Consequently

$$
V_{f}(x)<-\frac{1}{2}|x|^{2}, \quad \text { for }|x|<\delta
$$

Hence the function $V$ is the required Liapunov function in the ball $G=$ $B(0, \delta)$.

Exercise 2.4. Let $f: \mathbf{R}^{\boldsymbol{n}} \longrightarrow \mathbf{R}^{\boldsymbol{n}}, f(0)=0$, be a continuous mapping differentiable at 0 such that all eigenvalues of $A=f_{x}(0)$ have positive real parts. Show that there exists a number $r>0$ such that, for arbitrary maximal solution $z(t), t \in[0, \tau)$, of the equation (2.20), one can find $t_{0} \in$ $[0, \tau)$ such that, for all $t \in\left[t_{0}, \tau\right),|z(t)| \geq r$.
Hint. Matrix $-A$ is stable. Follow the proof of part (ii) of Theorem 2.4.
Exercise 2.5. Let a matrix $A \in \mathbf{M}(n, n)$ be stable and a continuous mapping $F: \mathbf{R}^{n} \longrightarrow \mathbf{R}^{n}$ be bounded. Then, for arbitrary solution $z(t)$,
$t \in[0, r)$, of the equation $\dot{z}=A z+F(z)$, there exists $M>0$ such that $|z(t)| \leq M$ for $t \in[0, r)$.
Hint. Examine the behaviour of $V(x)=\langle Q x, x\rangle, z \in \mathbf{R}^{n}$, where $A^{*} Q+$ $Q A=-I$, along the trajectories of the equation.

A closed invariant set $K$ for the equation (2.20) is called nonattainable if one cannot find a solution $z(t), t \in[0, \tau)$, of (2.20) such that $z(0) \notin K$ and $z(t) \in K$ for some $t \in[0, \tau)$.

Exercise 2.6. (i) Assume that the mapping $f: \mathbf{R}^{n} \longrightarrow \mathbf{R}^{n}$ satisfies the Lipschitz condition in a neighbourhood of a point $\bar{x} \in \mathbf{R}^{n}, f(\bar{x})=0$. Show that the set $K=\{\bar{x}\}$ is nonattainable for (2.20).
(ii) Construct a mapping $f: \mathbf{R}^{\boldsymbol{n}} \longrightarrow \mathbf{R}^{\boldsymbol{n}}$ satisfying the Lipschitz condition and an invariant compact set $K$ for (2.20) which is not nonattainable.
(iii) Assume that $f: \mathbf{R}^{n} \longrightarrow \mathbf{R}^{n}$ satisfies the Lipschitz condition and $K$ is a closed invariant set for (2.20). Let moreover for arbitrary $y \in K$ there be $x \in K$ and a solution $z(t), t \geq 0$, of $(2.20)$ such that $z(0)=x$ and $z(s)=y$ for some $s>0$. Prove that $K$ is nonattainable for (2.20).
(iv) Let $z(t), t \geq 0$, be a solution of the following prey-predator equation in $\mathbf{R}^{\mathbf{2}}$ :

$$
\dot{z}_{1}=\alpha z_{1}-\beta z_{1} z_{2}, \quad \dot{z}_{2}=-\gamma z_{2}+\delta z_{1} z_{2}
$$

in which $\alpha, \beta, \gamma, \delta$ are positive numbers. Show that if $z_{1}(0)>0, z_{2}(0)>0$ then $z_{1}(t)>0, z_{2}(t)>0$ for all $t>0$.

## §2.5. La Salle's theorem

Besides exponential stability and stability in the sense of Liapunov it is also interesting to study asymptotic stability. An equilibrium state $\overline{\boldsymbol{x}}$ for (2.20) is asymptotically stable if it is stable in the sense of Liapunov and
there exists $\delta>0$ such that, for any maximal solution

$$
\begin{align*}
& z(t), t \in[0, \tau), \text { of }(2.20), \text { with }|z(0)-\bar{x}|<\delta,  \tag{2.25}\\
& \text { one has } \tau=\infty \text { and } \lim _{t+\infty} z(t)=\bar{x}
\end{align*}
$$

For the following linear system on $\mathbf{R}^{2}$

$$
\begin{equation*}
\dot{z}_{1}=z_{2}, \quad \dot{z}_{2}=-z_{1} \tag{2.26}
\end{equation*}
$$

the origin is stable in the sense of Liapunov but it is not asymptotically stable. The function $V(x)=|x|^{2}, x \in \mathbf{R}^{2}$, is a Liapunov function for (2.26) and $V_{f}(x)=0, x \in \mathbf{R}^{2}$. Hence the existence of a Liapunov function does not necessarily imply asymptotic stability. Additional conditions, which we discuss now, are needed.

We will limit our considerations to equations (2.26) with the function $f: \mathbf{R}^{\boldsymbol{n}} \longrightarrow \mathbf{R}^{\boldsymbol{n}}$ satisfying the local Lipschitz condition. Let us recall that a function $f: G \longrightarrow \mathbf{R}^{n}$ satisfies the Lipschitz condition on a set $G \subset \mathbf{R}^{\boldsymbol{n}}$ if there exists $c>0$ such that

$$
|f(x)-f(y)| \leq c|x-y| \quad \text { far all } x, y \in G
$$

If the Lipschitz condition is satisfied on an arbitrary bounded subset of $\mathbf{R}^{\boldsymbol{n}}$ then we say that it is satisfied locally.

Exercise 2.7. If a function $f: \mathbf{R}^{\boldsymbol{n}} \longrightarrow \mathbf{R}^{\boldsymbol{n}}$ satisfies the local Lipschitz condition then for arbitrary $r>0$ the function

$$
\hat{f}(x)= \begin{cases}f(x), & \text { for }|x| \leq r \\ f\left(\frac{x}{|x|} r\right), & \text { for }|x| \geq r\end{cases}
$$

satisfies the Lipschitz condition on $\mathbf{R}^{\boldsymbol{n}}$.
It follows from Theorem 1.1 and Theorem 1.2 that if a mapping $f: \mathbf{R}^{\boldsymbol{n}} \longrightarrow \mathbf{R}^{\boldsymbol{n}}$ satisfies the local Lipschitz condition then for arbitrary $x \in$ $\mathbf{R}^{n}$ there exists exactly one maximal solution $z(t, x)=z^{x}(t), t \in[0, \tau(x))$, of the equation (2.20). The maximal solution (see Exercise 2.7 and Theorem 2.2) depends continuously on the initial state: If $\lim _{k \uparrow+\infty} x_{k}=x$ and $t \in[0, \tau(x))$ then for all large $k, \tau\left(x_{k}\right)>t$ and $\lim _{k \uparrow+\infty} z\left(t, x_{k}\right)=z(t, x)$.

If $\tau(x)=+\infty$, then the orbit $\mathcal{O}(x)$ and the limit set $K(x)$ of $x$ are given by the formulae,

$$
\begin{aligned}
& \mathcal{O}(x)=\left\{y \in \mathbf{R}^{n} ; y=z(t, x), t \geq 0\right\} \\
& K(x)=\left\{y \in \mathbf{R}^{n} ; \lim _{k} z\left(t_{k}, x\right)=y \text { for a sequence } t_{k} \upharpoonleft+\infty\right\}
\end{aligned}
$$

It is clear that the limit set $K(x)$ is contained in the closure of $\mathcal{O}(x)$.
Lemma 2.5. If $\mathcal{O}(x)$ is a bounded set then
(i) the set $K(x)$ is invariant for (2.20),
(ii) the set $K(x)$ is compact,
(iii) $\lim _{t+\infty} \varrho(z(t, x), K(x))=0$, where $\varrho(\cdot, \cdot)$ denotes the distance between a point and a set.
Proof. (i) Assume that $y \in K(x)$ and $t>0$. There exists a sequence $t_{m} \uparrow+\infty$ such that $y_{m}=z\left(t_{m} x\right) \longrightarrow y$. The uniqueness and the continuous dependence of solutions on initial data imply

$$
z\left(t+t_{m}, x\right)=z\left(y_{m}, t\right) \longrightarrow z(y, t), \quad \text { when } m \longrightarrow+\infty
$$

Hence $z(y, t) \in K(x)$.
(ii) Assume that ( $y_{m}$ ) is a sequence of elements from $K(x)$ converging to $y \in \mathbf{R}^{n}$. There exists a sequence $t_{m} \dagger+\infty$ such that $\left|z\left(t_{m}, x\right)-y_{m}\right| \longrightarrow 0$. Consequently $z\left(t_{m}, x\right) \longrightarrow y$ and $y \in K(x)$.
(iii) Assume that $\varrho(z(t, x), K(x)) \nrightarrow 0$ when $t \uparrow+\infty$. Then there exists $\varepsilon>0$ and a sequence $\left(t_{m}\right), t_{m} \uparrow+\infty$, such that

$$
\begin{equation*}
\left.\mid z\left(t_{m}, x\right)-y\right) \mid \geq 0 \quad \text { for arbitrary } y \in K(x), m=1,2, \ldots \tag{2.27}
\end{equation*}
$$

Since the set $\mathcal{O}(x)$ is bounded, one can find a subsequence $\left(\tilde{t}_{k}\right)$ of $\left(t_{m}\right)$ and an element $\tilde{y} \in G$ such that $z\left(\tilde{t}_{k}, x\right) \longrightarrow \tilde{y}$. Hence $\tilde{y} \in K(x)$ and, by (2.27), $|y-\tilde{y}| \geq \varepsilon$ for arbitrary $y \in K(x)$. In particular for $y=\tilde{y}, 0=|\tilde{y}-\tilde{y}| \geq \varepsilon$, a contradiction. This way the proof of (iii) is complete.

We are now in a position to prove the La Salle theorem.
Theorem 2.5. Assume that a mapping $f: \mathbf{R}^{\boldsymbol{n}} \longrightarrow \mathbf{R}^{\boldsymbol{n}}$ is locally Lipschitz, $f(\bar{x})=0$ and there exists a Liapunov function $V$ for (2.20) in a neighbourhood $G$ of $\bar{x}$. If, for an $x \in G, \mathcal{O}(x) \subset G$, then

$$
K(x) \subset\left\{y \in G ; V_{f}(y)=0\right\}
$$

Proof. Let $v(t)=V(z(t, x)), t \geq 0$. Then $v(\cdot)$ is a nonnegative, decreasing function and

$$
\lim _{t+\infty} v(t)=\hat{v} \geq 0
$$

If $y \in K(x)$ then for a sequence $t_{m} \uparrow+\infty, z\left(t_{m}, x\right) \longrightarrow y$. Thus $V(y)=\hat{v}$. It follows from Lemma 2.5(i) that for an arbitrary $y \in K(x)$ and $t \geq 0$, $V(z(t, y))=V(y)$. Hence

$$
V_{f}(y)=\lim _{t \not 0} \frac{1}{t}(V(y)-V(z(t, y)))=0
$$

We will now formulate a version of Theorem 2.5 useful in specific applications.

Let

$$
\begin{equation*}
L=\left\{y \in G ; V_{f}(y)=0\right\} \tag{2.28}
\end{equation*}
$$

and

$$
\begin{equation*}
K \text { be the maximal, invariant for }(2.20) \text {, subset of } L \tag{2.29}
\end{equation*}
$$

Since the sum of invariant subsets for (2.20) is also invariant for (2.20) as well as the set $\{\bar{x}\}$ is invariant, therefore $K$ is a well defined nonempty subset of $G$.

Theorem 2.6. (i) Under conditions of Theorem 2.5,

$$
\varrho(z(t, x), K) \longrightarrow 0, \quad \text { for } t \uparrow+\infty
$$

(ii) If, in addition, $V_{f}(y)<0$ for $y \in G \backslash\{\bar{x}\}$, then $\bar{x}$ is an asymptotically stable equilibrium for (2.20).
Proof. (i) Since $K(x) \subset K$, it is enough to apply Lemma 2.5(iii).
(ii) In this case $L=\{\bar{x}\}=K$.

Exercise 2.8. Show that maximal solutions of the Liénard equation $\ddot{x}+$ $\left(2 a+(\dot{x})^{2}\right) \dot{x}+\nu^{2} x=0, \nu \neq 0$, exist on $[0,+\infty)$. Find the unique equilibrium state for this system and prove that
(i) if $a \geq 0$, then it is asymptotically stable, and
(ii) if $a<0$, then it is not stable.

Hint. Let $V(x, y)=\frac{1}{2}\left(\nu^{2} x^{2}+y^{2}\right), x, y \in \mathbf{R}$. Show that $\frac{d}{d t} V(x, \dot{x}) \leq|a|^{2}$. To prove (i) apply Theorem 2.5. Base the proof of (ii) on Theorem 2.3.

## §2.6. Topological stability criteria

We proceed now to stability criteria based on the concept of the degree of a vector field. They will be applied to stabilizability of control systems in §2.8.

Let $S$ be the unit sphere, i.e., the boundary of the unit ball $B(0,1)=$ $\left\{y \in \mathbf{R}^{n} ;|y|<1\right\}$. With an arbitrary continuous mapping $F: S \longrightarrow S$ one associates, in topology, an integer called the degree of $F$, denoted by $\operatorname{deg} F$, see [25]. Intuitively, if $n=1$, the degree of $F$ is the number of times the image $F(x)$ rotates around $S$ when $x$ performs one oriented rotation. We will not give here a precise definition of the degree of a map but gather its basic properties in the following proposition. For the proofs we refer to [29].

Let us recall that if $F_{0}$ and $F_{1}$ are two continuous mappings from $S$ into $S$ and there exists a continuous function $H:[0,1] \times S \longrightarrow S$ such that

$$
H(0, x)=F_{0}(x), \quad H(1, x)=F_{1}(x), \quad x \in S
$$

then $F_{0}$ and $F_{1}$ are called homotopic and $H$ is a homotopy which deforms $F_{0}$ to $F_{1}$. If $F_{0}$ and $F_{1}$ are homotopic we symbolically write $F_{0} \simeq F_{1}$.

Proposition 2.1. (i) For arbitrary continuous mappings $F_{0}, F_{1}$ from $S$ onto $S$ :

$$
\text { If } F_{0} \simeq F_{1}, \text { then } \operatorname{deg} F=\operatorname{deg} F_{1}
$$

(ii) If a mapping $F$ is constant: $F(x)=\tilde{x}$ for some $\tilde{x} \in S$ and all $x \in S$, then $\operatorname{deg} F=0$.
(iii) If $F$ is an antipodal mapping: $F(x)=-x, x \in S$, then $\operatorname{deg} F=$ $(-1)^{n}$.

Assume that $f$ is a continuous mapping from a ball $B(\bar{x}, \delta) \subset \mathbf{R}^{n}$ onto $\mathbf{R}^{n}, f(\bar{x})=0$ and $f(x) \neq 0$ for $x \neq \bar{x}$. For arbitrary $r \in(0, \delta)$ define a mapping $F_{r}$ from $S$ onto $S$ by the formula

$$
F_{r}(x)=\frac{f(r x+\bar{x})}{|f(r x+\bar{x})|}, \quad x \in S
$$

If $0<r_{0} \leq r_{1}<\delta$ then the transformation

$$
H(s, x)=\frac{f\left(\left(r_{0}+s\left(r_{1}-r_{0}\right)\right) x+\bar{x}\right)}{\mid f\left(\left(r_{0}+s\left(r_{1}-r_{0}\right)\right) x+\tilde{x} \mid\right.}, \quad s \in[0,1], x \in S,
$$

defines a homotopy deforming $F_{r_{0}}$ to $F_{r_{1}}$. By Proposition 2.1 (i), all the mappings $F_{r}, r \in(0, \delta)$, have the same degree, which is called the index of $f$ at $\bar{x}$ and denoted by $\operatorname{Ind}_{\bar{x}} f$. Thus

$$
\operatorname{Ind}_{\bar{x}} f=\operatorname{deg} F_{r}, \quad 0<r<\delta
$$

The following theorem concerns asymptotically stable equilibria and attracting points. A point $\bar{x}$ is attracting for (2.20) if an arbitrary maximal solution $z(\cdot)$ of $(2.20)$ is defined on $[0,+\infty)$ and $\lim _{t \dagger+\infty} z(t)=\bar{x}$.
Exercise 2.9. Construct an equation with an attracting point which is not asymptotically stable.
Hint. See [15, page 59, picture 1.7.9].
Theorem 2.7. If a point $\bar{x}$ is either asymptotically stable or attracting for equation (2.20) with the right hand side satisfying the local Lipschitz condition then

$$
\operatorname{Ind}_{\bar{x}} f=(-1)^{n}
$$

Proof. Without any loss of generality we can assume that $\bar{x}=0$. It follows from the assumptions that $f(0)=0$ and $f(x) \neq 0$ for all $x \neq 0$ in a neighbourhood of 0 .

We show first that there exist numbers $R>r>0$ and $t_{0}>0$ such that for all solutions $z(\cdot, x),|x|=R$, of (2.20)

$$
\left|z\left(t_{0}, x\right)\right|<r .
$$

Moreover, in the case of an asymptotically stable point, the numbers $R>0$ and $r>0$ can be chosen arbitrarily small.

It follows from the assumptions of the theorem that there exist numbers $R_{1}>r_{1}>0$ such that for all $x \in \mathbf{R}^{n},|x|=R_{1}$ :

$$
T_{r_{1}}(x)=\inf \left\{t \geq 0 ;|z(t, x)| \leq r_{1}\right\}<+\infty
$$

Fix $r_{2} \in\left(r_{1}, R_{1}\right)$. If $|x|=R_{1}$, then $T_{r_{2}}(x)<T_{r_{1}}(x)$. Since the solutions of (2.20) depend continuously on initial data, for arbitrary $x,|x|=R_{1}$ one can find $\delta>0$ such that $T_{r_{2}}(y) \leq T_{r_{1}}(x)<+\infty$ provided $|y|=R_{1}$ and $|y-x|<\delta$. Consequently the function $T_{r_{2}}(\cdot)$ is locally bounded on a compact set $\left\{y ;|y|=R_{1}\right\}$ and therefore it is globally bounded:

$$
\begin{equation*}
\hat{T}=\sup \left\{T_{r_{2}}(y) ;|y|=R_{1}\right\}<+\infty \tag{2.30}
\end{equation*}
$$

If $\mathcal{O}$ is an asymptotically stable equilibrium, numbers $R=R_{1}>r_{2}>$ $r_{1}$ and $r \in\left(r_{2}, R\right)$ can be chosen arbitrarily small and such that

$$
|z(t, x)|<r \quad \text { for } t \geq 0 \text { and }|x|=r_{2}
$$

It is therefore enough to take as $t_{0}$ an arbitrary number greater than $\hat{T}$.
If $\mathcal{O}$ is an attracting point then for arbitrary $R_{1}>0$ the set-theoretic sum $K$ of all orbits $\mathcal{O}(x),|x|=R_{1}$, is bounded and invariant. To see this choose a number $T>\widetilde{T}$. Then

$$
K \subset\left\{y ;|y| \leq r_{2}\right\} \cup\left\{y ; y=z(s, x), s \leq T,|x|=R_{1}\right\}
$$

Since the sets $K_{1}$ and $K_{2}$ are compact, the boundedness of $K$ follows. It is also obvious that the set $K$ is invariant. Let $R$ be an arbitrary number such that

$$
\bar{K} \subset\{y ;|x|<R\}
$$

and let

$$
r=\sup \{|y| ; y \in \bar{K}\}
$$

Then

$$
\hat{T}=\sup \left\{T_{R_{1}}(x) ;|x|=R\right\}<+\infty
$$

It is therefore clear that it is enough to choose as $t_{0}$ an arbitrary number greater than $\hat{T}$.

The proof of the theorem follows immediately from the following lemma.
Lemma 2.6. Assume that for some $R>r>0, t_{0}>0$,

$$
\begin{gather*}
\lim _{t+\infty}|z(t, x)|<R, \quad \text { where }|x| \leq R,  \tag{2.31}\\
\left|z\left(t_{0}, x\right)\right|<r, \quad \text { where }|x|=R . \tag{2.32}
\end{gather*}
$$

Then

$$
\operatorname{Ind}_{0} f=(-1)^{n}
$$

Proof of the lemma. Define for $t \in\left(0, t_{0}\right]$

$$
\begin{equation*}
F_{i}(y)=\frac{z(t, R y)-R y}{|z(t, R y)-R y|}, \quad y \in S \tag{2.33}
\end{equation*}
$$

It follows from (2.31) that solutions $z(\cdot, x),|x|=R$, are not periodic functions. Consequently the formula (2.33) defines continuous transformations from $S$ onto $S$ which are clearly homotopic. Taking into account the following homotopy

$$
H(\alpha, y)=\frac{\alpha z\left(t_{0}, R y\right)-R y}{\left|\alpha z\left(t_{0}, R y\right)-R y\right|}, \quad \alpha \in[0,1], y \in S
$$

we see that the transformation $H(1, \cdot)=F_{t_{0}}$ is homotopic to the antipodal $\operatorname{map} H(0, y)=-y, y \in S$. So $\operatorname{deg} F_{t_{0}}=(-1)^{n}$. On the other hand, $\frac{1}{t}(z(t, R y)-R y) \longrightarrow f(R y)$ uniformly on $S$, when $t \downarrow 0$ so for sufficiently small $t>0, F_{t} \simeq f(R \cdot) /|f(R \cdot)|$. Consequently by Proposition 2.1 the result follows.

As a corollary from Theorem 2.7 we obtain that the vector field $f$ defining a stable system is "rich in directions".
Theorem 2.8. Assume that the conditions of Theorem 2.7 are satisfied. Then for sufficiently small $r>0$, the transformation $F_{r}: S \longrightarrow S$ given by

$$
F_{r}(x)=\frac{f(r x+\bar{x})}{|f(r x+\bar{x})|}, \quad x \in S, r>0
$$

transforms $S$ onto $S$. In addition, the mapping $f$ transforms an arbitrary neighbourhood of $\bar{x}$ onto a neighbourhood of 0 .
Proof. It follows from Theorem 2.7 that $\operatorname{deg} F_{r} \neq 0$ for sufficiently small $r>0$. Assume that the transformation $F_{r}$ is not onto $S$ and that a point $\bar{x} \in S$ is not in the image of $F_{r}$. One can easily construct a homotopy deforming $S \backslash\{\bar{x}\}$ to the antipodal point $\bar{x}$. Consequently the transformation $F_{r}$ is homotopic to a constant transformation and, by Proposition 2.1.(ii), $\operatorname{deg} F_{r}=0$, a contradition. Thus $F_{r}$ is a transformation onto $S$. To prove the final statement of the theorem assume that $\bar{x}=0$. Let $r>0$ be a number such that $f(x) \neq 0$ for all $x \in B(0, r) \backslash\{0\}$. If $0<\delta<\min (|f(x)|,|x|=r)$ then for arbitrary $\lambda \in[0,1]$ and $y \in \mathbf{R}^{n}$, $|y|<\delta$,

$$
|\lambda(f(x)-y)+(1-\lambda) f(x)|=|f(x)-\lambda y| \geq|f(x)|-|y| \geq 0
$$

Let us fix $y \in \mathbf{R}^{\boldsymbol{n}}, 0<|y|<\delta$ and define

$$
H(\lambda, x)=\frac{(1-\lambda) f(r x)+\lambda(f(r x)-y)}{|(1-\lambda) f(r x)+\lambda(f(r x)-y)|}, \quad \lambda \in[0,1], x \in S .
$$

Then $H$ is a homotopy deforming $G(x)=\frac{f(r x)}{|f(r x)|}$ to $G_{r}(x)=\frac{f(r x)-y}{|f(r x)-y|}$, $x \in S$. Since $\operatorname{deg} G \neq 0, \operatorname{deg} G_{r} \neq 0$ as well. Assume that for arbitrary $s \in(0, r]$ and arbitrary $x,|x| \leq s, f(x) \neq y$. Then the transformation $G_{r}$ is
homotopic to all, defined analogically, transformations $G_{s}, s \in(0, r]$. Since $f(0)=0$ and $f$ is continuous, for sufficiently small $s>0$ the image $G$, is included in a given in advance neighbourhood of $-y /|y|$. Hence for such $s>0$ the transformations $G_{s}$ cannot be onto $S$ and therefore $\operatorname{deg} G_{s}=0$, contrary to $\operatorname{deg} G_{s}=\operatorname{deg} G_{r} \neq 0$. This finishes the proof.

## §2.7. Exponential stabilizability and the robustness problem

In this section we begin our discussion of the stabilizability of nonlinear systems

$$
\begin{equation*}
\dot{y}=f(y, u), \quad y(0)=x \tag{2.34}
\end{equation*}
$$

Let $U \subset \mathbf{R}^{m}$ be the set of control parameters and assume that the continuous function $f: \mathbf{R}^{n} \times U \longrightarrow \mathbf{R}^{n}$ is such that $f(\bar{x}, \bar{u})=0$ for some $\bar{x} \in \mathbf{R}^{n}$ and $\bar{u} \in U$. Then a feedback is defined as an arbitrary continuous function $v: \mathbf{R}^{n} \longrightarrow U$ such that $v(\bar{x})=\bar{u}$. Feedbacks determine closed loop systems

$$
\begin{equation*}
\dot{z}=g(z), \quad z(0)=x \in \mathbf{R}^{n} \tag{2.35}
\end{equation*}
$$

where

$$
\begin{equation*}
g(x)=f(x, v(x)), \quad x \in \mathbf{R}^{n} \tag{2.36}
\end{equation*}
$$

A feedback $v$ is stabilizing if $\bar{x}$ is a stable equilibrium for (2.35). A feedback $v$ stabilizes (2.34) exponentially or asymptotically or in the sense of Liapunov if the state $\bar{x}$ is respectively exponentially stable or asymptotically stable or stable in the sense of Liapunov for the closed loop system. If for system (2.34) there exists a feedback with one of the specified properties, then system (2.34) is called stabilizable exponentially, asymptotically or in the sense of Liapunov.

The stabilization problem consists of formulating checkable conditions on the right hand side of (2.34) implying stabilizability and of constructing stabilizing feedback.

To simplify notation we assume that $\bar{x}=0, \bar{u}=0$.
We first examine exponential stabilizability and restrict considerations to the case when $0 \in \mathbf{R}^{m}$ is an interior point of $U$ and the function $f$ as well as admissible feedbacks are differentiable respectively at $(0,0) \in \boldsymbol{R}^{\boldsymbol{n}} \times \mathbf{R}^{\boldsymbol{m}}$ and $0 \in \boldsymbol{R}^{n}$. According to our definitions, system (2.34) is exponentially stabilizable if there exists a feedback $v$ and numbers $\omega<0, \delta>0$ and $M$ such that for arbitrary solution $z(t), t \in[0, \tau)$, of (2.34), with $|z(0)|<\delta$,

$$
\begin{equation*}
|z(t)| \leq M e^{\omega t}|z(0)|, \quad t \in[0, \tau) \tag{2.37}
\end{equation*}
$$

The infimum of all $\omega<0$ from (2.37) is called the exponent of stabilizability of (2.34). Let us recall that the linearization of the system (2.34) is of the form

$$
\begin{equation*}
\dot{y}=A y+B u \tag{2.38}
\end{equation*}
$$

where

$$
\begin{equation*}
A=f_{x}(0,0), \quad B=f_{u}(0,0) \tag{2.39}
\end{equation*}
$$

The following theorem gives a complete solution to the question of exponential stabilizability.

Theorem 2.9. (i) System (2.34) is exponentially stabilizable if and only if the linear system (2.38)-(2.39) is stabilizable.
(ii) An exponentially stabilizing feedback can always be found to be linear.
(iii) System (2.34) and its linearization (2.38)-(2.39) have the same stabilizability exponents.
Proof. Assume that $v$ is a feedback such that (2.37) holds. It follows from the differentiability of $f$ and $v$ that

$$
g(x)=\left(f_{x}(0,0)+f_{u}(0,0) v_{x}(0)\right) x+h(x), \quad x \in \mathbf{R}^{n}
$$

where

$$
\frac{|h(x)|}{|x|} \longrightarrow 0, \quad \text { if }|x| \longrightarrow 0
$$

By Lemma 2.3 the matrix $\tilde{A}=f_{x}(0,0)+f_{u}(0,0) v_{x}(0)$ is stable, and, for arbitrary $N>M$ and $\omega<\gamma<0$,

$$
\begin{equation*}
\left|e^{\tilde{A} t}\right| \leq N e^{\gamma t}, \quad t \geq 0 \tag{2.40}
\end{equation*}
$$

Therefore the linearization (2.38)-(2.39) is exponentially stabilizable by the linear feedback $x \longrightarrow v_{x}(0) x$ and the stabilizability exponent of the linearization is not greater than the stabilizability exponent of (2.34).

Assume that a feedback $v$ is of the form $v(x)=K x, x \in K$, and that (2.40) holds for the matrix $\widetilde{A}=f_{x}(0,0)+f_{\sim}^{\sim}(0,0) K$. Then the derivative of $\tilde{g}(\cdot)=f(\cdot, v(\cdot))$ at 0 is identical with $\tilde{A}$. By Theorem 2.3 the state 0 has identical exponent stability with respect to the following linear and nonlinear systems:

$$
\dot{z}=\tilde{A} z \quad \text { and } \quad \dot{z}=\tilde{g}(z)
$$

Consequently the stabilizability exponent for (2.34) is not greater than the stabilizability exponent of its linearization, and a linear feedback which stabilizes the linearization of (2.34) also stabilizes the system (2.34). This way the proof of the theorem is complete.

It follows from the proof of Theorem 2.9 that
Corollary 2.2. If the pair $\left(f_{x}(0,0), f_{u}(0,0)\right)$ is stabilizable and for a matrix $K$ the matrix $f_{x}(0,0)+f_{u}(0,0) K$ is stable then the linear feedback $v(x)=$ $K x, x \in \mathbf{R}^{n}$, stabilizes (2.34) exponentially.

Corollary 2.3. If the pair $\left.\left(f_{x}(0,0)\right), f_{u}(0,0)\right)$ is not stabilizable then for arbitnary (differentiable at 0) feedback there exist trajectories of the closed loop system which start arbitrarily close to 0 but do not tend to 0 exponentially fast.

We will now discuss the related problem of the robustness of exponentially stabilizable systems.

Assume that (2.37) holds for the closed-loop system (2.35)-(2.36) and let $r$ be a transformation from $R^{n}$ into $R^{n}$ of class $C^{1}$ and such that $r(0)=0$. We ask for what "perturbations" $r$ the system

$$
\begin{equation*}
\dot{z}=g(z)+r(z), \quad z(0)=x \tag{2.41}
\end{equation*}
$$

remains exponentially stable. The following lemma holds.
Lemma 2.7. Assume that

$$
\begin{equation*}
\lim _{x \rightarrow 0} \frac{|r(x)|}{|x|}<\frac{|\omega|}{M} \tag{2.42}
\end{equation*}
$$

Then system (2.41) is exponentially stable.
Proof. Let $\tilde{A}=g_{x}(0), C=r_{x}(0)$. The linearization of (2.41) is of the form

$$
\begin{equation*}
\dot{z}=(\tilde{A}+C) z \tag{2.43}
\end{equation*}
$$

Note that $|C| \leq \lim _{x \rightarrow 0} \frac{|r(x)|}{|x|}$ and therefore

$$
\begin{equation*}
|C|<\frac{|\beta|}{N} \tag{2.44}
\end{equation*}
$$

where $\beta>\omega$ and $N>M$ are numbers sufficiently close to $\omega$ and $M$ respectively. By Lemma 2.3

$$
\begin{equation*}
\left|e^{\widetilde{A} t}\right| \leq N e^{\beta t} \quad \text { for } t \geq 0 \tag{2.45}
\end{equation*}
$$

It follows from (2.44) and (2.45) that for a solution $z(\cdot)$ of (2.43)

$$
z(t)=e^{\tilde{A} t} z(0)+\int_{0}^{t} e^{\tilde{A}(t-s)} C z(s) d s, \quad t \geq 0, x \in \mathbf{R}^{n}
$$

and

$$
\begin{gathered}
|z(t)| \leq N e^{\beta t}|z(0)|+N|C| \int_{0}^{t} e^{\beta(t-s)}|z(s)| d s \\
e^{-\beta t}|z(t)| \leq N|z(0)|+N|C| \int_{0}^{t} e^{-\beta s}|z(s)| d s, \quad t \geq 0
\end{gathered}
$$

Taking into account Lemma 2.1 we see that

$$
\begin{aligned}
e^{-\beta t}|z(t)| & \leq N e^{N|C| t}|z(0)| \\
|z(t)| & \leq N e^{(\beta+N|C|) t}|z(0)|, \quad t \geq 0
\end{aligned}
$$

Since $\beta+N|C|<0$, system (2.43) is exponentiably stable.
The supremum of $|\omega| / M$, where $\omega$ and $M$ are arbitrary numbers from the definition (2.37) of exponential stabilizability, will be called the robustness index of system (2.34).

The following theorem gives an upper bound on the robustness index. In its formulation,

$$
\delta=\sup \{\varrho(x, \operatorname{Im} A) ; x \in \operatorname{Im} B,|x|=1\}
$$

where $\operatorname{Im} A$ and $\operatorname{Im} B$ are the images of the linear transformations $A=$ $f_{x}(0,0)$ and $B=f_{u}(0,0)$.
Theorem 2.10. If, for a feedback $v$, relation (2.37) holds, then

$$
\frac{|\omega|}{M} \leq \frac{|A|}{\delta}
$$

Proof. Taking into account Lemma 2.3, we can assume that system (2.34) and the feedback $v$ are linear, $v(x)=K x, x \in \mathbf{R}^{n}$. The theorem is trivially true if $\delta=0$. Assume that $\delta \neq 0$ and let $\bar{x}$ be a vector such that $A \bar{x}+B u \neq 0$ for all $u \in \mathbf{R}^{m}$. Define the control $\bar{u}(\cdot)$ by the formula

$$
\bar{u}(t)=K(y(t)-\bar{x}), \quad t \geq 0
$$

where

$$
\dot{y}=A y+B \bar{u}, \quad y(0)=\bar{x} .
$$

Let $\bar{y}(t)=y(t)-\bar{x}$ and $\tilde{A}=A+B K$. Then

$$
\begin{align*}
\dot{\bar{y}} & =(A+B K) \bar{y}+A \bar{x}  \tag{2.46}\\
& =\tilde{A} \bar{y}+A \bar{x}, \quad \bar{y}(0)=0 .
\end{align*}
$$

It follows from (2.37) and (2.46) that

$$
\begin{align*}
|y(t)-\bar{x}| & =|\bar{y}(t)|=\left|\int_{0}^{t} e^{\tilde{A}(t-s)}\right| A \bar{x}|d s|  \tag{2.47}\\
& \leq \frac{M}{|\omega|}|A \bar{x}|, \quad t \geq 0
\end{align*}
$$

On the other hand, repeating the arguments from the first part of the proof of Theorem 1.7, we obtain that for an arbitrary control $u(\cdot)$ and the corresponding output $y^{u}(\cdot)$ satisfying

$$
\dot{y}=A y+B u, \quad y(0)=\bar{x}
$$

one has

$$
\begin{equation*}
\sup _{t \geq 0}\left|y^{u}(t)-\bar{x}\right| \geq\left(|a|-\frac{\gamma}{|a|}\right)|A|^{-1} \tag{2.48}
\end{equation*}
$$

where $a$ is the vector of the form $A \bar{x}+B u$ with the minimal norm and $\gamma \in\left(0,|a|^{2}\right)$. Comparing formulae (2.47) and (2.48) we have

$$
\left(|a|-\frac{\gamma}{|a|}\right) \leq \frac{M}{|\omega|}|A \bar{x}||A|
$$

Taking into account constraints on $\gamma$ and $\bar{x}$ and the definition of $\delta$ we easily obtain the required estimate.

It follows from the theorem that the robustness index is in general finite. Hence, if all solutions of the closed-loop system tend to zero fast then some of the solutions will deviate far from the equilibrium on initial time intervals.
Corollary 2.4. If $\operatorname{Im} A$ is not contained in $\operatorname{Im} B$ then

$$
\frac{|\omega|}{M} \leq \frac{|A|}{\delta}<+\infty
$$

Corollary 2.5. The robustness index of (2.34) is bounded from above by $|A| / \delta$.

## §2.8. Necessary conditions for stabilizability

We will now deduce necessary conditions for stabilizability. The following theorem is a direct consequence of the result from $\S 2.6$ and is concerned with systems (2.34), (2.35) with $f$ and $v$ satisfying local Lipschitz conditions.
Theorem 2.11. If system (2.34) is asymptotically stabilizable then the mapping $f(\cdot, \cdot)$ transforms arbitrary neighbourhoods of $(0,0) \in \mathbf{R}^{\boldsymbol{n}} \times \mathbf{R}^{\boldsymbol{m}}$ onto neighbourhoods $0 \in \mathbf{R}^{n}$.
Proof. If $v$ is a feedback stabilizing (2.34) asymptotically then the closedloop system (2.35)-(2.36) satisfies all the assumptions of Theorem 2.8. Hence the mapping $x \longrightarrow f(x, v(x))$ transforms an arbitrary neighbourhood of $0 \in \mathbf{R}^{n}$ onto a neighbourhood of $0 \in \mathbf{R}^{n}$.

Taking into account Theorem 2.11 one can show that for nonlinear systems local controllability does not imply, in general, asymptotic stabilizability. Such implication is of course true for linear systems, see Theorem I.2.9.

Example 2.1. Consider again the system

$$
\begin{aligned}
& \dot{y}_{1}=u \\
& \dot{y}_{2}=v \\
& \dot{y}_{3}=y_{1} v-y_{2} u, \quad\left[\begin{array}{l}
u \\
v
\end{array}\right] \in U=\mathbf{R}^{2} .
\end{aligned}
$$

We know, see §1.4, Example 1.3, that the system is locally controllable at an arbitrary point, in particular, at $0 \in \mathbf{R}^{3}$. Let us remark, however, that the image of $f(\cdot, \cdot)$ does not contain vectors of the form $\left[\begin{array}{l}0 \\ 0 \\ \gamma\end{array}\right], \gamma \neq 0$, so the necessary condition for stabilizability is not satisfied. Hence the system is not asymptotically stabilizable. This is a suprising result as it concerns a system which differs only slightly from a linear one.

The following theorem is also an immediate consequence of Theorem 2.8.

Theorem 2.12. Assume that there exists a feedback which either asymptotically stabilizes (2.34) or for which $0 \in \mathbf{R}^{n}$ is an attracting point for the closed-loop system (2.35)-(2.36). Then, for sufficiently small $r>0$, transformations $F_{r}: S \times U \longrightarrow S$ given by

$$
\begin{equation*}
F_{r}(x, u)=\frac{f(r x, u)}{|f(r x, u)|}, \quad x \in S, u \in U \tag{2.49}
\end{equation*}
$$

are onto $S$.
Example 2.2. It is not difficult show that the following system on $\mathbf{R}^{\mathbf{2}}$

$$
\begin{equation*}
\dot{y}_{1}=\left(4-y_{2}^{2}\right) u, \quad \dot{y}_{2}=y_{2}-e^{-y_{1}} v \tag{2.50}
\end{equation*}
$$

with $U=\left\{\left[\begin{array}{l}u \\ v\end{array}\right] \in \mathbf{R}^{2} ; u \geq 0,-1 \leq v \leq 1\right\}$ is controllable to $0 \in \mathbf{R}^{2}$ from an arbitrary state in $\mathbf{R}^{2}$. Let us also remark that the first coordinate of the right side of (2.50) is nonnegative for state vectors close to $0 \in \mathbf{R}^{2}$. Therefore, for sufficiently small $r>0$, transformation (2.49) cannot be onto $S$. Thus, although system (2.50) is exactly controllable to $0 \in \mathbf{R}^{2}$, one cannot find a feedback $v$ such that the state 0 is attracting for the closed-loop system determined by $v$.

## § 2.9. Stabilization of the Euler equations

We will now apply the obtained results to an analysis of an important control system described by the Euler equations from Example 0.2.

Let us recall that the stated equation was of the form

$$
\begin{equation*}
J \dot{\omega}=S(\omega) J \omega+B u, \quad \omega(0) \in \mathbf{R}^{3} \tag{2.51}
\end{equation*}
$$

where

$$
J=\left[\begin{array}{ccc}
I_{1} & 0 & 0 \\
0 & I_{2} & 0 \\
0 & 0 & I_{3}
\end{array}\right], \quad S(\omega)=\left[\begin{array}{ccc}
0 & \omega_{3} & -\omega_{2} \\
-\omega_{3} & 0 & \omega_{1} \\
\omega_{2} & -\omega_{1} & 0
\end{array}\right], \quad \omega \in \mathbf{R}^{3}
$$

$$
B=\left[\begin{array}{lll}
b_{1}, & b_{2}, & b_{3}
\end{array}\right], \quad b_{i}=\left[\begin{array}{l}
b_{1 i} \\
b_{2 i} \\
b_{3 i}
\end{array}\right] \in \mathbf{R}^{3}, \quad i=1,2,3
$$

The control set is $U=\mathbf{R}^{3}$. We assume that $I_{i} \neq 0, I_{i} \neq I_{j}, i, j=1,2,3$, $i \neq j$. Vectors $b_{i}, i=1,2,3$ will be called the control axes.

We will look for conditions under which system (2.51) is stabilizable and for formulae defining stabilizing feedbacks $v: \mathbf{R}^{\mathbf{3}} \rightarrow \mathbf{R}^{\mathbf{3}}, v(0)=0$.

The closed-loop system corresponding to $v$ is given by the equation

$$
\begin{equation*}
\dot{\omega}=F(\omega) \tag{2.52}
\end{equation*}
$$

where

$$
F(\omega)=J^{-1} S(\omega) J \omega+J^{-1} B v(\omega)
$$

The question of exponential stabilizability has, in the present case, a simple solution. The linearization of (2.51) is given by

$$
\begin{equation*}
\dot{\omega}=J^{-1} B u . \tag{2.53}
\end{equation*}
$$

Since the pair $\left(0, J^{-1} B\right)$ is stabilizable if and only if the matrix $J^{-1} B$ is invertible therefore, by Theorem 2.9 , system (2.51) is exponentially stabilizable if and only if $\operatorname{det} B \neq 0$.

Let

$$
W(\omega)=\frac{1}{2} \omega^{*} J \omega=\frac{1}{2}\left(I_{1} \omega_{1}^{2}+I_{2} \omega_{2}^{2}+I_{3} \omega_{3}^{2}\right), \quad \omega \in \mathbf{R}^{3}
$$

Then $W$ is the kinetic energy of the system and the Liapunov derivative $W_{F}$ of $W$, see (2.24), is given by

$$
\begin{aligned}
W_{F}(\omega) & =\omega^{*} J J^{-1} S(\omega) J \omega+\omega^{*} J J^{-1} B v(\omega) \\
& =\operatorname{det}[J \omega, \omega, \omega]+\omega^{*} B v(\omega) \\
& =\omega^{*} B v(\omega), \quad \omega \in \mathbf{R}^{\mathbf{3}}
\end{aligned}
$$

If $v \equiv 0$ then $W_{F} \leq 0$ and $W$ is a Liapunov function for (2.52). By Theorem 2.4, the constant feedback $v \equiv 0$ stabilizes system (2.51) in the sense of Liapunov.

Let us remark that if a feedback $v$ is given by

$$
\begin{equation*}
v(\omega)=-B^{*} \omega, \quad \omega \in \mathbf{R}^{3} \tag{2.54}
\end{equation*}
$$

then

$$
\begin{equation*}
W_{F}(\omega)=-\omega^{*} B B^{*} \omega=-\left|B^{*} \omega\right|^{2} \leq 0, \quad \omega \in \mathbf{R}^{3} \tag{2.55}
\end{equation*}
$$

and $W$ is a Liapunov function for (2.52) also in this case.

The following theorem shows that for a large class of systems (2.51) feedback (2.54) is asymptotically stabilizing.
Theorem 2.13 Feedback $v(\omega)=-B^{*} \omega, \omega \in \mathbf{R}^{3}$, stabilizes system (2.51) asymptotically if and only if every row of the matrix $B$ has a non-zero element.
Proof. By (2.55) the closed-loop system

$$
\begin{equation*}
\dot{\omega}=J^{-1} S(\omega) J \omega-J^{-1} B B^{*} \omega \tag{2.56}
\end{equation*}
$$

is stable in the sense of Liapunov. It follows from the La Salle theorem that an arbitrary trajectory (2.56) converges, as $t \uparrow+\infty$, to the maximal invariant set $K$ contained in

$$
L=\left\{\omega \in \mathbf{R}^{3} ; W_{F}(\omega)=0\right\}=\operatorname{ker} B^{*}
$$

In particular the set $M$ of all stationary points for (2.56) is in $L$ :

$$
M=\left\{\omega \in \mathbf{R}^{3} ; F(\omega)=0\right\}=\{\omega \in L ; S(\omega) J \omega=0\}=N \cap L
$$

where $N=\left\{\omega \in \mathbf{R}^{3} ; S(\omega) J \omega=0\right\}$.
Let us denote by $q_{i}$ the $i$-th coordinate axis and by $P_{j}$ the hyperplane orthogonal to the $j$-th control axis $b_{j}, i, j=1,2,3$. Then $L=$ ker $B^{*}=$ $\bigcap_{j=1}^{3} P_{j}$ and

$$
M=\bigcap_{j=1}^{3} P_{j} \cap\left(\bigcup_{i=1}^{3} q_{i}\right)=\bigcap_{j=1}^{3} \bigcup_{i=1}^{3} P_{j} \cap q_{i}
$$

Moreover

$$
P_{j} \cap q_{i}= \begin{cases}\{0\}, & \text { if } b_{i, j} \neq 0 \\ q_{i}, & \text { if } b_{i, j}=0\end{cases}
$$

Therefore, if $b_{i, j}=0$ for $j=1,2,3$, then $M=q_{i}$. Consequently $M=\{0\}$ if and only if for arbitrary $i=1,2,3$ there exists $j=1,2,3$ such that $b_{i, j} \neq 0$.

If system (2.56) is asymptotically stable then $M=\{0\}$ and therefore every row of $B$ has a non-zero element. This proves the theorem in one direction.

To prove the converse implication assume that $M=\{0\}$. We will consider three cases.
(i) rank $B=3$. Then $L=\{0\}$ and since $K \subset L$ we have $K=\{0\}$.
(ii) $\operatorname{rank} B=2$. In this case $L$ is a straight line. If $\omega(\cdot)$ is an arbitrary trajectory of (2.56), completely contained in $K$, then, taking into account that $K \subset L$,

$$
\frac{d}{d t} W(\omega(t))=-\left|B^{*} \omega(t)\right|^{2}=0, \quad t \geq 0
$$

and, consequently, for a constant $c$

$$
W(\omega(t))=c=W(\omega(0)), \quad t \geq 0
$$

Since the trajectory $\omega(\cdot)$ is contained in the line $L$ and in the ellipsoid $\left\{\omega \in \mathbf{R}^{3} ; W(\omega)=c\right\}$, it has to be a stationary solution: $\omega(t)=\omega(0), t \geq 0$. Finally we get that $c=0$ and

$$
M \subset K \subset L \cap\{0\}=\{0\}
$$

We see that $K=\{0\}$.
(iii) $\operatorname{rank} B=1$. Without any loss of generality we can assume that $b_{1} \neq 0, b_{2}=b_{3}=0$. Note that

$$
\begin{aligned}
K \subset P & =\{\omega \in L ; F(\omega) \in L\} \\
& =\left\{\omega \in L ; b_{1}^{*}\left(J^{-1} S(\omega) J \omega-J^{-1} B B^{*} \omega\right)=0\right\} \\
& =\left\{\omega \in \mathbf{R}^{3} ; b_{1}^{*} J^{-1} S(\omega) J \omega=0 \text { and } b_{1}^{*} \omega=0\right\}
\end{aligned}
$$

Therefore the set $P$ is an intersection of a cone, defined by the equation

$$
b_{11} I_{23} \omega_{2} \omega_{3}+b_{21} I_{31} \omega_{3} \omega_{1}+b_{31} I_{12} \omega_{1} \omega_{2}=0
$$

where $I_{23} \leq\left(I_{2}-I_{3}\right) / I_{1}, I_{31}=\left(I_{3}-I_{1}\right) / I_{2}, I_{12}=\left(I_{1}-I_{2}\right) / I_{3}$ and of the plane

$$
b_{11} \omega_{1}+b_{21} \omega_{2}+b_{31} \omega_{3}=0, \quad \omega \in \mathbf{R}^{3}
$$

Consequently $P$ can be either a point or a sum of two, not necessarily different, straight lines. As in case (ii), we show that

$$
K \subset P \cap\left\{\omega \in \mathbf{R}^{3} ; W(\omega)=c\right\} \quad \text { for } c=0
$$

and finally $K=\{0\}$.

## Bibliographical notes

The main stability test is taken from E. Coddington and N. Levinson [15]. The content of Theorem 2.4 is sometimes called the second Liapunov method of studying stability. The first one is the linearization. Theorem 2.7 is due to M. Krasnoselski and P. Zabreiko [35]; see also [70]. A similar result was obtained independently by R. Brockett, and Theorem 2.11 is due to him. He applied it to show that, in general, for nonlinear systems, local controllability does not imply asymptotic stabilizability. Theorem 2.9 is taken from [70], as is Theorem 2.10. Theorem 2.13 is due to M. Szafranski [55] and Exercise 2.9 to H. Sussman.

## Chapter 3 <br> Realization theory

It is shown in this chapter how, by knowing the input-output map of a control system, one can determine the impulse-response function of its linearization. A control system with a given input-output map is also constructed.

## §3.1. Input-output maps

Let us consider a control system

$$
\begin{align*}
\dot{y} & =f(y, u), \quad y(0)=x \in \mathbf{R}^{n}  \tag{3.1}\\
w & =h(y) \tag{3.2}
\end{align*}
$$

with an open set of control parameters $U \subset \mathbf{R}^{m}$. Assume that the function $f$ satisfies the conditions of Theorem 1.3 and that $h$ is a continuous function with values in $\mathbf{R}^{k}$. Let us fix $T$ and denote by $B(0, T ; U)$ and $C\left(0, T ; \mathbf{R}^{k}\right)$ the spaces of bounded, Borel and continuous functions respectively defined on $[0, T]$ and with values in $U$ and in $\mathbf{R}^{k}$. For an arbitrary function $u(\cdot) \in B(0, T ; U)$ there exists exactly one solution $y^{u}(t, x), t \in[0, T]$, of the equation (3.1), and thus for arbitrary $\bar{x} \in \mathbf{R}^{n}$ the formula

$$
\begin{equation*}
\mathcal{R} u(t)=w(t)=h\left(y^{u}(t, \bar{x})\right), \quad t \in[0, T] \tag{3.3}
\end{equation*}
$$

defines an operator from $B(0, T ; U)$ into $C\left(0, T ; \mathbf{R}^{k}\right)$. As in the linear case (compare §I.3.1, formula (3.2)), the transformation $\mathcal{R}$ will be called the input-output map of the system (3.1)-(3.2). Realization theory is concerned with the construction of a system (3.1)-(3.2) assuming the knowledge of its input-output map. The linear theory was discussed in Chapter I.3. The nonlinear case is much more complicated, and we limit our presentation to two typical results.

The same input-output map can be defined by different linear systems (3.1)-(3.2). On the other hand, input-output maps determine uniquely several important characteristics of control systems. One of them is the impulse-response function of the linearization we now show.

Assume that $U=\mathbf{R}^{m}$ and that a state $\bar{x}$ and a parameter $\bar{u} \in \mathbf{R}^{m}$ form a stationary pair, $f(\bar{x}, \bar{u})=0$. Let us recall (see (1.19) and Theorem 1.11)
that if the mappings $f$ and $h$ are differentiable at ( $\bar{x}, \bar{u}$ ) and $\bar{x}$ respectively, then the linearization of (3.1)-(3.2) at $(\bar{x}, \bar{u})$ is of the form

$$
\begin{align*}
\dot{y} & =A y+B u, \quad y(0)=x,  \tag{3.4}\\
w & =C y, \tag{3.5}
\end{align*}
$$

where $A=f_{x}(\bar{x}, \bar{u}), B=f_{u}(\bar{x}, \bar{u}), C=h_{x}(\bar{x})$.
The function

$$
\begin{equation*}
\Psi(t)=C e^{t A} B=h_{x}(\bar{x}) e^{t f_{x}(\bar{x}, \bar{u})} f_{u}(\bar{x}, \bar{u}), \quad t \geq 0, \tag{3.6}
\end{equation*}
$$

is the impulse-response function of the linearization (3.4)-(3.5).
Theorem 3.1. If mappings $f: \mathbf{R}^{n} \times \mathbf{R}^{m} \longrightarrow \mathbf{R}^{n}, h: \mathbf{R}^{n} \longrightarrow \mathbf{R}^{k}$ are of class $C^{1}$ and $f$ satisfies the linear growth condition (1.6), then the inputoutput map $\mathcal{R}$ of (3.1)-(3.2) is well defined and uniquely determines the impulse-response function (3.6) of the linearization (3.4)-(3.5).
Proof. Let $u:[0, T] \longrightarrow \mathbf{R}^{\boldsymbol{m}}$ be a continuous function such that $u(0)=0$. For an arbitrary number $\gamma$ and $t \in[0, T]$

$$
\mathcal{R}(\bar{u}+\gamma u)(t)=h\left(y^{\gamma u}(t, \bar{x})\right)=h(z(t, \gamma)),
$$

where $z(t)=z(t, \gamma), t \in[0, T]$, is a solution to the equation

$$
\dot{z}(t)=f(z(t), \bar{u}+\gamma u(t)), \quad t \in[0, T], z(0)=\bar{x} .
$$

By Theorem 1.5, solution $z(\cdot, \cdot)$ is differentiable with respect to $\gamma$. Moreover derivatives $z_{\gamma}(t)=z_{\gamma}(t, 0), t \in[0, T]$, satisfy the linear equation

$$
\frac{d}{d t} z_{\gamma}(t)=f_{x}(\bar{x}, \bar{u}) z_{\gamma}(t)+f_{u}(\bar{x}, \bar{u}) u(t), \quad z_{\gamma}(0)=0 .
$$

Consequently

$$
\begin{aligned}
& \lim _{\gamma \rightarrow 0} \frac{1}{\gamma}(\mathcal{R}(\bar{u}+\gamma u)(t)-\mathcal{R}(\bar{u})(t))=h_{x}(\bar{x}) z_{\gamma}(t) \\
&= \int_{0}^{t} h_{x}(\bar{x}) e^{(t-s) f_{x}(\bar{x}, \bar{u})} f_{u}(\bar{x}, \bar{u}) u(s) d s, \quad t \in[0, T]
\end{aligned}
$$

and we see that $\mathcal{R}$ determines $\Psi(\cdot)$ uniquely.

## §3.2. Partial realizations

Given an input-output map $\mathcal{R}$, we construct here a system of the type (3.1)-(3.2), which generates, at least on the same time intervals, the mapping $\mathcal{R}$. To simplify the exposition, we set $k=1$.

Let

$$
\begin{align*}
u(t) & =u\left(t ; v_{1}, \ldots, v_{l} ; u_{1}, \ldots, u_{l}\right)  \tag{3.7}\\
u^{\prime}(t) & =u\left(t ; v_{1}^{\prime}, \ldots, v_{l}^{\prime} ; u_{1}^{\prime}, \ldots, u_{l}^{\prime}\right), \quad t \geq 0 \tag{3.8}
\end{align*}
$$

be inputs defined by (1.37); see $\S 1.4$. We define a new control function $u^{\prime} \circ u$ setting

$$
u^{\prime} \circ u(t)= \begin{cases}u(t) & \text { for } t \in\left[0, v_{1}+\ldots+v_{l}\right) \\ u^{\prime}\left(t-\left(v_{1}+\ldots+v_{l}\right)\right) & \text { for } t \geq v_{1}+\ldots+v_{l}\end{cases}
$$

Hence

$$
u^{\prime} \circ u(t)=u\left(t ; v_{1}, \ldots, v_{l}, v_{1}^{\prime}, \ldots, v_{l}^{\prime} ; u_{1}, \ldots, u_{l}, u_{1}^{\prime}, \ldots, u_{l}^{\prime}\right), \quad t \geq 0
$$

Let us fix parameters $\left(u_{1}, \ldots, u_{l}\right)$ and inputs

$$
\begin{equation*}
u^{j}(\cdot)=u\left(\cdot ; v_{1}^{j}, \ldots, v_{l_{j}}^{j} ; u_{1}^{j}, \ldots, u_{l_{j}}^{j}\right), \quad j=1, \ldots, r \tag{3.9}
\end{equation*}
$$

Define, on the set $\Delta=\left\{\left(v_{1}, \ldots, v_{l}\right)^{*} ; v_{1}+\ldots+v_{l}<T, v_{1}>0, \ldots, v_{l}>0\right\}$, a mapping $G=\left[\begin{array}{c}g_{1} \\ \vdots \\ g_{r}\end{array}\right]$ with values in $\mathbf{R}^{r}$ in the following way:

$$
\begin{aligned}
g_{j}\left(v_{1}, \ldots, v_{l}\right) & =\mathcal{R}\left(u^{j} \circ u\right)\left(v_{1}+\ldots+v_{l}+v_{1}^{j}+\ldots+v_{l_{j}}^{j}\right) \\
& =h\left(y^{u^{j} o u}\left(v_{1}+\ldots+v_{l}+v_{1}^{j}+\ldots+v_{l_{j}}^{j}, \bar{x}\right)\right) \\
& v=\left[\begin{array}{c}
v_{1} \\
\vdots \\
v_{l}
\end{array}\right] \in \Delta, \quad j=1, \ldots, r .
\end{aligned}
$$

The mapping $G$ is a composition $G=G^{2} G^{1}$ of transformations $G^{1}: \Delta \longrightarrow \mathbf{R}^{n}$ and $G^{2}: \mathbf{R}^{n} \longrightarrow \mathbf{R}^{r}$, given by

$$
\begin{gather*}
G^{1}(v)=y^{u\left(\cdot, v_{1}, \ldots, v_{i} ; u_{1}, \ldots, u_{l}\right)}\left(v_{1}+\ldots+v_{l}, \bar{x}\right), \quad v=\left[\begin{array}{c}
v_{1} \\
\vdots \\
v_{l}
\end{array}\right] \in \Delta  \tag{3.10}\\
G^{2}(x)=\left(h\left(y^{\mathbf{u}^{j}}\left(v_{1}^{j}+\ldots+v_{l_{j}}^{j} ; x\right)\right)\right)_{j=1,2, \ldots, r}, \quad x \in \mathbf{R}^{n} \tag{3.11}
\end{gather*}
$$

The following lemma holds.
Lemma 3.1. If $h$ and $f$ are of class $C^{1}$, then

$$
\operatorname{rank} G_{v}(v) \leq n, \quad v=\left[\begin{array}{c}
v_{1} \\
\vdots \\
v_{l}
\end{array}\right] \in \Delta
$$

Proof. The derivative $G_{v}(v)$ of $G$ at $v \in \Delta$ is the composition of the derivatives $G_{v}^{1}(v)$ and $G_{x}^{2}\left(G^{1}(v)\right)$ which have ranks not greater than the dimension of $\mathbf{R}^{\boldsymbol{n}}$.

An input-output map $\mathcal{R}$ is said to be regular if there exist parameters $u_{1}, \ldots, u_{n} \in U$, controls $u^{1}, \ldots, u^{n}$ of the form (3.9) and $\tilde{v} \in \mathbf{R}^{n}$ such that

$$
\operatorname{rank} G_{v}(\tilde{v})=n
$$

In addition, coordinates $\tilde{v}_{1}, \ldots, \tilde{v}_{n}$ of $\tilde{v}$ should satisfy the constraints

$$
\tilde{v}_{1}+\ldots+\tilde{v}_{n}+v_{1}^{j}+\ldots+v_{l_{j}}^{j}<T, j=1, \ldots, n .
$$

Controls $\tilde{u}(\cdot)=u\left(\cdot ; \tilde{v}_{1}, \ldots, \tilde{v}_{n} ; u_{1}, \ldots, u_{n}\right), u^{1}(\cdot), \ldots, u^{n}(\cdot)$ and the sequence ( $\tilde{v}_{1}, \ldots, \tilde{v}_{n}$ ) are called reference inputs and a reference sequence.

Let $D$ be a bounded open subset of $\mathbf{R}^{n}, \tilde{v} \in \mathbf{R}^{n}, \tilde{f}$ a continuous mapping from $D \times U$ in $\mathbf{R}^{n}$ and $\tilde{h}$ a real function on $D$. Assume that there exists a constant $c>0$ such that $|\tilde{f}(v, u)| \leq c(|v|+|u|+1),|\tilde{f}(v, u)-\tilde{f}(w, u)| \leq$ $c|v-w|, v, w \in D, u \in U$. Let $\widetilde{T}>0$ be a positive number. Then for an arbitrary bounded control $u(t), t \geq 0$, there exists a unique maximal in $D$ solution $\tilde{y}(t)=\tilde{y}^{u}(t, v), t \in[\tilde{T}, \tau(u))$, of

$$
\begin{align*}
\dot{\tilde{y}} & =\tilde{f}(\tilde{y}(t), u(t)), \quad t \in[\tilde{T}, \tau(u)),  \tag{3.12}\\
\tilde{y}(\tilde{T}) & =v ;
\end{align*}
$$

see Theorem 1.3 and Theorem 1.1.
If there exist a bounded control $\tilde{u}(t), t \geq 0$, a vector $\tilde{v} \in D$ and a number $\tilde{T}<T$ such that, for all controls $u(\cdot) \in B(0, T ; U)$ which coincide with $\tilde{u}(\cdot)$ on $[0, \widetilde{T}]$, one has

$$
\begin{equation*}
\mathcal{R}(u)(t)=\tilde{h}\left(\tilde{y}^{u}(t, \tilde{v})\right), \quad t \in[\tilde{\tilde{T}}, \min (T, \tau(u)), \tag{3.13}
\end{equation*}
$$

then one says that the system

$$
\begin{gather*}
\dot{\tilde{y}}=\tilde{f}(\tilde{y}, u) \\
\tilde{w}(t)=\tilde{h}(\tilde{y}(t)), \quad t \in[0, r(u)), \tag{3.14}
\end{gather*}
$$

is a partial realization of the input-output map $\mathcal{R}$.
If a partial realization of an input-output map $\mathcal{R}$ can be constructed, then one says that the map $\mathcal{R}$ is partially realizable.

The following theorem holds.
Theorem 3.2. Assume that all transformations $f(\cdot, u), u \in U$, are of class $C^{2}$ and that an input-output map $\mathcal{R}$ is regular. Then the map $\mathcal{R}$ is partially realizable.

Proof. Assume that $\mathcal{R}$ is regular. Let $\tilde{u}(\cdot), u^{1}, \ldots, u^{n}$ and $\left(\tilde{v}_{1}, \ldots, \tilde{v}_{n}\right)$ be the corresponding reference inputs and the reference sequence. Define

$$
\tilde{v}=\left[\begin{array}{c}
\tilde{v}_{1} \\
\vdots \\
\tilde{v}_{n}
\end{array}\right], \quad \tilde{T}=\tilde{v}_{1}+\ldots+\tilde{v}_{n}
$$

and fix a neighbourhood $D$ of $\tilde{v}$ in which the mapping $G$ is a homeomorphism. For $x=G^{1}(v), v \in D, u \in U$ and sufficiently small $\eta>0$ the equation

$$
y^{u}(t, x)=G^{1}\left(\tilde{y}^{u}(t, v)\right), \quad t \in[0, \eta)
$$

determines a function $\tilde{\boldsymbol{y}}^{u}(\cdot, v)$ which satisfies the differential equation

$$
\begin{equation*}
\frac{d}{d t} \tilde{y}^{u}(t, v)=\left[G_{v}^{1}\left(\tilde{y}^{u}(t, v)\right)\right]^{-1} f\left(\tilde{y}^{u}(t, v), u\right), \quad t \in[0, \eta) \tag{3.15}
\end{equation*}
$$

We claim that the formulae

$$
\begin{align*}
\tilde{f}(v, u) & =\left[G_{v}^{1}(v)\right]^{-1} f\left(G^{1}(v), u\right)  \tag{3.16}\\
\tilde{h}(v) & =h\left(G^{1}(v)\right), \quad v \in D, u \in U \tag{3.17}
\end{align*}
$$

define a partial realization of $\mathcal{R}$.
To show this note first that

$$
\begin{aligned}
h\left(G^{1}(v)\right) & =h\left(y^{u\left(; v_{1}, \ldots, v_{n} ; u_{1}, \ldots, u_{n}\right)}\left(v_{1} \ldots+v_{n}, \bar{x}\right)\right) \\
& =\mathcal{R}\left(u\left(\cdot ; v_{1}, \ldots, v_{n} ; u_{1}, \ldots, u_{n}\right)\right)\left(v_{1}+\ldots+v_{n}\right), \quad v=\left[\begin{array}{c}
v_{1} \\
\vdots \\
v_{n}
\end{array}\right] .
\end{aligned}
$$

Hence the function $\tilde{h}$ can be defined in terms of the mapping $\mathcal{R}$ only.
Let $u^{j}(v ; s ; u)(\cdot)$ be a control identical to $u\left(\cdot ; u_{1}, \ldots, u_{n} ; v_{1}, \ldots, v_{n}\right)$ on the interval $\left[0, v_{1}+\ldots+v_{n}\right)$, and to $u, u_{1}^{j}, \ldots, u_{i_{j}}^{j}, j=1,2, \ldots, n$, on consequtive intervals of lengths $s, v_{1}^{j}, \ldots, v_{1_{j}}^{j}$ respectively. Let us remark that

$$
\begin{aligned}
& \mathcal{R}\left(u^{j}(v ; s ; u)\right)\left(v_{1}+\ldots+v_{n}+s+v_{1}^{j}+\ldots+v_{l_{j}}^{j}\right) \\
& \quad=h\left(y^{u^{j}}\left(v_{1}^{j}+\ldots+v_{l_{j}}^{j}, y^{u}\left(s, y^{u\left(; ; v_{1}, \ldots, v_{n} ; u_{1}, \ldots, u_{n}\right)}\left(v_{1}+\ldots+v_{n}, \bar{x}\right)\right)\right)\right)
\end{aligned}
$$

Therefore, for sufficiently small $s>0$ and all $u \in U$, the transformations $G^{2}\left(y^{u}\left(s, G^{1}(v)\right)\right), v \in D$, are also given in terms of $\mathcal{R}$. Moreover, denoting by $G^{-1},\left(G^{1}\right)^{-1}$ the inverses of $G$ and $G^{1}$ respectively, we obtain that

$$
\begin{equation*}
G^{-1}\left(G^{2}\left(y^{u}\left(s, G^{1}(v)\right)\right)\right)=\left(G^{1}\right)^{-1}\left(y^{u}\left(s, G^{1}(v)\right)\right) \tag{3.18}
\end{equation*}
$$

The derivative at $s=0$ of the function defined by (3.18) is identical with $\tilde{f}$. Hence the function $\tilde{f}$ is expressible in terms of the transformation $\mathcal{R}$. It follows from (3.15) and (3.17) that the functions $\tilde{f}$ and $\tilde{h}$ define a partial realization of $\mathcal{R}$.

We finally show that the family of all regular input-output maps is rather large.
Proposition 3.1. Assume that $h(\cdot)$ and $f(\cdot, u), u \in U$, are of class $C^{1}$ and $C^{k}, k \geq 2$, respectively, and that for some $j \leq k, \operatorname{dim} \mathcal{L}_{j}(\bar{x})=n$. If $f(\bar{x}, \bar{u})=0$ for some $\bar{u} \in U$ and the pair $\left(f_{x}(\bar{x}, \bar{u}), h_{x}(\bar{x})\right)$ is observable, then the input-output map $\mathcal{R}$ corresponding to the system (3.1)-(3.2), with $x=\bar{x}$, is regular.
Proof. We see, using similar arguments to those in the proof of Theorem 1.9 , that for arbitrary neighbourhood $V$ of the point $\bar{x}$, there exist parameters $u_{1}, \ldots, u_{n} \in U$ and a point $v=\left[\begin{array}{c}v_{1} \\ \vdots \\ v_{n}\end{array}\right]$, such that the derivative $G_{v}^{1}(v)$ of the transformation $G^{1}$ defined by (3.10) is nonsingular and $G^{1}(v) \in V$. Define $u^{j}(t)=u\left(t ; \bar{u} ; v^{j}\right), t \geq 0$ and $j=1, \ldots, n$. It is enough to show that the derivative of $G^{2}(\cdot)$ at $\bar{x}$ is nonsingular as well. However this derivative is of the form

$$
G_{x}^{2}(\bar{x})=\left[\begin{array}{c}
h_{x}(\bar{x}) e^{v_{1} f_{x}(\bar{x}, \bar{u})} \\
\vdots \\
h_{x}(\bar{x}) e^{v_{n} f_{x}(\bar{x}, \bar{u})}
\end{array}\right]
$$

Consequently, to complete the proof of the theorem, it remains to establish the following lemma.
Lemma 3.2. If a pair ( $A, C$ ), $A \in \mathbf{M}(n, n), C \in \mathbf{M}(n, k)$, is observable, then for arbitrary $\delta>0$ there exist numbers $v^{j}, 0<v^{j}<\delta, j=1, \ldots, n$ such that

$$
\operatorname{rank}\left[\begin{array}{c}
C e^{v^{1} A} \\
\vdots \\
C e^{v^{n} A}
\end{array}\right]=n
$$

Proof. Taking into account that the pair ( $A^{*}, C^{*}$ ) is controllable, it is enough to show that for an arbitrary controllable pair ( $A, B$ ), $A \in \mathbf{M}(n, n)$, $B \in \mathbf{M}(n, m)$, there exist numbers $v^{j}, 0<v^{j}<\delta, j=1, \ldots, n$ such that rank $\left[e^{\nu^{1} A} B, \ldots, e^{\nu^{n} A} B\right]=n$. Denote by $b_{1}, \ldots, b_{m}$ the columns of the matrix $B$. It easily follows from the controllability of $(A, B)$ that the smallest linear subspace containing $\left\{e^{s A} b_{r} ; s \in(0, \delta), r=1, \ldots, m\right\}$ is identical with $\mathbf{R}^{n}$. Hence this set contains $n$ linearly independent vectors.

## Bibliographical notes

Theorem 3.2 is a special case of a theorem due to B. Jakubczyka [32]. The construction introduced in its proof applies also to nonregular systems, however, that proof is much more complicated.

## PART III

## OPTIMAL CONTROL

## Chapter 1

Dynamic programming
This chapter starts from a derivation of the dynamic programming equations called Bellman's equations. They are used to solve the linear regulator problem on a finite time interval. A fundamental role is played here by the Riccati-type matrix differential equations. The stabilization problem is reduced to an analysis of an algebraic Riccati equation.

## §1.1. Introductory comments

Part III is concerned with controls which are optimal, according to a given criterion. Our considerations will be devoted mainly to control systems

$$
\begin{equation*}
\dot{y}=f(y, u), \quad y(0)=x \tag{1.1}
\end{equation*}
$$

and to criteria, called also cost functionals,

$$
\begin{equation*}
J_{T}(x, u(\cdot))=\int_{0}^{T} g(y(t), u(t)) d t+G(y(T)) \tag{1.2}
\end{equation*}
$$

when $T<+\infty$. If the control interval is $[0,+\infty]$, then the cost functional

$$
\begin{equation*}
J(x, u(\cdot))=\int_{0}^{+\infty} g(y(t), u(t)) d t \tag{1.3}
\end{equation*}
$$

Our aim will be to find a control $\hat{u}(\cdot)$ such that for all admissible controls $u(\cdot)$

$$
\begin{equation*}
J_{T}(x, \hat{u}(\cdot)) \leq J_{T}(x, u(\cdot)) \tag{1.4}
\end{equation*}
$$

or

$$
\begin{equation*}
J(x, \hat{u}(\cdot)) \leq J(x, u(\cdot)) \tag{1.5}
\end{equation*}
$$

In Chapter 2 and $\S 3.3$ we will also consider the so-called impulse control problems.

There are basically two methods for finding controls minimizing cost functionals (1.2) or (1.3). One of them embeds a given minimization problem into a parametrized family of similar problems. The embedding should be such that the minimal value, as a function of the parameter, satisfies an analytic relation. If the selected parameter is the initial state and the length of the control interval, then the minimal value of the cost functional is called the value function and the analytical relation, Bellman's equation. Knowing the solutions to the Bellman equation one can find the optimal strategy in the form of a closed loop control.

The other method leads to necessary conditions on the optimal, openloop, strategy formulated in the form of the so-called maximum principle discovered by L. Pontriagin and his collaborators. They can be obtained (in the simplest case) by considering a parametrized family of controls and the corresponding values of the cost functional (1.2) and by an application of classical calculus.

## §1.2. Bellman's equation and the value function

Assume that the state space $E$ of a control system is an open subset of $\mathbf{R}^{\boldsymbol{n}}$ and let the set $U$ of control parameters be included in $\mathbf{R}^{\boldsymbol{m}}$. We assume that the functions $f, g$ and $G$ are continuous on $E \times U$ and $E$ respectively and that $g$ is nonnegative.

Theorem 1.1. Assume that a real function $W(\cdot, \cdot)$, defined and continuous on $[0, T] \times E$, is of class $C^{1}$ on $(0, T) \times E$ and satisfies the equation

$$
\begin{equation*}
\frac{\partial W}{\partial t}(t, x)=\inf _{u \in U}\left(g(x, u)+\left\langle W_{x}(t, x), f(x, u)\right\rangle\right), \quad(t, x) \in(0, T) \times E \tag{1.6}
\end{equation*}
$$

with the boundary condition

$$
\begin{equation*}
W(0, x)=G(x), \quad x \in E \tag{1.7}
\end{equation*}
$$

(i) If $u(\cdot)$ is a control and $y(\cdot)$ the corresponding absolutely continuous, E-valued, solution of (1.1) then

$$
\begin{equation*}
J_{T}(x, u(\cdot)) \geq W(T, x) \tag{1.8}
\end{equation*}
$$

(ii) Assume that for a certain function $\hat{v}:[0, T] \times E \longrightarrow U$ :

$$
\begin{align*}
g(x, \hat{v}(t, x)) & +\left\langle W_{x}(t, x), f(x, \hat{v}(t, x))\right\rangle  \tag{1.9}\\
& \leq g(x, u)+\left\langle W_{x}(t, x), f(x, u)\right\rangle, \quad t \in(0, T), x \in E, u \in U
\end{align*}
$$

and that $\hat{y}$ is an absolutely continuous, E-valued solution of the equation

$$
\begin{align*}
\frac{d}{d t} \hat{y}(t) & =f(\hat{y}(t), \hat{v}(T-t, \hat{y}(t))), \quad t \in[0, T]  \tag{1.10}\\
\hat{y}(0) & =x
\end{align*}
$$

Then, for the control $\hat{u}(t)=\hat{v}(T-t, \hat{y}(t)), \quad t \in[0, T]$,

$$
J_{\boldsymbol{T}}(x, \hat{u}(\cdot))=W(T, x) .
$$

Proof. (i) Let $w(t)=W(T-t, y(t)), t \in[0, T]$. Then $w(\cdot)$ is an absolutely continuous function on an arbitrary interval $[\alpha, \beta] \subset(0, T)$ and

$$
\begin{align*}
\frac{d w}{d t}(t) & =-\frac{\partial W}{\partial t}(T-t, y(t))+\left\langle W_{x}(T-t, y(t)), \frac{d y}{d t}(t)\right\rangle  \tag{1.11}\\
& =-\frac{\partial W}{\partial t}(T-t, y(t))+\left\langle W_{x}(T-t, y(t)), f(y(t), u(t))\right\rangle
\end{align*}
$$

for almost all $t \in[0, T]$. Hence, from (1.6) and (1.7)

$$
\begin{aligned}
W(T & -\beta, y(\beta))-W(T-\alpha, y(\alpha))=w(\beta)-w(\alpha)=\int_{\alpha}^{\beta} \frac{d w}{d t}(t) d t \\
& =\int_{\alpha}^{\beta}\left[-\frac{\partial W}{\partial t}(T-t, y(t))+\left\langle W_{x}(T-t, y(t)), f(y(t), u(t))\right\rangle\right] d t \\
\geq & \geq \int_{\alpha}^{\beta} g(y(t), u(t)) d t
\end{aligned}
$$

Letting $\alpha$ and $\beta$ tend to 0 and $T$ respectively we obtain

$$
G(y(T))-W(T, x) \geq-\int_{0}^{T} g(y(t), u(t)) d t
$$

This proves (i).
(ii) In a similar way, taking into account (1.9), for the control $\hat{u}$ and the output $\hat{y}$,

$$
\begin{aligned}
G(\hat{y}(T))-W(T, x) & =\int_{0}^{T}\left[-\frac{\partial W}{\partial t}(T-t, \hat{y}(t))+\left\langle W_{x}(T-t, \hat{y}(t)), f(\hat{y}(t), \hat{u}(t))\right\rangle\right] d t \\
& =-\int_{0}^{T} g(\hat{y}(t), \hat{u}(t)) d t
\end{aligned}
$$

Therefore

$$
G(\hat{y}(T))+\int_{0}^{T} g(\hat{y}(s), \hat{u}(s)) d s=W(T, x)
$$

the required identity.

Remark. Equation (1.6) is called Bellman's equation. It follows from Theorem 1.1 that, under appropriate conditions, $W(T, x)$ is the minimal value of the functional $J_{T}(x, \cdot)$. Hence $W$ is the value function for the problem of minimizing (1.2).

Let $U(t, x)$ be the set of all control parameters $u \in U$ for which the infimum on the right hand side of (1.6) is attained. The function $\hat{v}(\cdot, \cdot)$ from part (ii) of the theorem is a selector of the multivalued function $U(\cdot, \cdot)$ in the sense that

$$
\hat{v}(t, x) \in U(t, x), \quad(t, x) \in[0, T] \times E
$$

Therefore, for the conditions of the theorem to be fulfilled, such a selector not only should exist, but the closed loop equation (1.10) should have a well defined, absolutely continuous, solution.
Remark. A similar result holds for a more general cost functional

$$
\begin{equation*}
J_{T}(x, u(\cdot))=\int_{0}^{T} e^{-\alpha t} g(y(t), u(t)) d t+\bar{e}^{\alpha T} G(y(T)) \tag{1.12}
\end{equation*}
$$

In this direction we propose to solve the following exercise.
Exercise 1.1. Taking into account a solution $W(\cdot, \cdot)$ of the equation

$$
\begin{aligned}
\frac{\partial W}{\partial t}(t, x) & =\inf _{u \in U}\left(g(x, u)-\alpha W(t, x)+\left\langle W_{x}(t, x), f(x, u)\right\rangle\right) \\
W(0, x) & =G(x), \quad x \in E, t \in(0, T)
\end{aligned}
$$

and a selector $\hat{v}$ of the multivalued function

$$
\begin{aligned}
U(t, x)=\{u \in U ; g(x, u) & +\left\langle W_{x}(t, x), f(x, u)\right\rangle \\
& \left.=\inf _{u \in U}\left(g(x, u)+\left\langle W_{x}(t, x), f(x, u)\right)\right)\right\}
\end{aligned}
$$

generalize Theorem 1.1 to the functional (1.12).
We will now describe an intuitive derivation of equation (1.6). Similar reasoning often helps to guess the proper form of the Bellman equation in situations different from the one covered by Theorem 1.1.

Let $W(t, x)$ be the minimal value of the functional $J_{t}(x, \cdot)$. For arbitrary $h>0$ and arbitrary parameter $v \in U$ denote by $u^{v}(\cdot)$ a control which is constant and equal $v$ on $[0, h)$ and is identical with the optimal strategy for the minimization problem on $[h, t+h]$. Let $z^{x, v}(t), t \geq 0$, be the solution of the equation $\dot{z}=f(z, v), z(0)=x$. Then

$$
J_{t+h}\left(x, u^{v}(\cdot)\right)=\int_{0}^{h} g\left(z^{x, v}(s), v\right) d s+W\left(t, z^{x, v}(h)\right)
$$

and, approximately,

$$
W(t+h, x) \approx \inf _{v \in U} J_{t+h}\left(x, u^{v}(\cdot)\right) \approx \inf _{v \in U} \int_{0}^{h} g\left(z^{x, v}(s), v\right) d s+W\left(t, z^{x, v}(h)\right)
$$

Subtracting $W(t, x)$ we obtain that

$$
\begin{aligned}
\frac{1}{h}(W(t & +h, x)-W(t, x)) \\
& \approx \inf _{v \in U}\left[\frac{1}{h} \int_{0}^{h} g\left(z^{x, v}(s), v\right) d s+\frac{1}{h}\left(W\left(t, z^{x, v}(h)\right)-W(t, x)\right)\right]
\end{aligned}
$$

Assuming that the function $W$ is differentiable and taking the limits as $h \downharpoonright 0$ we arrive at (1.6).

For the control problem on the infinite time interval we have the following easy consequence of Theorem 1.1.

Theorem 1.2. Let $g$ be a nonnegative, continuous function and assume that there exists a nonnegative function $W$, defined on $E$ and of class $C^{1}$, which satisfies the equation

$$
\begin{equation*}
\inf _{u \in U}\left(g(x, u)+\left\langle W_{x}(x), f(x, u)\right)\right)=0, \quad x \in E \tag{1.13}
\end{equation*}
$$

If for a strategy $u(\cdot)$ and the corresponding output $y, \lim _{i \uparrow+\infty} W(y(t))=0$, then

$$
\begin{equation*}
J(x, u(\cdot)) \geq W(x) \tag{1.14}
\end{equation*}
$$

If $\hat{v}: E \longrightarrow U$ is a mapping such that

$$
g(x, \hat{v}(x))+\left\langle W_{x}(x), f(x, \hat{v}(x))\right\rangle=0 \quad \text { for } x \in E,
$$

and $\hat{y}$ is an absolutely continuous, $E$-valued, solution of the equation

$$
\begin{equation*}
\frac{d}{d t} \hat{y}(t)=f(\hat{y}(t), \hat{v}(\hat{y}(t))), \quad t \geq 0 \tag{1.15}
\end{equation*}
$$

for which $\varliminf_{t \uparrow+\infty} W(\hat{y}(t))=0$, then

$$
J(x, \hat{u}(\cdot))=W(x)
$$

Proof. We apply Theorem 1.1 with

$$
G(x)=W(x), \quad x \in E
$$

Since the function $\widetilde{W}(t, x)=W(x), t \in[0, T], x \in E$, satisfies all the conditions of Theorem 1.1 we see that, for an arbitrary admissible control $u(\cdot)$ and the corresponding output,

$$
\int_{0}^{T} g(y(t), u(t)) d t+W(y(T)) \geq W(x), \quad T>0
$$

Letting $T$ tend to $+\infty$ and taking into account that $\underset{T}{\underline{\lim }+\infty} W(y(T))=0$ we obtain the required inequality. On the other hand, for the strategy $\hat{u}(\cdot)$,

$$
\int_{0}^{T} g(\hat{y}(t), \hat{u}(t)) d t+W(\hat{y}(T))=W(x), \quad T \geq 0
$$

Hence, if $\underline{\lim }_{T \hat{1}+\infty} W(\hat{y}(T))=0$, then

$$
J(x, \hat{u})=W(x)
$$

Let us remark that if a function $W$ is a nonnegative solution of equation (1.13) then function $W+c$, where $c$ is a nonnegative constant, is also a nonnegative solution to (1.13). Therefore, without additional conditions of


Theorem 1.2 can be generalized (compare Exercise 1.1) to the cost functional

$$
J(x, u(\cdot))=\int_{0}^{+\infty} e^{-\alpha t} g(y(t), u(t)) d t
$$

The corresponding Bellman equation (1.13) is then of the form

$$
\inf _{u \in U}\left(\left(g(x, u)+\left\langle W_{x}(x), f(x, u)\right\rangle\right)=\alpha W(x), \quad x \in E\right.
$$

Exercise 1.2. Show that the solution of the Bellman equation corresponding to the optimal consumption model of Example 0.6 , with $\alpha \in(0,1)$, is of the form

$$
W(t, x)=p(t) x^{\alpha}, \quad t \geq 0, x \geq 0
$$

where the function $p(\cdot)$ is the unique solution of the following differential equation:

$$
\begin{aligned}
\dot{p} & = \begin{cases}1, & \text { for } p \leq 1 \\
\alpha p+(1-\alpha)\left(\frac{1}{p}\right)^{\alpha /(1-\alpha)}, & \text { for } p \geq 1\end{cases} \\
p(0) & =a
\end{aligned}
$$

Find the optimal strategy.
Hint. First prove the following lemma.
Lemma 1.1. Let $\psi_{p}(u)=\alpha u p+(1-u)^{\alpha}, p \geq 0, u \in[0,1]$. The maximal value $m(p)$ of the function $\psi_{p}(\cdot)$ is attained at

$$
u(p)= \begin{cases}0, & \text { if } p>1 \\ \left(\frac{1}{p}\right)^{1 /(1-\alpha)}, & \text { if } p \in[0,1]\end{cases}
$$

## Moreover

$$
m(p)= \begin{cases}1, & \text { if } p \geq 1 \\ \alpha p+(1-\alpha)\left(\frac{1}{p}\right)^{\alpha /(1-\alpha)}, & \text { if } p \in[0,1]\end{cases}
$$

## §1.3. The linear regulator problem and the Riccati equation

We now consider a special case of Problems (1.1) and (1.4) when the system equation is linear

$$
\begin{equation*}
\dot{y}=A y+B u, \quad y(0)=x \in \mathbf{R}^{n} \tag{1.16}
\end{equation*}
$$

$A \in \mathbf{M}(n, n), B \in \mathbf{M}(n, m)$, the state space $E=\mathbf{R}^{n}$ and the set of control parameters $U=\mathbf{R}^{\boldsymbol{m}}$. We assume that the cost functional is of the form

$$
\begin{equation*}
J_{T}=\int_{0}^{T}(\langle Q y(s), y(s)\rangle+\langle R u(s), u(s)\rangle) d s+\left\langle P_{0} y(T), y(T)\right\rangle \tag{1.17}
\end{equation*}
$$

where $Q \in \mathbf{M}(n, n), R \in \mathbf{M}(m, m), P_{0} \in \mathbf{M}(n, n)$ are symmetric, nonnegative matrices and the matrix $R$ is positive definite; see § I.1.1. The problem of minimizing (1.17) for a linear system (1.16) is called the linear regulator problem or the linear-quadratic problem.

The form of an optimal solution to (1.16) and (1.17) is strongly connected with the following matrix Riccati equation:

$$
\begin{equation*}
\dot{P}=Q+P A+A^{*} P-P B R^{-1} B^{*} P, \quad P(0)=P_{0} \tag{1.18}
\end{equation*}
$$

in which $P(s), s \in[0, T]$, is the unknown function with values in $\mathbf{M}(n, n)$. The following theorem takes place.
Theorem 1.3. Equation (1.18) has a unique global solution $P(s), s \geq 0$. For arbitrary $s \geq 0$ the matrix $P(s)$ is symmetric and nonnegative definite.

The minimal value of the functional (1.17) is equal to $\langle P(T) x, x\rangle$ and the optimal control is of the form

$$
\begin{equation*}
\hat{u}(t)=-R^{-1} B^{*} P(T-t) \hat{y}(t), \quad t \in[0, T] \tag{1.19}
\end{equation*}
$$

where

$$
\begin{equation*}
\dot{\hat{y}}(t)=\left(A-B R^{-1} B^{*} P(T-t)\right) \hat{y}(t), \quad t \in[0, T], \quad \hat{y}(0)=x . \tag{1.20}
\end{equation*}
$$

Proof. The proof will be given in several steps.
Step 1. For an arbitrary symmetric matrix $P_{0}$ equation (1.18) has exactly one local solution and the values of the solution are symmetric matrices.

Equation (1.18) is equivalent to a system of $\boldsymbol{n}^{2}$ differential equations for elements $p_{i j}(\cdot), i, j=1,2, \ldots, n$ of the matrix $P(\cdot)$. The right hand sides of these equations are polynomials of order 2 , and therefore the system has a unique local solution being a smooth function of its argument. Let us remark that the same equation is also satisfied by $P^{*}(\cdot)$. This is because matrices $Q, R$ and $P_{0}$ are symmetric. Since the solution is unique, $P(\cdot)=$ $P^{*}(\cdot)$, and the values of $P(\cdot)$ are symmetric matrices.

Step 2. Let $P(s), s \in\left[0, T_{0}\right)$, be a symmetric solution of (1.18) and let $T<T_{0}$. The function $W(s, x)=\langle P(s) x, x\rangle, s \in[0, T], x \in \mathbf{R}^{n}$, is a solution of the Bellman equation (1.6)-(1.7) associated with the linear regular problem (1.16)-(1.17).

The condition (1.7) follows directly from the definitions. Moreover, for arbitrary $x \in \mathbf{R}^{n}$ and $t \in[0, T]$

$$
\begin{align*}
& \inf _{u \in \mathbb{R}^{m}}(\langle Q x, x\rangle+\langle R u, u\rangle+2\langle P(t) x, A x+B u\rangle)  \tag{1.21}\\
& \quad=\langle Q x, x\rangle+\left\langle\left(A^{*} P(t)+P(t) A\right) x, x\right\rangle+\inf _{u \in \mathbf{R}^{m}}\left(\langle R u, u\rangle+\left\langle u, 2 B^{*} P(t) x\right\rangle\right)
\end{align*}
$$

We need now the following lemma, the proof of which is left as an exercise.
Lemma 1.2. If a matrix $R \in \mathbf{M}(m, m)$ is positive definite and $a \in \mathbf{R}^{m}$, then for arbitrary $u \in \mathbf{R}^{m}$

$$
\langle R u, u\rangle+\langle a, u\rangle \geq-\frac{1}{4}\left\langle R^{-1} a, a\right\rangle .
$$

Moreover, the equality holds if and only if

$$
u=-\frac{1}{2} R^{-1} a
$$

It follows from the lemma that the expression (1.21) is equal to

$$
\left\langle Q+A^{*} P(t)+P(t) A^{*}-P(t) B R^{-1} B^{*} P(A) x, x\right\rangle
$$

and that the infimum in formula (1.21) is attained at exactly one point given by

$$
-R^{-1} B^{*} P(t) x, \quad t \in[0, T]
$$

Since $P(t), t \in\left[0, T_{0}\right)$, satisfies the equation (1.18), the function $W$ is a solution to the problem (1.6)-(1.7).

Step 3. The control $\hat{u}$ given by (1.19) on $[0, T], T<T_{0}$, is optimal with respect to the functional $J_{T}(x, \cdot)$.

This fact is a direct consequence of Theorem 1.1.
Step 4. For arbitrary $t \in[0, T], T<T_{0}$, the matrix $P(t)$ is nonnegative definite and

$$
\begin{equation*}
\langle P(t) x, x\rangle \leq \int_{0}^{t}\left\langle Q \tilde{y}^{x}(s), \tilde{y}^{x}(s)\right\rangle d s+\left\langle P_{0} \tilde{y}^{x}(t), \tilde{y}^{x}(t)\right\rangle \tag{1.22}
\end{equation*}
$$

where $\tilde{\boldsymbol{y}}^{\boldsymbol{x}}(\cdot)$ is the solution to the equation

$$
\dot{\tilde{y}}=A \tilde{y}, \quad \tilde{y}(0)=x .
$$

Applying Theorem 1.1 to the function $J_{t}(x, \cdot)$ we see that its minimal value is equal to $(P(t) x, x)$. For arbitrary control $u(\cdot), J_{t}(x, u) \geq 0$, the matrix $P(t)$ is nonnegative definite. In addition, estimate (1.22) holds because its right hand side is the value of the functional $J_{t}(x, \cdot)$ for the control $u(s)=0, s \in[0, t]$.

Step 5. For arbitrary $t \in\left[0, T_{0}\right)$ and $x \in \mathbf{R}^{n}$

$$
0 \leq\langle P(t) x, x\rangle \leq\left\langle\left(\int_{0}^{t} S^{*}(r) Q S(r) d r+S^{*}(t) P_{0} S(t)\right) x, x\right\rangle
$$

where $S(r)=e^{A r}, r \geq 0$.
This result is an immediate consequence of the estimate (1.22).
Exercise 1.3. Show that if, for some symmetric matrices $P=\left(p_{i j}\right) \in$ $\mathbf{M}(n, n)$ and $S=\left(s_{i j}\right) \in \mathbf{M}(n, n)$,

$$
0 \leq\langle P x, x\rangle \leq\langle S x, x\rangle, \quad x \in \mathbf{R}^{n}
$$

then

$$
-\frac{1}{2}\left(s_{i i}+s_{j j}\right) \leq p_{i j} \leq s_{i j}+\frac{1}{2}\left(s_{i i}+s_{j j}\right), \quad i, j=1, \ldots, n .
$$

It follows from Step 5 and Exercise 1.3 that solutions of (1.18) are bounded in $\mathbf{M}(n, n)$ and therefore an arbitrary maximal solution $P(\cdot)$ in $\mathbf{M}(n, n)$ exists for all $t \geq 0$; see Theorem II.1.1.

The proof of the theorem is complete.

Exercise 1.4. Solve the linear regulator problem with a more general cost functional

$$
\int_{0}^{T}(\langle Q(y(t)-a), y(t)-a\rangle+\langle R u(t), u(t)\rangle) d t+\left\langle P_{0} y(T), y(T)\right\rangle
$$

where $a \in \mathbf{R}^{n}$ is a given vector.
Answer. Let $P(t), q(t), r(t), t \geq 0$, be solutions of the following matrix, vector and scalar equations respectively,

$$
\begin{aligned}
\dot{P} & =Q+A^{*} P+P A-P B R^{-1} B^{*} P, \quad P(0)=P_{0} \\
\dot{q} & =A^{*} q-P B R^{-1} q-2 Q a, \quad q(0)=0 \\
\dot{r} & =-\frac{1}{4}\left\langle R^{-1} q, q\right\rangle+\langle Q a, a\rangle, \quad r(0)=0
\end{aligned}
$$

The minimal value of the functional is equal

$$
r(T)+\langle q(T), x\rangle+\langle P(T) x, x\rangle
$$

and the optimal, feedback strategy is of the form

$$
u(t)=-\frac{1}{2} R^{-1} q(T-t)-R^{-1} B^{*} P(T-t) y(t), \quad t \in[0, T]
$$

## §1.4. The linear regulator and stabilization

The obtained solution of the linear regulator problem suggests an important way to stabilize linear systems. It is related to the algebraic Riccati equation

$$
\begin{equation*}
Q+P A+A^{*} P-P B R^{-1} B^{*} P=0, \quad P \geq 0 \tag{1.23}
\end{equation*}
$$

in which the unknown is a nonnegative definite matrix $P$. If $\widetilde{P}$ is a solution to (1.23) and $\widetilde{P} \leq P$ for all the other solutions $P$, then $\widetilde{P}$ is called a minimal solution of (1.23). For arbitrary control $u(\cdot)$ defined on $[0,+\infty)$ we introduce the notation

$$
\begin{equation*}
J(x, u)=\int_{0}^{+\infty}(\langle Q y(s), y(s)\rangle+\langle R u(s), u(s)\rangle) d s \tag{1.24}
\end{equation*}
$$

Theorem 1.4. If there exists a nonnegative solution $P$ of equation (1.23) then there also exists a unique minimal solution $\widetilde{P}$ of (1.23), and the control $\tilde{u}$ given in the feedback form

$$
\tilde{u}(t)=-R^{-1} B^{*} \tilde{P} y(t), \quad t \geq 0
$$

minimizes functional (1.24). Moreover the minimal value of the cost functional is equal to

$$
\langle\tilde{P} x, x\rangle
$$

Proof. Let us first remark that if $P_{1}(t), P_{2}(t), t \geq 0$, are solutions of (1.18) and $P_{1}(0) \leq P_{2}(0)$ then $P_{1}(t) \leq P_{2}(t)$ for all $t \geq 0$. This is because the minimal value of the functional

$$
J_{t}^{1}(x, u)=\int_{0}^{t}(\langle Q y(s), y(s)\rangle+\langle R u(s), u(s)\rangle) d s+\left\langle P_{1}(0) y(t), y(t)\right\rangle
$$

is not greater than the minimal value of the functional

$$
J_{t}^{2}(x, u)=\int_{0}^{t}(\langle Q y(s), y(s)\rangle+\langle R u(s), u(s)\rangle) d s+\left\langle P_{2}(0) y(t), y(t)\right\rangle
$$

and by Theorem 1.3 the minimal values are $\left\langle P_{1}(t) x, x\right\rangle$ and $\left\langle P_{2}(t) x, x\right\rangle$ respectively.

If, in particular, $P_{1}(0)=0$ and $P_{2}(0)=P$ then $P_{2}(t)=P$ and therefore $P_{1}(t) \leq P$ for all $t \geq 0$. It also follows from Theorem 1.3 that the function $P_{1}(\cdot)$ is nondecreasing with respect to the natural order existing in the space of symmetric matrices; see § 1.1.1. This easily implies that for arbitrary $i, j=1,2, \ldots, n$ there exist finite limits $\tilde{p}_{i j}=\lim _{t \uparrow+\infty} \tilde{p}_{i j}(t)$, where $\left(\tilde{p}_{i j}(t)\right)=P_{1}(t), t \geq 0$. Taking into account equation (1.18) we see that there exist finite limits

$$
\lim _{t \uparrow+\infty} \frac{d}{d t} \tilde{p}_{i j}(t)=\gamma_{i j}, \quad i, j=1, \ldots, n
$$

These limits have to be equal to zero, for if $\gamma_{i, j}>0$ or $\gamma_{i, j}<0$ then $\lim _{t \uparrow+\infty} \tilde{p}_{i j}(t)=+\infty$. But $\lim _{t \uparrow+\infty} \tilde{p}_{i j}(t)=-\infty$, a contradiction. Hence the matrix $\widetilde{P}=\left(\tilde{p}_{i j}\right)$ satisfies equation (1.23). It is clear that $\widetilde{P} \leq P$.

Now let $\tilde{y}(\cdot)$ be the output corresponding to the input $\tilde{u}(\cdot)$. By Theorem 1.3 , for arbitrary $T \geq 0$ and $x \in \mathbf{R}^{n}$,

$$
\begin{equation*}
\langle\widetilde{P} x, x\rangle=\int_{0}^{T}(\langle Q \tilde{y}(t), \tilde{y}(t)\rangle+\langle R \tilde{u}(t), \tilde{u}(t)\rangle) d t+\langle\widetilde{P} \tilde{y}(T), \tilde{y}(T)\rangle \tag{1.25}
\end{equation*}
$$

and

$$
\int_{0}^{T}(\langle Q \tilde{y}(t), \tilde{y}(t))+\langle R \tilde{u}(t), \tilde{u}(t))) d t \leq\langle\widetilde{P} x, x\rangle
$$

Letting $T$ tend to $+\infty$ we obtain

$$
J(x, \tilde{u}) \leq(\widetilde{P} x, x)
$$

On the other hand, for arbitrary $T \geq 0$ and $x \in \mathbb{R}^{n}$

$$
\left\langle P_{1}(T) x, x\right\rangle \leq \int_{0}^{T}(\langle Q \tilde{y}(t), \tilde{y}(t)\rangle+\langle R \tilde{u}(t), \tilde{u}(t)\rangle) d t \leq J(x, \tilde{u})
$$

consequently, $\langle\widetilde{P} x, x\rangle \leq J(x, \tilde{u})$ and finally

$$
J(x, \tilde{u})=\langle\widetilde{P} x, x\rangle
$$

The proof is complete.
Exercise 1.5. For the control system

$$
\ddot{y}=u
$$

find the strategy which minimizes the functional

$$
\int_{0}^{+\infty}\left(y^{2}+u^{2}\right) d t
$$

and the minimal value of this functional.
Answer. The solution of equation (1.23) in which $A=\left[\begin{array}{ll}0 & 1 \\ 0 & 0\end{array}\right], B=\left[\begin{array}{l}0 \\ 1\end{array}\right]$, $Q=\left[\begin{array}{ll}1 & 0 \\ 0 & 0\end{array}\right], R=[1]$, is matrix $P=\left[\begin{array}{cc}\sqrt{2} & 1 \\ 1 & \sqrt{2}\end{array}\right]$. The optimal strategy is of the form $u=-y-\sqrt{2}(\dot{y})$ and the minimal value of the functional is $\sqrt{2}(y(0))^{2}+2 y(0) \dot{y}(0)+\sqrt{2}(\dot{y}(0))^{2}$.

For stabilizability the following result is essential.
Theorem 1.5. (i) If the pair ( $A, B$ ) is stabilizable then equation (1.23) has at least one solution.
(ii) If $Q=C^{*} C$ and the pair $(A, C)$ is detectable then equation (1.23) has at most one solution, and if $P$ is the solution then the matrix $A$ $B R^{-1} B^{*} P$ is stable.
Proof. (i) Let $K$ be a matrix such that the matrix $A+B K$ is stable.
Consider a feedback control $u(t)=K y(t), t \geq 0$. It follows from the stability of $A+B K$ that $y(t) \longrightarrow 0$, and therefore $u(t) \longrightarrow 0$ exponentially as $t \uparrow+\infty$. Thus for arbitrary $x \in \mathbf{R}^{n}$,

$$
J(x, u(\cdot))=\int_{0}^{+\infty}(\langle Q y(t), y(t)\rangle+\langle R u(t), u(t)\rangle) d t<+\infty
$$

Since

$$
\left\langle P_{1}(T) x, x\right\rangle \leq J(x, u(\cdot))<+\infty, \quad T \geq 0
$$

for the solution $P_{1}(t), t \geq 0$, of (1.18) with the initial condition $P_{1}(0)=0$, there exists $\lim _{T \uparrow+\infty} P_{1}(T)=P$ which satisfies (1.23). (Compare the proof of the previous theorem.)
(ii) We prove first the following lemma.

Lemma 1.3. (i) Assume that for some matrices $M \geq 0$ and $K$ of appropriate dimensions,

$$
\begin{equation*}
M(A-B K)+(A-B K)^{*} M+C^{*} C+K^{*} R K=0 \tag{1.26}
\end{equation*}
$$

If the pair $(A, C)$ is detectable, then the matrix $A-B K$ is stable.
(ii) If, in addition, $P$ is a solution to (1.23), then $P \leq M$.

Proof. (i) Let $S_{1}(t)=e^{(A-B K) t}, S_{2}(t)=e^{(A-L C) t}$, where $L$ is a matrix such that $A-L C$ is stable and let $y(t)=S_{1}(t) x, t \geq 0$. Since

$$
A-B K=(A-L C)+(L C-B K)
$$

therefore

$$
\begin{equation*}
y(t)=S_{2}(t) x+\int_{0}^{t} S_{2}(t-s)(L C-B K) y(s) d s \tag{1.27}
\end{equation*}
$$

We show now that

$$
\begin{equation*}
\int_{0}^{+\infty}|C y(s)|^{2} d s<+\infty \quad \text { and } \quad \int_{0}^{+\infty}|K y(s)|^{2} d s<+\infty \tag{1.28}
\end{equation*}
$$

Let us remark that, for $t \geq 0$,

$$
\dot{y}(t)=(A-B K) y(t) \quad \text { and } \quad \frac{d}{d t}\langle M y(t), y(t)\rangle=2\langle M \dot{y}(t), y(t)\rangle .
$$

It therefore follows from (1.26) that

$$
\frac{d}{d t}\langle M y(t), y(t)\rangle+\langle C y(t), C y(t)\rangle+\langle R K y(t), K y(t)\rangle=0
$$

Hence, for $t \geq 0$,

$$
\begin{equation*}
\langle M y(t), y(t)\rangle+\int_{0}^{t}|C y(s)|^{2} d s+\int_{0}^{t}\langle R K y(s), K y(s)\rangle d s=\langle M x, x\rangle \tag{1.29}
\end{equation*}
$$

Since the matrix $R$ is positive definite, (1.29) follows from (1.28). By (1.29),

$$
|y(t)| \leq\left|S_{2}(t) x\right|+N \int_{0}^{t}\left|S_{2}(t-s)\right|(|C y(s)|+|K y(s)|) d s
$$

where $N=\max (|L|,|B|), t \geq 0$. By Theorem A. 8 (Young's inequality) and by (1.28),

$$
\begin{aligned}
\int_{0}^{+\infty}|y(s)|^{2} d s \leq & N \int_{0}^{+\infty}\left|S_{2}(s)\right| d s\left(\int_{0}^{+\infty}(|C y(s)|+|K y(s)|)^{2} d s\right)^{1 / 2} \\
& +\left(\int_{0}^{+\infty}\left|S_{2}(s)\right|^{2} d s\right)^{1 / 2}|x|<+\infty
\end{aligned}
$$

It follows from Theorem 1.2.3(iv) that $y(t) \rightarrow 0$ as $t \rightarrow \infty$. This proves the required result. Let us also remark that

$$
\begin{equation*}
M=\int_{0}^{+\infty} S_{1}^{*}(s)\left(C^{*} C+K^{*} R K\right) S_{1}(s) d s \tag{1.30}
\end{equation*}
$$

(ii) Define $K_{0}=R^{-1} B^{*} P$ then $R K_{0}=-B^{*} P, P B=-K_{0}^{*} R$.

Consequently,

$$
P(A-B K)+(A-B K)^{*} P+K^{*} R K=-C^{*} C+\left(K-K_{0}\right)^{*} R\left(K-K_{0}\right)
$$

and

$$
M(A-B K)+(A-B K)^{*} M+K^{*} R K=-C^{*} C
$$

Hence if $V=M-P$ then

$$
V(A-B K)+(A-B K)^{*} V+\left(K-K_{0}\right)^{*} R\left(K-K_{0}\right)=0
$$

Since the matrix $A-B K$ is stable,

$$
V=\int_{0}^{+\infty} S_{1}^{*}(s)\left(K-K_{0}\right)^{*} R\left(K-K_{0}\right) S_{1}(s) d s \geq 0
$$

by Theorem I.2.7, and therefore $M \geq P$. The proof of the lemma is complete.

To prove part (ii) of Theorem 1.5 assume that matrices $P \geq 0, P_{1} \geq 0$ are solutions of (1.23). Define $K=R^{-1} B^{*} P$. Then

$$
\begin{align*}
& P(A-B K)+(A-B K)^{*} P+C^{*} C+K^{*} R K  \tag{1.31}\\
& \quad=P A+A^{*} P+C^{*} C-P B R^{-1} B^{*} P=0
\end{align*}
$$

Therefore, by Lemma 1.3 (ii), $P_{1} \leq P$. In the same way $P_{1} \geq P$. Hence $P_{1}=P$. Identity (1.31) and Lemma $1.3(\mathrm{i})$ imply the stability of $A-B K$.

Remark. Lemma 1.3(i) implies Theorem I.2.7(1). It is enough to define $B=0, K=0$ and remark that observable pairs are detectable; see $\S$ I.2.6.

As a corollary from Theorem 1.5 we obtain
Theorem 1.6. If the pair $(A, B)$ is controllable, $Q=C^{*} C$ and the pair $(A, C)$ is observable, then equation (1.23) has exactly one solution, and if $P$ is this unique solution, then the matrix $A-B R^{-1} B^{*} P$ is stable.

Theorem 1.6 indicates an effective way of stabilizing linear system (1.16). Controllability and observability tests in the form of the corresponding rank conditions are effective, and equation (1.23) can be solved numerically using methods similar to those for solving polynomial equations. The uniqueness of the solution of (1.23) is essential for numerical algorithms.

The following examples show that equation (1.23) does not always have a solution and that in some cases it may have many solutions.
Example 1.1. If, in (1.23), $B=0$, then we arrive at the Liapunov equation

$$
\begin{equation*}
P A+A^{*} P=Q, \quad P \geq 0 \tag{1.32}
\end{equation*}
$$

If $Q$ is positive definite, then equation (1.32) has at most one solution, and if, in addition, matrix $A$ is not stable, then it does not have any solutions; see § 1.2.4.
Exercise 1.6. If $Q$ is a singular matrix then equation (1.23) may have many solutions. For if $P$ is a solution to (1.23) and

$$
\tilde{A}=\left[\begin{array}{ll}
0 & 0 \\
0 & A
\end{array}\right], \tilde{Q}=\left[\begin{array}{ll}
0 & 0 \\
0 & Q
\end{array}\right], \quad \tilde{A} \in \mathbf{M}(k, k), k>n
$$

then, for an arbitrary nonnegative matrix $R \in \mathbf{M}(k-n, k-n)$, matrix

$$
\widetilde{P}=\left[\begin{array}{cc}
R & 0 \\
0 & P
\end{array}\right]
$$

satisfies the equation

$$
\tilde{P} \tilde{A}+\tilde{A}^{*} \tilde{P}=\tilde{Q}
$$

## Bibliographical notes

Dynamic programming ideas are presented in the monograph by R. Bellmann [5].

The results of the linear regulator problem are classic. Theorem 1.5 is due to W.M. Wonham [61]. In the proof of Lemma 1.3(i) we follow [65].

## Chapter 2

## Dynamic programming for impulse control

The dynamic programming approach is applied to impulse control problems. The existence of optimal impulse strategy is deduced from general results on fixed points for monotonic and concave transformations.

## §2.1. Impulse control problems

Let us consider a differential equation

$$
\begin{equation*}
\dot{z}=f(z), \quad z(0)=x \in \mathbf{R}^{n} \tag{2.1}
\end{equation*}
$$

with the right hand side $f$ satisfying the Lipschitz condition, and let us denote the solution to (2.1) by $z^{x}(t), t \geq 0$. Assume that for arbitrary $x \in \mathbf{R}^{n}$ a nonempty subset $\Gamma(x) \subset \mathbf{R}^{n}$ is given such that

$$
\begin{equation*}
\Gamma(w) \subset \Gamma(x) \text { for arbitrary } w \in \Gamma(x) \tag{2.2}
\end{equation*}
$$

Let, in addition, $c(\cdot, \cdot)$ be a positive bounded function defined on the graph $\left\{(x, v) ; x \in \mathbf{R}^{n}, v \in \Gamma(x)\right\}$ of the multifunction $\Gamma(\cdot)$, satisfying the following conditions:

$$
\begin{equation*}
c(x, v)+c(v, w) \geq c(x, w), \quad x \in \mathbf{R}^{n}, v \in \Gamma(x), w \in \Gamma(v) \tag{2.3}
\end{equation*}
$$

there exists $\gamma>0$, such that $c(x, w) \geq \gamma$ for $x \in \mathbf{R}^{n}, w \in \Gamma(x)$.
Elements of the set $\Gamma(x)$ can be interpreted as those states of $\mathbf{R}^{n}$ to which one can shift immediately the state $x$ and $c(x, v)$, the cost of the shift from $x$ to $v$.

An impulse strategy $\pi$ will be defined as a set of three sequences: a nondecreasing sequence ( $t_{m}$ ) of numbers from $[0, \infty)$ and two sequences $\left(x_{m}\right)$ and $\left(w_{m}\right)$ of elements of $\mathbf{R}^{n} \cup\{\Delta\}$ (where $\Delta$ is an additional point outside of $\mathbf{R}^{\boldsymbol{n}}$ ), satisfying the following conditions:

$$
\begin{align*}
& \text { if } t_{m}<+\infty, \text { then } t_{m+1}>t_{m}  \tag{2.5}\\
& \text { if } t_{m}=+\infty, \text { then } x_{m}=z_{m}=\Delta \text {; }  \tag{2.6}\\
& \text { if } t_{1}=0, \text { then } x_{1}=x \text { and } w_{1} \in \Gamma(x)  \tag{2.7}\\
& \text { if } 0<t_{1}<+\infty, \text { then } x_{1}=z^{x}\left(t_{1}\right), w_{1} \in \Gamma\left(x_{1}\right) \text { and }  \tag{2.8}\\
& \text { if } m>1 \text {, and } t_{m}<+\infty \text {, then }
\end{align*}
$$

$$
x_{m}=z^{w_{m-1}}\left(t_{m}-t_{m-1}\right), \quad w_{m} \in \Gamma\left(x_{m}\right)
$$

The number $t_{m}$ should be interpreted as the moment of the $\boldsymbol{m}$-th impulse, identical with an immediate shift from $x_{m}$ to $w_{m}$. An arbitrary impulse trajectory $\pi$ determines, together with the initial state $x$, the output strategy $y^{\pi, x}(t), t \geq 0$, by the formulae

$$
\begin{aligned}
y^{\pi, x}(t) & =z^{x}(t) \quad \text { for } t \in\left[0, t_{1}\right) \\
y^{x, x}(t) & =z^{w_{m-1}}\left(t-t_{m-1}\right) \quad \text { for } t \in\left[t_{m-1}, t_{m}\right), m=2,3, \ldots, \\
y^{\pi, x}(+\infty) & =\Delta
\end{aligned}
$$

With the strategy $\pi$ we associate the following cosi functional

$$
J_{T}(\pi, x)=\int_{0}^{T} e^{-\alpha t} g\left(y^{\pi, x}(t)\right) d t+\sum_{t_{m} \leq T} e^{-\alpha t_{m}} c\left(x_{m}, w_{m}\right), \quad \alpha>0
$$

where $g$ is a nonnegative function, $\alpha$ is a positive constant and $T \leq+\infty$. We assume also that $c(\Delta, \Delta)=0$.

It is our aim to find a strategy minimizing $J_{T}(\cdot, x)$. We consider first the case of the infinite control interval, $T=+\infty$. The case of finite $T<+\infty$ will be analysed in $\S 3.3$ by the maximum principle approach. Instead of $J_{T}$ we write simply $J$.

An important class of impulse strategies form the stationary strategies. Optimal strategies often are stationary. To define a stationary strategy we start from a closed set $K \subset \mathbf{R}^{n}$ and a mapping $S: K \longrightarrow \mathbf{R}^{n}$ such that $S(x) \in \Gamma(x) \backslash K, x \in K$, and define sequences $\left(t_{m}\right),\left(x_{m}\right)$ and $\left(w_{m}\right)$ as follows. Let the starting point be $x$. If $x \in K$ then $t_{1}=0, x_{1}=$ $x$ and $w_{1}=S\left(x_{1}\right)$. If $x \notin K$ then $t_{1}=\inf \left\{t \geq 0 ; z^{x}(t) \in K\right\}$ and if $t_{1}<+\infty$ then $x_{1}=z^{x}\left(t_{1}\right)$ and $w_{1}=S\left(x_{1}\right)$; if $t_{1}=+\infty$ then we define $x_{1}=\Delta, w_{1}=\Delta$. Suppose that sequences $t_{1}, \ldots, t_{m}, x_{1}, \ldots, x_{m}$ and $w_{1}, \ldots, w_{m}$ have been defined. We can assume that $t_{m}<+\infty$. Let us define $\tilde{t}_{m}=\inf \left\{t \geq 0 ; z^{w_{m}}(t) \in K\right\}, t_{m+1}=t_{m}+\tilde{t}_{m}$, and if $\tilde{t}_{m}<+\infty$ then $x_{m+1}=z^{w_{m}}\left(\tilde{t}_{m}\right), w_{m+1}=S\left(x_{m+1}\right)$; if $\tilde{t}_{m}=+\infty$ then we set $t_{m+1}=+\infty$, $x_{m+1}=\Delta=w_{m+1}$.

To formulate the basic existence result it is convenient to introduce two more conditions.

For an arbitrary nonnegative and bounded continuous function $v$,

$$
\begin{equation*}
M v(x)=\inf \{v(z)+c(x, z) ; z \in \Gamma(x)\}, x \in \mathbf{R}^{n}, \text { is continuous. } \tag{2.9}
\end{equation*}
$$

For arbitrary $x \in \mathbf{R}^{n}$, the set $\Gamma(x)$ is compact and the function $c(x, \cdot)$ is continuous on $\Gamma(x)$.

Theorem 2.1 Assume that $g$ is a nonnegative, continuous and bounded function and that $f$ satisfies the Lipschitz condition and conditions (2.9) and (2.10). Then
(i) The equation

$$
\begin{equation*}
v(x)=\inf _{t \geq 0} \int_{0}^{t} e^{-\alpha s} g\left(z^{x}(s)\right) d s+e^{-\alpha t} M v\left(z^{x}(t)\right), \quad x \in \mathbf{R}^{n} \tag{2.11}
\end{equation*}
$$

has exactly one nonnegative, continuous and bounded solution $v=\hat{v}$.
(ii) For arbitrary $x$ in the set

$$
\hat{K}=\{x ; \hat{v}(x)=M \hat{v}(x)\}
$$

there exists an element $\hat{S}(x) \in \Gamma(\hat{x}) \backslash \hat{K}$ such that $M \hat{v}(x)=\hat{v}(x)=$ $c(x, \hat{S}(x))+\hat{v}(\hat{S}(x))$, and the stationary strategy $\hat{\pi}$ determined by $\hat{K}$ and $\hat{S}$ is an optimal one.
Remark. Equation (2.11) is the Bellman equation corresponding to the problem of the impulse control on the infinite time interval. In a heuristic way one derives it as follows.

Assume that $v(x)$ is the minimal value of the function $J(x, \cdot)$, and consider a strategy which consists first of the shift at moment $t \geq 0$ from the current state $z^{x}(t)$ to a point $w \in \Gamma\left(z^{x}(t)\right)$ and then of an application of the optimal strategy corresponding to the new initial state $w$. The total cost associated with this strategy is equal to

$$
\int_{0}^{t} e^{-\alpha s} g\left(z^{x}(s)\right) d s+e^{-\alpha t}\left[c\left(z^{x}(t), w\right)+v(w)\right]
$$

Minimizing the above expression with respect to $t$ and $w$ we obtain $v(x)$, hence equation (2.11) follows. These arguments are incomplete because in particular they assume the existence of optimal strategies for an arbitrary initial condition $x \in \mathbf{R}^{n}$.

To prove the theorem we will need several results of independent interest.

## §2.2. An optimal stopping problem

Let us assume that a continuous and bounded function $\varphi$ on $\mathbf{R}^{\boldsymbol{n}}$ is given, and consider, for arbitrary $x \in \mathbf{R}^{n}$, the question of finding a number $t \geq 0$, at which the infimum

$$
\begin{equation*}
\inf \left\{e^{-\alpha t} \varphi\left(z^{x}(t)\right) ; t \geq 0\right\}=\Phi(x) \tag{2.12}
\end{equation*}
$$

is attained in addition to the minimal value $\Phi(x)$.

The following result holds.
Lemma 2.1. Assume that $f$ is Lipschitz continuous, $\varphi$ continuous and bounded and $\alpha$ a positive number. Then the function $\Phi$ defined by (2.12) is continuous. Let $K=\left\{x \in \mathbf{R}^{n} ; \Phi(x)=\varphi(x)\right\}$ and

$$
t(x)=\left\{\begin{array}{l}
\inf \left\{t \geq 0 ; z^{x}(t) \in K\right\} \\
+\infty, \text { if } z^{x}(t) \notin K \text { for all } t \geq 0
\end{array}\right.
$$

If $t(x)<+\infty$ then $\Phi(x)=e^{-\alpha t(x)} \varphi\left(z^{x}(t(x))\right)$; if $t(x)=+\infty$ then $\varphi\left(z^{x}(t)\right)>0$ for $t>0$, and $\Phi(x)=0$.
Proof. Note that for $x, w \in \mathbf{R}^{n}$

$$
|\Phi(x)-\Phi(w)| \leq \sup _{t \geq 0}\left(e^{-\alpha t}\left|\varphi\left(z^{x}(t)\right)-\varphi\left(z^{w}(t)\right)\right|\right)
$$

If $x_{m} \longrightarrow w$, then $z^{x_{m}} \longrightarrow z^{w}$ uniformly on an arbitrary finite interval $[0, T], T<+\infty$. The continuity of $\varphi$ and positivity of $\alpha$ imply that $\Phi\left(x_{m}\right) \longrightarrow \Phi(w)$. Therefore $\Phi$ is a continuous function and the set $K$ is closed. Note also that if $t \leq t(x)<+\infty$ then

$$
\begin{equation*}
\Phi(x)=e^{-\alpha t} \Phi\left(z^{x}(t)\right) \tag{2.13}
\end{equation*}
$$

This follows from the identities

$$
\begin{aligned}
\Phi\left(z^{x}(t)\right) & =\inf _{s \geq 0} e^{-\alpha s} \Phi\left(z^{x}(s+t)\right) \\
& =e^{\alpha t} \inf _{s \geq 0} e^{-\alpha(s+t)} \Phi\left(z^{x}(s+t)\right)=e^{\alpha t} \Phi(x)
\end{aligned}
$$

The formula (2.13) implies the remaining parts of the lemma.
Lemma 2.1 states that the solution to the problem (2.12) is given by the first hitting time of the coincidence set

$$
K=\{x ; \Phi(x)=\varphi(x)\}
$$

## § 2.3. Iterations of convex mappings

The existence of a solution to equation (2.11) will be a corollary of the general results on convex transformations.

Let $\mathcal{K}$ be a convex cone included in a linear space $\mathcal{L}$. Hence if $x, y \in \mathcal{K}$ and $\alpha, \beta \geq 0$ then $\alpha x+\beta y \in \mathcal{K}$. In $\mathcal{L}$ we introduce a relation $\geq$ :

$$
x \geq y \text { if and only if } x-y \in \mathcal{K}
$$

Let $\mathcal{A}$ be a transformation from $\mathcal{K}$ into $\mathcal{K}$. We say that $\mathcal{A}$ is monotonic if for arbitrary $x \geq y, \mathcal{A}(x) \geq \mathcal{A}(y)$. In a similar way the transformation $\mathcal{A}$ is called concave if for arbitrary $x, y \in \mathcal{K}$ and $\alpha, \beta \geq 0, \alpha+\beta=1$,

$$
\mathcal{A}(\alpha x+\beta y) \geq \alpha \mathcal{A}(x)+\beta \mathcal{A}(y)
$$

Lemma 2.2. Assume that a mapping $\mathcal{A}: \mathcal{K} \longrightarrow \mathcal{K}$ is monotonic and concave. If for an element $h \in \mathcal{K}, h \geq \mathcal{A}(h)$, and for some $\delta>0$, $\delta h \leq \mathcal{A}(0)$, then there exists $\gamma \in(0,1)$ such that

$$
\begin{equation*}
0 \leq \mathcal{A}^{m-1}(h)-\mathcal{A}^{m}(h) \leq \gamma^{m} \mathcal{A}^{m-1}(h) \quad \text { for } m=1,2, \ldots \tag{2.14}
\end{equation*}
$$

Proof. We can assume that $\delta \in(0,1)$. We show that (2.14) holds with $\gamma=1-\delta$. For $m=1$ inequalities (2.14) take the forms

$$
0 \leq h-\mathcal{A}(h) \leq \gamma h
$$

and therefore (2.14) follows from the assumptions. If (2.14) holds for some $m$ then also

$$
\left(1-\gamma^{m}\right) \mathcal{A}^{m-1}(h)+\gamma^{m} 0 \leq \mathcal{A}^{m}(h)
$$

It follows, from the monotonicity and concavity of $\mathcal{A}$, that

$$
\mathcal{A}^{m+1}(h) \geq\left(1-\gamma^{m}\right) \mathcal{A}^{m}(h)+\gamma^{m} \mathcal{A}(0)
$$

or, equivalently, that

$$
\mathcal{A}^{m}(h)-\mathcal{A}^{m+1}(h) \leq \gamma^{m} \mathcal{A}^{m}(h)-\gamma^{m} \mathcal{A}(0)
$$

It suffices therefore to show that

$$
\gamma^{m} \mathcal{A}^{m}(h)-\gamma^{m} \mathcal{A}(0) \leq \gamma^{m+1} \mathcal{A}^{m}(h)
$$

or that

$$
\begin{equation*}
(1-\gamma) \mathcal{A}^{m}(h) \leq \mathcal{A}(0) \tag{2.15}
\end{equation*}
$$

Since $1-\gamma=\delta$ and $\mathcal{A}^{m}(h) \leq h$, the inequality (2.15) holds. This finishes the proof of the lemma.

## §2.4. The proof of Theorem 2.1

(i) We have to prove the existence of a solution to (2.11) in the class of all nonnegative continuous and bounded functions $v$. For this purpose, define $\mathcal{L}$ as the space of all continuous and bounded functions on $\mathbf{R}^{\boldsymbol{n}}$ and
$\mathcal{K} \subset \mathcal{L}$ as the cone of all nonnegative functions from $\mathcal{L}$. For arbitrary $v \in \mathcal{K}$ we set

$$
\mathcal{A} v(x)=\inf _{t \geq 0}\left(\int_{0}^{t} e^{-\alpha s} g\left(z^{x}(s)\right) d s+e^{-\alpha t} M v\left(z^{x}(t)\right)\right) .
$$

Then equation (2.11) is equivalent to

$$
v(x)=\mathcal{A} v(x), \quad x \in \mathbf{R}^{n}
$$

Since $g \geq 0$, the solution $v$ has to be nonnegative, and a function $h$ defined by the formula

$$
h(x)=\int_{0}^{+\infty} e^{-\alpha s} g\left(z^{x}(s)\right) d s, \quad x \in \mathbf{R}^{n}
$$

is in $\mathcal{K}$.
We check easily that, for $x \in \mathbf{R}^{n}$,

$$
\begin{equation*}
\mathcal{A} v(x)=h(x)+\inf _{t \geq 0}\left(e^{-\alpha t}(M v-h)\left(z^{x}(t)\right)\right) . \tag{2.16}
\end{equation*}
$$

Therefore, by (2.9) and Lemma 2.1, the function $\mathcal{A}(v)$ is bounded and continuous for arbitrary $v \in \mathcal{K}$. Hence $\mathcal{A}$ transforms $\mathcal{K}$ into $\mathcal{K}$. Monotonicity of $M$ implies that $\mathcal{A}$ is monotonic.

To show that the transformation $\mathcal{A}$ is concave, remark that for nonnegative numbers $\beta, \gamma, \beta+\gamma=1$ and for functions $v_{1}, v_{2} \in \mathcal{K}$,

$$
M\left(\beta v_{1}+\gamma v_{2}\right)(x) \geq \beta M v_{1}(x)+\gamma M v_{2}(x), \quad x \in \mathbf{R}^{n}
$$

Therefore, for arbitrary $t \geq 0$

$$
\begin{aligned}
& \int_{0}^{t} e^{-\alpha s} g\left(z^{x}(s)\right) d s+e^{-\alpha t} M\left(\beta v_{1}+\gamma v_{2}\right)\left(z^{x}(t)\right) \\
& \geq \beta {\left[\int_{0}^{t} e^{-\alpha s} g\left(z^{x}(s)\right) d s+e^{-\alpha t} M v_{1}\left(z^{x}(t)\right)\right] } \\
&+\gamma\left[\int_{0}^{t} e^{-\alpha s} g\left(z^{x}(s)\right) d s+e^{-\alpha t} M v_{2}\left(z^{x}(t)\right)\right] \\
& \geq \beta \mathcal{A} v_{1}(x)+\gamma \mathcal{A} v_{2}(x), \quad x \in \mathbf{R}^{n}
\end{aligned}
$$

By the definition of $\mathcal{A}$,

$$
\mathcal{A}\left(\beta v_{1}+\gamma v_{2}\right)(x) \geq \beta \mathcal{A} v_{1}(x)+\gamma \mathcal{A} v_{2}(x), \quad x \in \mathbf{R}^{n}
$$

the required concavity.

It follows, from the definition of $h$, that $\mathcal{A}(h) \leq h$. On the other hand, for $v=0$ and arbitrary $t \geq 0$,

$$
\begin{aligned}
& \int_{0}^{t} e^{-\alpha s} g\left(z^{x}(s)\right) d s+e^{-\alpha T} M(0)(x) \\
& \quad \geq \int_{0}^{t} e^{-\alpha s} g\left(z^{x}(s)\right) d s+e^{-\alpha t} \gamma \geq h(x)+e^{-\alpha t}(\gamma-h)\left(z^{x}(t)\right)
\end{aligned}
$$

where $\gamma$ is a positive lower bound for $c(\cdot, \cdot)$. Let $\delta \in(0,1)$ be such that $\delta h \leq \gamma$. Since $h(x) \geq e^{-\alpha t} h\left(z^{x}(t)\right), t \geq 0$, so finally
$\int_{0}^{t} e^{-\alpha s} g\left(z^{x}(s)\right) d s+e^{-\alpha t} M(0)(x) \geq h(x)+(\delta-1) e^{-\alpha t} h\left(z^{x}(t)\right) \geq \delta h(x)$,
and $\mathcal{A}(0) \geq \delta h$.
All the conditions of Lemma 2.2 are satisfied and therefore the sequence $\left(\mathcal{A}^{m}(h)\right)$ is uniformly convergent to a continuous, bounded and nonnegative function $\hat{v}$. It is not difficult to see that if $v_{2} \geq v_{1} \geq 0$ then

$$
0 \leq \mathcal{A}\left(v_{2}\right)-\mathcal{A}\left(v_{1}\right) \leq\left\|v_{2}-v_{1}\right\|
$$

In a similar way, for $m=1,2, \ldots$,

$$
0 \leq \mathcal{A}^{m+1}(h)-\mathcal{A}(\hat{v}) \leq\left\|\mathcal{A}^{m} h-\hat{v}\right\|,
$$

and therefore $\hat{v}=\mathcal{A}(\hat{v})$. This way we have shown that there exists a solution of (2.11) in the set $\mathcal{K}$. This finishes the proof of (i).
(ii) Since $\hat{v} \in \mathcal{K}$, the set

$$
\hat{K}=\{x ; \hat{v}(x)=M \hat{v}(x)\}
$$

is closed by condition (2.9).
We show first that there exists a function $\hat{S}(\cdot)$ with the properties required by the theorem. By (2.10), function $c(x, \cdot)+\hat{v}(\cdot)$ attains its minimum at the point $w_{1} \in \Gamma(x)$. Hence

$$
c\left(x, w_{1}\right)+\hat{v}\left(w_{1}\right)=\hat{v}(x)
$$

If $w_{1} \in \hat{K}$, then there exists an element $w_{2} \in \Gamma\left(w_{1}\right)$ such that

$$
c\left(w_{1}, w_{2}\right)+\hat{v}\left(w_{2}\right)=\hat{v}\left(w_{1}\right)
$$

More generally, assume that $w_{2}, \ldots, w_{m}$ are elements such that

$$
c\left(w_{i}, w_{i+1}\right)+\hat{v}\left(w_{i+1}\right)=\hat{v}\left(w_{i}\right)
$$

and $w_{i+1} \in \Gamma\left(w_{i}\right) \cap \hat{K}, i=1,2, \ldots, m-1$. Adding the above identities we obtain

$$
c\left(x, w_{1}\right)+c\left(w_{1}, w_{2}\right)+\ldots+c\left(w_{m-1}, w_{m}\right)+\hat{v}\left(w_{m}\right)=\hat{v}\left(w_{1}\right)
$$

Since $\hat{v}$ is nonnegative and $c(\cdot, \cdot) \geq \gamma>0$,

$$
\gamma m \leq \hat{v}\left(w_{1}\right)
$$

Therefore for some $m, w_{m} \in \Gamma\left(w_{m-1}\right)$ and $w_{m} \notin \hat{K}$. In addition,

$$
c\left(w_{m-1}, w_{m}\right)+\hat{v}\left(w_{m}\right)=\hat{v}\left(w_{m-1}\right)
$$

Since $w_{m} \in \Gamma(x)$, by (2.3),

$$
\begin{aligned}
c\left(x, w_{1}\right)+\ldots+c\left(w_{m-1}, w_{m}\right) & \geq c\left(x, w_{m}\right) \\
c\left(x, w_{m}\right)+\hat{v}\left(w_{m}\right) & \leq \hat{v}(x)
\end{aligned}
$$

and

$$
c\left(x, w_{m}\right)+\hat{v}\left(w_{m}\right)=\hat{v}(x)
$$

Hence a function $\hat{S}$ with the required properties exists.
We finally show that if $\hat{v} \in \mathcal{K}$ is a solution to (2.11) then, for arbitrary $x \in \mathbf{R}^{n}$ and the stationary strategy $\hat{\pi}$ determined by $\hat{K}, \hat{S}$,

$$
J(\hat{\pi}, x)=\hat{v}(x)
$$

Let $\hat{t}_{1}, \hat{t}_{2}, \ldots$ and $\left(\hat{x}_{1}, \hat{w}_{1}\right),\left(\hat{x}_{2}, \hat{w}_{2}\right), \ldots$ be elements of the stationary strategy. Then for arbitrary finite $\hat{t}_{m}$

$$
\begin{equation*}
\hat{v}(x)=\int_{0}^{\hat{i}_{m}} e^{-\alpha s} g\left(y^{\hat{\pi}, x}(s)\right) d s+\sum_{i=1}^{m} e^{-\alpha \hat{t}_{i}} c\left(\hat{x}_{i}, \hat{w}_{i}\right)+e^{-\alpha \hat{i}_{m}} \hat{v}\left(\hat{w}_{m}\right) \tag{2.17}
\end{equation*}
$$

To check that (2.17) holds assume first that $m=1$. If $\hat{t}_{1}=0$, then $x=$ $\hat{x}_{1} \in \hat{K}$ and $\hat{w}_{1}=\hat{S}\left(\hat{x}_{1}\right)$. Hence

$$
\hat{v}(x)=\hat{v}\left(\hat{x}_{1}\right)=c\left(\hat{x}_{1}, \hat{w}_{1}\right)+\hat{v}\left(\hat{w}_{1}\right)
$$

If $0<\hat{t}_{1}<+\infty$, then $x \notin \hat{K}$ and $\hat{t}_{1}=\inf \left\{t \geq 0 ; z^{x}(t) \in \hat{K}\right\}$. It follows from equation (2.11) and Lemma 2.1 that

$$
\hat{v}(x)=\int_{0}^{i_{1}} e^{-\alpha s} g\left(z^{x}(s)\right) d s+e^{-\alpha \hat{t}_{0}} M \hat{v}\left(z^{x}\left(\hat{t}_{1}\right)\right)
$$

However $\hat{x}_{1}=z^{x}\left(\hat{t}_{1}\right), \hat{w}_{1}=\hat{S}\left(\hat{x}_{1}\right)$ and

$$
\hat{v}\left(\hat{x}_{1}\right)=M \hat{v}\left(\hat{x}_{1}\right)=c\left(\hat{x}_{1}, \hat{w}_{1}\right)+\hat{v}\left(\hat{w}_{1}\right) ;
$$

consequently,

$$
\hat{v}(x)=\int_{0}^{\hat{t}_{1}} e^{-\alpha s} g\left(z^{x}(s)\right) d s+e^{-\alpha \hat{t}_{1}} c(\hat{x}, \hat{z})+e^{-\alpha \hat{t}_{1}} \hat{v}\left(\hat{z}_{1}\right) .
$$

Similarly, if (2.17) holds for some $m$ and $\hat{t}_{m+1}<+\infty$ then

$$
\hat{t}_{m+1}-\hat{t}_{m}=\inf \left\{t \geq 0 ; z^{\hat{w}_{m}}(t) \in \hat{K}\right\}=\hat{t}\left(\hat{w}_{m}\right)
$$

and, by the Bellman equation (2.11),

$$
\hat{v}\left(\hat{w}_{m}\right)=\int_{0}^{\hat{t}\left(\hat{w}_{m}\right)} e^{-\alpha s} g\left(z^{\hat{w}_{m}}(s)\right) d s+e^{-\alpha\left(\hat{t}\left(\hat{w}_{m}\right)\right)} M \hat{v}\left(z^{\hat{w}_{m}}\left(\hat{t}\left(\hat{w}_{m}\right)\right)\right)
$$

Since $y^{\hat{w}_{m}}\left(\hat{t}\left(\hat{w}_{m}\right)\right)=\hat{x}_{m+1}$ and

$$
\hat{v}\left(\hat{x}_{m+1}\right)=M \hat{v}\left(\hat{x}_{m+1}\right)=c\left(\hat{x}_{m+1}, \hat{w}_{m+1}\right)+\hat{v}\left(\hat{w}_{m+1}\right),
$$

therefore

$$
\begin{aligned}
\hat{v}(x)= & \int_{0}^{i_{m}} e^{-\alpha s} g\left(y^{\hat{\pi}, x}(s)\right) d s+\sum_{i=0}^{m} e^{-\alpha \hat{t}_{i}} c\left(\hat{x}_{i}, \hat{w}_{i}\right) \\
& +e^{-\alpha \hat{i}_{m}}\left\{\int_{0}^{\hat{i}_{m+1}-\hat{i}_{m}} e^{-\alpha s} g\left(z^{\hat{w}_{m}}(s)\right) d s\right. \\
& \left.+e^{-\alpha\left(\hat{i}_{m+1}-\hat{i}_{m}\right)}\left(c\left(\hat{x}_{m+1}, \hat{w}_{m+1}\right)+\hat{v}\left(\hat{w}_{m+1}\right)\right)\right\} .
\end{aligned}
$$

By the very definition of the strategy $\hat{\pi}$ we see that (2.17) holds for $m+1$ and thus for all $m=1,2, \ldots$.

In exactly the same way we show that for arbitrary strategy $\pi$ and finite $\boldsymbol{t}_{\boldsymbol{m}}$,

$$
\hat{v}(x) \leq \int_{0}^{t_{m}} e^{-\alpha s} g\left(y^{\pi, x}(s)\right) d s+\sum_{i=0}^{m} e^{-\alpha t_{i}} c\left(x_{i}, w_{i}\right)+e^{-\alpha t_{m}} \hat{v}\left(w_{m}\right)
$$

To prove that

$$
\hat{v}(x)=J(\hat{\pi}, x)
$$

assume for instance that $\hat{t}_{m}<+\infty$ for $m=1,2, \ldots$. Since

$$
+\infty>\hat{v}(x) \geq \sum_{i=0}^{m} e^{-\alpha \hat{t}_{i}} c\left(\hat{x}_{i}, \hat{w}_{i}\right) \geq \gamma \sum_{i=0}^{m} e^{-\alpha \hat{t}_{i}}
$$

$\hat{t}_{m} \dagger+\infty$. Letting $m$ tend to $+\infty$ in (2.17), we obtain

$$
\hat{v}(x)=\int_{0}^{+\infty} e^{-\alpha s} g\left(y^{\dot{\pi}, x}(s)\right) d s+\sum_{i=0}^{+\infty} e^{-\alpha \hat{t}_{i}} c\left(\hat{x}_{i}, \hat{w}_{i}\right)
$$

Similarly, if $\hat{t}_{1}=+\infty$ then $z^{x}(t) \notin \hat{K}$ for arbitrary $t \geq 0$. Lemma 2.1 and equation (2.11) imply

$$
\hat{v}(x)=\int_{0}^{+\infty} e^{-\alpha s} g\left(z^{x}(s)\right) d s=J(\hat{\pi}, x)
$$

If, finally, $\hat{t}_{1}<\hat{t}_{2}<\ldots<\hat{t}_{m}<\hat{t}_{m+1}=+\infty$, then $z^{\hat{\omega}_{m}}(t) \notin \hat{K}$ for all $t \geq 0$, and

$$
\hat{v}\left(\hat{w}_{m}\right)=\int_{0}^{+\infty} e^{-\alpha s} g\left(z^{\hat{w_{m}} m}(s)\right) d s
$$

By the identity (2.17) we obtain

$$
\begin{aligned}
\hat{v}(x)= & \int_{0}^{\hat{i}_{m}} e^{-\alpha s} g\left(y^{\hat{\pi}, x}(s)\right) d s+\sum_{i=0}^{m} e^{-\alpha \hat{i}_{i}} c\left(\hat{x}_{i}, \hat{w}_{i}\right)+ \\
& +e^{-\alpha \hat{t}_{m}} \int_{0}^{+\infty} e^{-\alpha s} g\left(z^{\hat{w}_{m}}(s)\right) d s=J(\hat{\pi}, x)
\end{aligned}
$$

Arguments of a similar type allow one to show that, for arbitrary strategy $\pi$,

$$
J(\pi, x) \geq \hat{v}(x)
$$

This way we have shown that the strategy $\hat{\pi}$ is optimal and at the same time that $\hat{v}$ is the unique solution of (2.11).
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## Chapter 3

## The maximum principle

The maximum principle is formulated and proved first for control problems with fixed terminal time. As an illustration, a new derivation of the solution to the linear regulator problem is given. Next the maximum principle for impulse control problems and for time optimal problems are discussed. In the latter case an essential role is played by the separation theorems for convex sets.

## §3.1. Control problems with fixed terminal time

We start our discussion of the second approach to the optimality questions (see §1.1) by considering a control system

$$
\begin{equation*}
\dot{y}=f(y, u), \quad y(0)=x \in \mathbf{R}^{n} \tag{3.1}
\end{equation*}
$$

and the cost functional

$$
\begin{equation*}
J_{T}(x, u(\cdot))=\int_{0}^{T} g(y(t), u(t)) d t+G(y(T)) \tag{3.2}
\end{equation*}
$$

with $T>0$, a fixed, finite number. The set of control parameters will be denoted, as before, by $U \subset \mathbf{R}^{m}$, the derivative of $f$, with respect to the state variable, by $f_{x}$ and derivatives of $g$ and $G$ by $g_{x}$ and $G_{x}$.

Here is a version of the maximum principle.
Theorem 3.1. Assume that functions $f, g, G$ and $f_{x}, g_{x}, G_{x}$ are continuous and that a bounded control $\hat{u}(\cdot)$ and the corresponding absolutely continuous solution of (3.1) maximize the functional (3.2). For arbitrary $t \in(0, T)$, such that the left derivative $\frac{d^{-}}{d t} \hat{y}(t)$ exists and is equal to $f(\hat{y}(t), \hat{u}(t))$, the following inequality holds;

$$
\begin{align*}
\langle p(t), f(\hat{y}(t), \hat{u}(t))\rangle & +g(\hat{y}(t), \hat{u}(t)) \\
& \geq \max _{u \in U}(\langle p(t), f(\hat{y}(t), u)\rangle+g(\hat{y}(t), u)) . \tag{3.3}
\end{align*}
$$

In (3.3), $p(t), t \in[0, T]$, stands for the absolutely continuous solution of the equation

$$
\begin{equation*}
\dot{p}=-f_{x}^{*}(\hat{y}, \hat{u}) p-g_{x}^{*}(\hat{y}, \hat{u}) \tag{3.4}
\end{equation*}
$$

with the end condition

$$
\begin{equation*}
p(T)=G_{x}(\hat{y}(T)) \tag{3.5}
\end{equation*}
$$

Remark. Since an arbitrary absolutely continuous function is differentiable almost everywhere, the inequality (3.3) holds for almost all $t \in[0, T]$. Proof. Assume first that $g(x, y)=0$ for $x \in E, u \in U$. Let, for some $t_{0} \in(0, T)$,

$$
\frac{d^{-}}{d t} \hat{y}\left(t_{0}\right)=f\left(\hat{y}\left(t_{0}\right), \hat{u}\left(t_{0}\right)\right) .
$$

For arbitrary control parameter $v \in U$ and sufficiently small $h \geq 0$ define the needle variation of $\hat{u}$ by the formula

$$
u(t, h)= \begin{cases}\hat{u}(t), & \text { if } t \in\left[0, t_{0}-h\right) \\ v, & \text { if } t \in\left[t_{0}-h, t_{0}\right) \\ \hat{u}(t), & \text { if } t \in\left[t_{0}, T\right]\end{cases}
$$

Let $y(\cdot, h)$ be the output corresponding to $u(\cdot, h)$. It is clear that

$$
\begin{equation*}
\frac{d^{+}}{d h} G(y(T, 0)) \leq 0 \tag{3.6}
\end{equation*}
$$

provided that the right derivative in (3.6) exists. To prove that the derivative exists and to find its value, let us remark first that

$$
\begin{aligned}
& y\left(t_{0}, h\right)=\hat{y}\left(t_{0}-h\right)+\int_{t_{0}-h}^{t_{0}} f(y(s, h), v) d s \\
& \hat{y}\left(t_{0}\right)=\hat{y}\left(t_{0}-h\right)+\int_{t_{0}-h}^{t_{0}} f(\hat{y}(s), \hat{u}(s)) d s
\end{aligned}
$$

Taking this into account, we obtain

$$
\begin{align*}
\frac{d^{+}}{d h} y\left(t_{0}, 0\right) & =\lim _{h \downarrow 0} \frac{y\left(t_{0}, h\right)-\hat{y}\left(t_{0}\right)}{h}  \tag{3.7}\\
& =\lim _{h \downharpoonright 0} \frac{y\left(t_{0}, h\right)-\hat{y}\left(t_{0}-h\right)}{h}-\lim _{h \downarrow 0} \frac{\hat{y}\left(t_{0}\right)-\hat{y}\left(t_{0}-h\right)}{h} \\
& =f\left(\hat{y}\left(t_{0}\right), v\right)-f\left(\hat{y}\left(t_{0}\right), \hat{u}\left(t_{0}\right)\right) .
\end{align*}
$$

Moreover, $\frac{d}{d t} y(t, h)=f(y(t, h), \hat{u}(t))$ for almost all $t \in\left[t_{0}, T\right]$, so by Theorem II.1.4, Theorem 1.1.1 and by (3.7)

$$
\frac{d^{+}}{d h} y(T, 0)=S(T) S^{-1}\left(t_{0}\right)\left(f\left(\hat{y}\left(t_{0}\right), v\right)-f\left(\hat{y}\left(t_{0}\right), \hat{u}\left(t_{0}\right)\right),\right.
$$

where $S(\cdot)$ is the fundamental solution of

$$
\dot{q}=f_{x}(\hat{y}, \hat{u}) q
$$

Therefore, the right derivative in (3.6) exists and

$$
\begin{aligned}
\frac{d^{+}}{d h} G(y(T, 0)) & =\left\langle G_{x}(\hat{y}(T)), \frac{d^{+}}{d h} y(T, 0)\right) \\
& =\left\langle G_{x}(\hat{y}(T)), S(T) S^{-1}\left(t_{0}\right)\left(f\left(\hat{y}\left(t_{0}\right), v\right)-f\left(\hat{y}\left(t_{0}\right), \hat{u}\left(t_{0}\right)\right)\right)\right\rangle \\
& =\left\langle S^{*}\left(t_{0}\right)^{-1} S^{*}(T) G_{x}(\hat{y}(T)),\left(f\left(\hat{y}\left(t_{0}\right), v\right)-f\left(\hat{y}\left(t_{0}\right), \hat{u}\left(t_{0}\right)\right)\right)\right\rangle
\end{aligned}
$$

Since the fundamental solution of the equation $\dot{p}=-f_{x}^{*}(\hat{y}, \hat{u}) p$ is equal to $\left(S^{*}(t)\right)^{-1}, t \in[0, T]$, formula (I.1.7) and inequality (3.6) finish the proof of the theorem in the case when $g(x, u)=0, x \in \mathbf{R}^{n}, u \in U$.

The case of the general function $g$ can be reduced to the considered one. To do so we introduce an additional variable $w \in \mathbf{R}^{1}$ and define

$$
\tilde{f}\left(\left[\begin{array}{c}
x \\
w
\end{array}\right], u\right)=\left[\begin{array}{c}
f(x, u) \\
g(x, u)
\end{array}\right], \quad \tilde{G}\left[\begin{array}{c}
x \\
w
\end{array}\right]=G(x)+w, \quad\left[\begin{array}{c}
x \\
w
\end{array}\right] \in \mathbf{R}^{n+1}, u \in U
$$

It is easy to see that the problem of maximization of the function (3.2) for the system (3.1) is equivalent to the problem of maximization of

$$
\widetilde{G}\left[\begin{array}{c}
y(T) \\
w(T)
\end{array}\right]
$$

for the following control system on $\mathbf{R}^{\boldsymbol{n + 1}}$,

$$
\frac{d}{d t}\left[\begin{array}{c}
y \\
w
\end{array}\right]=\tilde{f}\left(\left[\begin{array}{c}
y \\
w
\end{array}\right], u\right)=\left[\begin{array}{l}
f(y, u) \\
g(y, u)
\end{array}\right]
$$

with the initial condition

$$
\left[\begin{array}{c}
y(0) \\
w(0)
\end{array}\right]=\left[\begin{array}{l}
x \\
0
\end{array}\right] \in \mathbf{R}^{n+1}
$$

Applying the simpler version of the theorem, which has just been proved, we obtain the statement of the theorem in the general case.

The obtained result can be reformulated in terms of the Hamiltonian function:

$$
\begin{equation*}
H(x, p, u)=\langle p, f(x, u)\rangle+g(x, u), \quad x \in \mathbf{R}^{n}, u \in U, p \in \mathbf{R}^{n} \tag{3.8}
\end{equation*}
$$

Equations (3.1) and (3.4) are of the following form:

$$
\begin{align*}
& \dot{y}=\frac{\partial H}{\partial p}(y, p, u), \quad y(0)=x  \tag{3.9}\\
& \dot{p}=-\frac{\partial H}{\partial x}(y, p, u), \quad p(T)=G_{x}(y(T)) \tag{3.10}
\end{align*}
$$

and condition (3.3) is equivalent to

$$
\begin{equation*}
\max _{u \in U} H(\hat{y}, \hat{p}, u)=H(\hat{y}, \hat{p}, \hat{u}) \tag{3.11}
\end{equation*}
$$

at appropriate points $t \in(0, T)$.

## §3.2. An application of the maximum principle

We will illustrate the maximum principle by applying it to the regulator problem of $\S 1.3$.

Assume that $\hat{u}$ is an optimal control for the linear regulator problem and $\hat{y}$ the corresponding output. Since $f(x, u)=A x+B u, g(x, u)=$ $\langle Q x, x\rangle+\langle R u, u\rangle, G(x)=\left\langle P_{0} x, x\right\rangle, x \in \mathbf{R}^{n}, u \in \mathbf{R}^{m}$, equation (3.4) and the end condition (3.5) are of the form

$$
\begin{align*}
\dot{p} & =-A^{*} p-2 Q \hat{y} \quad \text { na }[0, T]  \tag{3.12}\\
p(T) & =2 P_{0} \hat{y}(T) \tag{3.13}
\end{align*}
$$

In the considered case we minimize the cost functional (3.2) rather than, maximize, and, therefore, inequality (3.3) has to be reversed, and the maximization operation should be changed to the minimization one. Hence for almost all $t \in[0, T]$ we have

$$
\begin{aligned}
\min _{u \in \mathbf{R}^{m}} & {[\langle p(t), A \hat{y}(t)+B u(t)\rangle+\langle Q \hat{y}(t), \hat{y}(t)\rangle+\langle R u, u\rangle] } \\
& =\langle p(t), A \hat{y}(t)+B \hat{u}(t)\rangle+\langle Q \hat{y}(t), \hat{y}(t)\rangle+\langle R \hat{u}(t), \hat{u}(t)\rangle
\end{aligned}
$$

It follows from Lemma 1.2 that the minimum in the above expression is attained at exactly one point $-\frac{1}{2} R^{-1} B^{*} p(t)$. Consequently,

$$
\hat{u}(t)=-\frac{1}{2} R^{-1} B^{*} p(t) \quad \text { for almost all } t \in[0, T]
$$

Taking into account Theorem 3.1 we see that the optimal trajectory $\hat{y}$ and the function $p$ satisfy the following system of equations:

$$
\begin{align*}
& \dot{\hat{y}}=A \hat{y}-\frac{1}{2} B R^{-1} B^{*} p, \quad \hat{y}(0)=x  \tag{3.14}\\
& \dot{p}=-2 Q \hat{y}-A^{*} p, \quad p(T)=2 P_{0} \hat{y}(T) \tag{3.15}
\end{align*}
$$

System (3.14)-(3.15) has a unique solution and therefore determines the optimal trajectory. The exact form of the solution to (3.14)-(3.15) is given by
Lemma 3.1. Let $P(t), t \geq 0$, be the solution to the Riccati equation (3.18). Then

$$
\begin{align*}
& p(t)=2 P(T-t) \hat{y}(t)  \tag{3.16}\\
& \dot{\hat{y}}(t)=\left(A-B R^{-1} B^{*} P(T-t)\right) \hat{y}(t), \quad t \in[0, T] \tag{3.17}
\end{align*}
$$

Proof. We show that (3.14) and (3.15) follow from (3.16) and (3.17). One obtains (3.14) by substituting (3.16) into (3.17). Moreover, taking account of the form of the Riccati equation we have

$$
\begin{aligned}
\dot{p}(t)= & -2 \dot{P}(T-t) \hat{y}(t)+2 P(T-t) \dot{\hat{y}}(t) \\
= & -2\left(A^{*} P(T-t)+P(T-t) A+Q-P(T-t) B R^{-1} B^{*} P(T-t)\right) \hat{y}(t) \\
& +2 P(T-t)\left(A-B R^{-1} B^{*} P(T-t)\right) \hat{y}(t)=-A^{*} p(t)-2 Q \hat{y}(t)
\end{aligned}
$$

for almost all $t \in[0, T]$.
Remark. It follows from the maximum principle that $\hat{u}=-\frac{1}{2} R^{-1} B^{*} p$. But, by (3.16),

$$
\hat{u}(t)=-R^{-1} B^{*} P(T-t) \hat{y}(t), \quad t \in[0, T]
$$

This way we arrive at the optimal control in the feedback form derived earlier using the dynamic programming approach (see Theorem 1.3).
Exercise 3.1. We will solve system (3.14)-(3.15) in the case $n=m=1$, $A=a \in \mathbf{R}, B=1, Q=R=1, P_{0}=0$. Then

$$
\begin{array}{ll}
\dot{\hat{y}}=a \hat{y}-\frac{1}{2} p, & x(0)=x \in \mathbf{R} \\
\dot{p}=-2 \hat{y}-a p, & p(T)=0
\end{array}
$$

Let us remark that the matrix $\left[\begin{array}{cc}a & -\frac{1}{2} \\ -2 & -a\end{array}\right]$ has two eigenvectors

$$
\left[\begin{array}{c}
1 \\
2\left(a-\sqrt{1+a^{2}}\right)
\end{array}\right], \quad\left[\begin{array}{c}
1 \\
2\left(a+\sqrt{1+a^{2}}\right)
\end{array}\right]
$$

corresponding to the eigenvalues $\sqrt{1+a^{2}}$ and $-\sqrt{1+a^{2}}$. Therefore, for some constants $\xi_{1}, \xi_{2}, t \in[0, T]$

$$
\left[\begin{array}{l}
\hat{y}(t) \\
p(t)
\end{array}\right]=e^{t \sqrt{1+a^{2}}}\left[\begin{array}{c}
1 \\
2\left(a-\sqrt{1+a^{2}}\right)
\end{array}\right] \xi_{1}+e^{-t \sqrt{1+a^{2}}}\left[\begin{array}{c}
1 \\
2\left(a+\sqrt{1+a^{2}}\right)
\end{array}\right] \xi_{2}
$$

Since $p(T)=0$ and $\hat{y}(0)=x$,

$$
\begin{aligned}
& \xi_{1}=-e^{-2 T \sqrt{1+a^{2}}} \frac{a+\sqrt{1+a^{2}}}{a-\sqrt{1+a^{2}}} \xi_{2} \\
& \xi_{2}=\left(1-e^{-2 T \sqrt{1+a^{2}}} \frac{a+\sqrt{1+a^{2}}}{a-\sqrt{1+a^{2}}}\right)^{-1} x
\end{aligned}
$$

From the obtained formulae and the relation $\hat{u}=-\frac{1}{2} p$,

$$
\begin{aligned}
& \hat{u}(t)=\frac{\hat{u}(t)}{\hat{y}(t)} \hat{y}(t)=-\frac{p(t)}{2 \hat{y}(t)} \hat{y}(t) \\
& =\frac{e^{2(T-t) \sqrt{1+a^{2}}}-1}{\left(a+\sqrt{1+a^{2}}\right) e^{2(T-t) \sqrt{1+a^{2}}}+\sqrt{1+a^{2}}-a} \hat{y}(t), \quad t \in[0, T] .
\end{aligned}
$$

On the other hand, by Theorem $1.3, \hat{u}(t)=-P(T-t) \hat{y}(t), t \in[0, T]$, where

$$
\dot{P}=1+2 a P-P^{2}, \quad P(0)=0
$$

Hence we arrive at the well known formula

$$
P(t)=\frac{e^{2 t \sqrt{1+a^{2}}}-1}{\left(a+\sqrt{1+a^{2}}\right) e^{2 t \sqrt{1+a^{2}}}+\sqrt{1+a^{2}}-a}, \quad t \geq 0
$$

for the solution of the above Riccati equation.

## §3.3. The maximum principle for impulse control problems

We show now how the idea of the needle variation can be applied to impulse control problems. We assume, as in $\S 2.1$, that the evolution of a control system between impulses is described by the equation

$$
\begin{equation*}
\dot{z}=f(z), \quad z(0)=x \in \mathbf{R}^{n} \tag{3.18}
\end{equation*}
$$

the solution of which will be denoted by $z(t, x), t \in \mathbf{R}$.
It is convenient to assume that there exists a set $U$ and a function $\varphi: \mathbf{R}^{n} \times U \longrightarrow \mathbf{R}^{n}$ such that $x+\varphi(x, U)=\Gamma(x), x \in \mathbf{R}^{n}$, and to identify a shift (impulse) from $x$ to $y \in \Gamma(x)$ with a choice of $u \in U$ such that $y=\varphi(x, u)$. An admissible impulse strategy on $I=[0, T]$ is then completely determined by specifying a sequence of moments $\left(t_{1}, \ldots, t_{m}\right), 0 \leq t_{1}<t_{2}<$ $\ldots<t_{m}<T$ and a sequence $\left(u_{1}, \ldots, u_{m}\right)$ of elements in $U, m=1,2, \ldots$ We will denote it by $\pi\left(t_{1}, \ldots, t_{m} ; u_{1}, \ldots, u_{m}\right)$ and the corresponding output trajectory starting from $x$ by $y(t)=y^{\pi, x}(t), t \in I$. Thus on each of the
intervals $I_{0}=\left[t_{0}, t_{1}\right], I_{k}=\left(t_{k}, t_{k+1}\right], k=1,2, \ldots, m, t_{0}=0, t_{m+1}=T$ the function $y(\cdot)$ satisfies equation (3.18) and boundary conditions

$$
y\left(t_{k}^{+}\right)=y\left(t_{k}\right)+\varphi\left(y\left(t_{k}\right), u_{k}\right), \quad y(0)=x, k=1,2, \ldots, m
$$

To simplify formulations, in contrast to the definition in § 2.1, we assume that output trajectories are left (not right) continuous.

The theorem below formulates necessary conditions which a strategy maximizing a performance functional

$$
\begin{equation*}
J_{T}(x, \pi)=G\left(y^{\pi, x}(T)\right) \tag{3.19}
\end{equation*}
$$

has to satisfy. The case of a more general functional

$$
\begin{align*}
J_{T}(x, \pi)= & \int_{0}^{T} e^{-\alpha t} g\left(y^{\pi, x}(t)\right) d t  \tag{3.20}\\
& +\sum_{j=1}^{m} e^{-\alpha t_{j}} c\left(y^{\pi, x}\left(t_{j}\right), u_{j}\right)+e^{-\alpha T} G\left(y^{\pi, x}(T)\right)
\end{align*}
$$

can be sometimes reduced to the one given by (3.19) (see comments after Theorem 3.2). To be in agreement with the setting of $\S 3.1$ we do maximize rather than minimize the performance functional.
Theorem 3.2. Assume that mappings $f(\cdot)$ and $\varphi(\cdot, u), u \in U$, and the function $G(\cdot)$ are of class $C^{1}$ and that for arbitrary $x \in \mathbf{R}^{n}$ the set $\varphi(x, U)$ is convex. Let $\hat{\pi}=\hat{\pi}\left(\left(\hat{t}_{1}, \ldots, \hat{t}_{m}\right),\left(\hat{u}_{1}, \ldots, \hat{u}_{m}\right)\right)$ be a strategy maximizing (3.19) and $\hat{y}(\cdot)$ the corresponding output trajectory. Then, for arbitrary $k=1,2, \ldots, m$,

$$
\begin{align*}
& \left\langle p\left(t_{k}^{+}\right), \varphi\left(\hat{y}\left(\hat{t}_{k}\right), \hat{u}_{k}\right)\right\rangle \geq \max _{u \in U}\left\langle p\left(\hat{t}_{k}^{+}\right), \varphi\left(\hat{y}\left(\hat{t}_{k}\right), u\right)\right\rangle  \tag{3.21}\\
& \left\langle p\left(\hat{t}_{k}^{+}\right), f\left(\hat{y}\left(\hat{t}_{k}^{+}\right)\right)\right\rangle=\left\langle p\left(\hat{t}_{k}\right), f\left(\hat{y}\left(\hat{t}_{k}\right)\right)\right\rangle, \quad \text { if } t_{k}>0 \tag{3.22}
\end{align*}
$$

If $\hat{t}_{k}=0$ then $=$ in (3.22) has to be replaced by $\geq$.
The function $p(\cdot): I \longrightarrow \mathbf{R}^{n}$ in (3.21) and (3.22) is left continuous and satisfies the equation

$$
\begin{equation*}
\dot{p}=-f_{x}^{*}(\hat{y}) p \tag{3.23}
\end{equation*}
$$

in all intervals $\hat{I}_{0}=\left[0, \hat{t}_{1}\right], \hat{I}_{k}=\left(\hat{t}_{k}, \hat{t}_{k+1}\right], k=1,2, \ldots, m$, with the end conditions

$$
\begin{gather*}
p(T)=G_{x}(\hat{y}(T))  \tag{3.24}\\
p\left(\hat{t}_{k}\right)=p\left(\hat{t}_{k}^{+}\right)+\varphi_{x}^{*}\left(\hat{y}\left(t_{k}\right), \hat{u}_{k}\right) p\left(\hat{t}_{k}^{+}\right), \quad k=1,2, \ldots, m \tag{3.25}
\end{gather*}
$$

Proof. We start from the following lemma which is a direct consequence of Theorem II.1.4 and Theorem I.1.1. The latter also imply that the derivative $z_{x}(t, x)$ exists for arbitrary $t \in \mathbf{R}$ and $x \in \mathbf{R}^{n}$.

Lemma 3.2. Let $\Phi(t, s)=z_{x}(t-s, \hat{y}(s)), t, s \in[0, T]$. Then

$$
\begin{aligned}
p(s) & =\Phi^{*}\left(\hat{t}_{k+1}, s\right) p\left(\hat{t}_{k+1}\right), \quad s \in \hat{I}_{k} \\
p\left(\hat{t}_{k}^{+}\right) & =\Phi^{*}\left(\hat{t}_{k+1}, \hat{t}_{k}^{+}\right) p\left(\hat{t}_{k+1}\right), \quad k=0,1, \ldots, m
\end{aligned}
$$

To prove the theorem we fix $u \in U$, a natural number $k \leq m$ and a number $\varepsilon>0$ such that $\hat{t}_{k-1}+\varepsilon<\hat{t}_{k}<\hat{t}_{k+1}-\varepsilon$. It follows from the convexity of the set $\varphi\left(\hat{y}\left(\hat{t}_{k}\right), U\right)$ that for an arbitrary number $\beta \in[0,1]$ there exists $u(\beta) \in U$ such that

$$
\varphi\left(\hat{y}\left(\hat{t}_{k}\right), \hat{u}_{k}\right)+\beta\left(\varphi\left(\hat{y}\left(\hat{t}_{k}\right), u\right)-\varphi\left(\hat{y}\left(\hat{t}_{k}\right), \hat{u}_{k}\right)\right)=\varphi\left(\hat{y}\left(\hat{t}_{k}\right), u(\beta)\right)
$$

We can asuume that $u(0)=\hat{u}_{k}$ and $u(1)=u$. For arbitrary $\alpha \in\left(\hat{t}_{k}-\right.$ $\varepsilon, \hat{t}_{k}+\varepsilon$ ) and $\beta \in[0,1]$ we define new strategies

$$
\pi^{k-1}(\alpha, \beta), \pi^{k}(\alpha, \beta), \ldots, \pi^{m}(\alpha, \beta)
$$

as follows:

$$
\begin{aligned}
\pi^{k-1}(\alpha, \beta)= & \pi\left(\left(\hat{t}_{1}, \ldots, \hat{t}_{k-1}\right),\left(\hat{u}_{1}, \ldots, \hat{u}_{k-1}\right)\right) \\
\pi^{k}(\alpha, \beta)= & \pi\left(\left(\hat{t}_{1}, \ldots, \hat{t}_{k-1}, \alpha\right),\left(\hat{u}_{1}, \ldots, \hat{u}_{k-1}, u(\beta)\right)\right) \\
\pi^{j}(\alpha, \beta)= & \pi\left(\left(\hat{t}_{1}, \ldots, \hat{t}_{k-1}, \alpha, \hat{t}_{k+1}, \ldots, \hat{t}_{j}\right)\right. \\
& \left.\left(\hat{u}_{1}, \ldots, \hat{u}_{k-1}, u(\beta), \hat{u}_{k+1}, \ldots, \hat{u}_{j}\right)\right), j=k+1, \ldots, m .
\end{aligned}
$$

Denote

$$
y^{j}(t ; \alpha, \beta)=y^{\pi^{j}(\alpha, \beta), x}(t), \quad t \in[0, T], j=k-1, \ldots, m
$$

Then

$$
\hat{y}(t)=y^{m}\left(t ; \hat{t}_{k}, 0\right), \quad t \in[0, T]
$$

For arbitrary $\alpha \in\left(\hat{t}_{k}-\varepsilon, \hat{t}_{k}+\varepsilon\right)$ and $\beta \in[0,1]$

$$
\omega(\alpha, \beta))=G\left(y^{m}(T ; \alpha, \beta)\right) \leq G\left(y^{m}\left(T ; \hat{t}_{k}, 0\right)\right) \leq \omega\left(\hat{t}_{k}, 0\right)
$$

Hence

$$
\begin{gather*}
\frac{\partial \omega}{\partial \alpha}\left(\hat{t}_{k}, 0\right)=0, \quad \text { if } \hat{t}_{k}>0 \\
\frac{\partial \omega}{\partial \alpha}\left(\hat{t}_{k}, 0\right) \leq 0, \quad \text { if } \hat{t}_{k}=0  \tag{3.26}\\
\frac{\partial \omega}{\partial \beta}\left(\hat{t}_{k}, 0\right) \leq 0 \tag{3.27}
\end{gather*}
$$

under the condition that the function $\omega(\cdot, \cdot)$ has partial derivatives at $\left(\hat{t}_{k}, 0\right)$.

The essence of the proof consists in showing that the partial derivatives exist and in calculating their values; it turns out that (3.26) and (3.27) imply (3.22) and (3.21) respectively.

To prove (3.21) define

$$
x(\beta)=\omega\left(\hat{t}_{k}, \beta\right)=G\left(y^{m}\left(T ; \hat{t}_{k}, \beta\right)\right), \quad \beta \in[0,1],
$$

and note that for $\beta \in[0,1]$

$$
\begin{aligned}
\frac{\partial \chi}{\partial \beta}(\beta) & =G_{x}\left(y^{m}\left(T ; \hat{t}_{k}, \beta\right)\right) y_{\beta}^{m}\left(T ; \hat{t}_{k}, \beta\right) \\
& =G_{x}\left(y^{m}\left(T ; \hat{t}_{k}, \beta\right)\right) z_{x}\left(T-\hat{t}_{m}, \delta_{1}(\beta)\right) \frac{\partial}{\partial \beta} \delta_{1}(\beta)
\end{aligned}
$$

where $\delta_{1}(\beta)=y^{m-1}\left(\hat{t}_{m} ; \hat{t}_{k}, \beta\right)+\varphi\left(y^{m-1}\left(\hat{t}_{m} ; \hat{t}_{k}, \beta\right), \hat{u}_{m}\right)$. Thus

$$
\begin{aligned}
\frac{\partial \omega}{\partial \beta}\left(\hat{t}_{k}, 0\right)=\chi_{\beta}(0)= & \left\langle\Phi^{*}\left(T, \hat{t}_{m}^{+}\right) p(T), y_{\beta}^{m-1}\left(\hat{t}_{m} ; \hat{t}_{k}, 0\right)\right. \\
& \left.+\varphi_{x}\left(y^{m-1}\left(\hat{t}_{m} ; \hat{t}_{k}, 0\right), \hat{u}_{m}\right) y_{\beta}^{m-1}\left(\hat{t}_{m} ; \hat{t}_{k}, 0\right)\right\rangle
\end{aligned}
$$

It follows from Lemma 3.2 and condition (3.25) that

$$
\begin{gathered}
\Phi^{*}\left(T, \hat{t}_{m}^{+}\right) p(T)=p\left(\hat{t}_{m}^{+}\right) \\
\varphi_{x}\left(y^{m-1}\left(\hat{t}_{m} ; \hat{t}_{k}, 0\right), \hat{u}_{m}\right) p\left(\hat{t}_{m}^{+}\right)=p\left(\hat{t}_{m}\right)-p\left(\hat{t}_{m}^{+}\right)
\end{gathered}
$$

Therefore

$$
\chi_{\beta}(0)=\left\langle p\left(\hat{t}_{m}\right), y_{\beta}^{m-1}\left(\hat{t}_{m} ; \hat{t}_{k}, 0\right)\right\rangle
$$

By induction, we obtain

$$
\begin{equation*}
\chi_{\beta}(0)=\left\langle p\left(\hat{t}_{k+1}, y_{\beta}^{k}\left(\hat{t}_{k+1} ; \hat{t}_{k}, 0\right)\right\rangle\right. \tag{3.28}
\end{equation*}
$$

Moreover

$$
\begin{equation*}
y^{k}\left(\hat{t}_{k+1} ; \hat{t}_{k}, \beta\right)=z\left(\hat{t}_{k+1}-\hat{t}_{k} ; \delta_{k}(\beta)\right) \tag{3.29}
\end{equation*}
$$

where

$$
\begin{align*}
\delta_{k}(\beta) & =y^{k-1}\left(\hat{t}_{k} ; \hat{t}_{k}, \beta\right)+\varphi\left(y^{k-1}\left(\hat{t}_{k} ; \hat{t}_{k}, \beta\right), u(\beta)\right)  \tag{3.30}\\
& =\hat{y}\left(\hat{t}_{k}\right)+\varphi\left(\hat{y}\left(\hat{t}_{k}\right), \hat{u}_{k}\right)+\beta\left(\varphi\left(\hat{y}\left(\hat{t}_{k}\right), u\right)-\varphi\left(\hat{y}\left(\hat{t}_{k}\right), \hat{u}_{k}\right)\right)
\end{align*}
$$

Taking into account (3.28), (3.29) and (3.30) we finally see that

$$
\begin{aligned}
\chi_{\beta}(0) & =\left\langle\Phi^{*}\left(\hat{t}_{k+1}, \hat{t}_{k}^{+}\right) p\left(\hat{t}_{k+1}\right), \varphi\left(\hat{y}\left(\hat{t}_{k}\right), u\right)-\varphi\left(\hat{y}\left(\hat{t}_{k}\right), \hat{u}_{k}\right)\right\rangle \\
& =\left\langle p\left(\hat{t}_{k}^{+}\right), \varphi\left(\hat{y}\left(\hat{t}_{k}\right), u\right)-\varphi\left(\hat{y}\left(\hat{t}_{k}\right), \hat{u}_{k}\right)\right\rangle .
\end{aligned}
$$

Hence (3.21) follows.
To prove (3.22) define

$$
\psi(\alpha)=\omega(\alpha, 0)=G\left(y^{m}(T ; \alpha, 0)\right), \quad \alpha \in\left(\hat{t}_{k}-\varepsilon, \hat{t}_{k}+\varepsilon\right)
$$

Then

$$
\begin{aligned}
\frac{\partial \psi}{\partial \alpha}(\alpha) & =G_{x}\left(y^{1}(T ; \alpha, 0)\right) \frac{\partial y^{m}}{\partial \alpha}(T ; \alpha, 0) \\
& =G_{x}\left(y^{1}(T ; \alpha, 0) z_{x}\left(T-\hat{t}_{m} ; \gamma_{1}(\alpha)\right) \frac{\partial \gamma_{1}}{\partial \alpha}(\alpha)\right.
\end{aligned}
$$

where

$$
\gamma_{1}(\alpha)=y^{m-1}\left(\hat{t}_{m} ; \alpha, 0\right)+\varphi\left(y^{m-1}\left(\hat{t}_{m} ; \alpha, 0\right)\right)
$$

Consequently, by Lemma 3.2 and formula (3.25),

$$
\begin{aligned}
\frac{\partial \psi}{\partial \alpha} & =\left\langle p\left(\hat{t}_{m}^{+}\right), y_{\alpha}^{m-1}\left(\hat{t}_{m} ; \hat{t}_{k}, 0\right)\right\rangle+\left\langle p\left(\hat{t}_{m}\right)-p\left(\hat{t}_{m}^{+}\right), y_{\alpha}^{m-1}\left(\hat{t}_{m} ; \hat{t}_{k}, 0\right)\right\rangle \\
& =\left\langle p\left(\hat{t}_{m}\right), y_{\alpha}^{m-1}\left(\hat{t}_{m} ; \hat{t}_{k}, 0\right)\right\rangle
\end{aligned}
$$

and, again by induction,

$$
\frac{\partial \psi}{\partial \alpha}\left(t_{k}\right)=\left\langle p\left(\hat{t}_{k+1}\right), y_{\alpha}^{k}\left(\hat{t}_{k+1} ; \hat{t}_{k}, 0\right)\right\rangle
$$

Moreover

$$
y^{k}\left(\hat{t}_{k+1} ; \alpha, 0\right)=z\left(\hat{t}_{k+1}-\alpha ; \gamma_{k}(\alpha)\right)
$$

where

$$
\gamma_{k}(\alpha)=y^{k-1}(\alpha ; \alpha, 0)+\varphi\left(y^{k-1}(\alpha ; \alpha, 0), \hat{u}_{k}\right)
$$

Hence

$$
\begin{aligned}
\frac{\partial \psi}{\partial \alpha}\left(t_{k}\right)= & -\left\langle p\left(\hat{t}_{k+1}\right), f\left(\hat{y}\left(\hat{t}_{k+1}\right)\right)\right\rangle+\left\langle p\left(\hat{t}_{k}^{+}\right), f\left(\hat{y}\left(\hat{t}_{k}\right)\right)\right\rangle \\
& +\left\langle p\left(\hat{t}_{k}^{+}\right), \varphi_{x}\left(\hat{y}\left(\hat{t}_{k}\right), \hat{u}_{k}\right) f\left(\hat{y}\left(\hat{t}_{k}\right)\right)\right\rangle
\end{aligned}
$$

Taking into account equation (3.25), we arrive at

$$
\frac{\partial \psi}{\partial \alpha}\left(t_{k}\right)=-\left\langle p\left(\hat{t}_{k+1}\right), f\left(\hat{y}\left(\hat{t}_{k+1}\right)\right)\right\rangle+\left\langle p\left(\hat{t}_{k}\right), f\left(\hat{y}\left(\hat{t}_{k}\right)\right)\right\rangle
$$

On the other hand, the function $\langle p(\cdot), f(\hat{y}(\cdot))\rangle$ is constant on $\left(\hat{t}_{k}, \hat{t}_{k+1}\right]$ and therefore

$$
\left\langle p\left(\hat{t}_{k}^{+}\right), f\left(y\left(\hat{t}_{k}^{+}\right)\right)\right\rangle=\left\langle p\left(\hat{t}_{k+1}\right), f\left(\hat{y}\left(\hat{t}_{k+1}\right)\right)\right\rangle
$$

In addition,

$$
\frac{\partial \psi}{\partial \alpha}\left(t_{k}\right)=\left\langle p\left(\hat{t}_{k}\right), f\left(\hat{y}\left(\hat{t}_{k}\right)\right)\right\rangle-\left\langle p\left(\hat{t}_{k}^{+}\right), f\left(\hat{y}\left(\hat{t}_{k}^{+}\right)\right)\right\rangle
$$

and by (3.26) we finally obtain (3.22).

Remark. Theorem 3.2 can be reformulated in terms of appropriately defined Hamiltonians

$$
H_{1}(x, p)=\langle p, f(x)\rangle, \quad H_{2}(x, p, u)=\langle p, \varphi(x, u)\rangle, \quad x, p \in \mathbf{R}^{n}, u \in U .
$$

The conjugate equation (3.23) is of the form

$$
\dot{p}=-H_{1 x}^{*}(p, \hat{y})
$$

and condition (3.21) expresses the fact that the function $H_{2}\left(p\left(\hat{t}_{k}^{+}\right), \hat{y}\left(\hat{t}_{k}\right), \cdot\right)$ attains its maximal value at $\hat{u}_{k}$.
Remark. To cover the case of general functional (3.20) one has to replace state space $\mathbb{R}^{n}$ by $\mathbb{R}^{n+2}$ and define

$$
\begin{align*}
& \tilde{f}\left[\begin{array}{c}
x \\
x_{n+1} \\
x_{n+2}
\end{array}\right]=\left[\begin{array}{c}
f(x) \\
1 \\
e^{-\alpha x_{n+1}} g(x)
\end{array}\right], \quad \tilde{\varphi}\left(\left[\begin{array}{c}
x \\
x_{n+1} \\
x_{n+2}
\end{array}\right], u\right)=\left[\begin{array}{c}
\varphi(x, u) \\
0 \\
c(x, u)
\end{array}\right], \\
& \widetilde{G}\left[\begin{array}{c}
x \\
x_{n+1} \\
x_{n+2}
\end{array}\right]=x_{n+2}+e^{-\alpha x_{n+1}} G(x), \quad x \in \mathbf{R}^{n}, x_{n+1}, x_{n+2} \in \mathbf{R} \tag{3.31}
\end{align*}
$$

Formulating conditions from Theorem 3.2 for new functions $\tilde{f}, \tilde{\varphi}$ and $\tilde{G}$ we obtain the required maximum principle. The most stringent assumption here is the convexity of $\tilde{\varphi}(x, U)$. It can, however, be omitted, see [48].

## §3.4. Separation theorems

An important role in the following section and in Part IV will be played by separation theorems for convex sets.

Assume that $E$ is a Banach space with the norm \|. \|. The space of all linear and continuous functionals $\varphi$ on $E$ with the norm $\|\varphi\|_{*}=$ $\sup \{|\varphi(x)|:\|x\| \leq 1\}$ will be denoted by $E^{*}$.

Theorem 3.3. Let $K$ and $L$ be disjoint convex subsets of $E$. If the interior of $K$ is nonempty then there exists a functional $\varphi \in E^{*}$ different from zero such that

$$
\begin{equation*}
\varphi(x) \leq \varphi(y) \quad \text { for } x \in K, y \in L \tag{3.32}
\end{equation*}
$$

Proof. Let $x_{0}$ be an interior point of $K$ and $y_{0}$ an arbitrary point of $L$. Then the set $M=K-L+y_{0}-x_{0}=\left\{x-y+y_{0}-x_{0} ; x \in K, y \in L\right\}$ is convex and 0 is its interior point. Define

$$
\begin{equation*}
p(x)=\inf \left\{t>0 ; \frac{x}{t} \in M\right\} \tag{3.33}
\end{equation*}
$$

It is easy to check that

$$
\begin{align*}
p(x+y) & \leq p(x)+p(y), \quad p(\alpha x)=\alpha p(x), \quad x, y \in E, \alpha \geq 0  \tag{3.34}\\
p(x) & \leq c\|x\| \text { for some } c>0 \text { and all } x \in E . \tag{3.35}
\end{align*}
$$

Define on the one dimensional linear space $\left\{\alpha z_{0} ; \alpha \in R\right\}$, where $z_{0}=y_{0}-x_{0}$, a functional $\varphi_{0}$ by setting $\varphi\left(\alpha z_{0}\right)=\alpha, \alpha \in R$. Since $z_{0} \notin M$, for all $\alpha>0$

$$
p\left(\alpha z_{0}\right)=\inf \left\{t>0 ; \frac{\alpha}{t} z_{0} \in M\right\} \geq \alpha=\varphi_{0}\left(\alpha z_{0}\right)
$$

If $\alpha \leq 0$ then

$$
\varphi_{0}\left(\alpha z_{0}\right) \leq 0 \leq p\left(\alpha z_{0}\right)
$$

By Theorem A. 4 (the Hahn-Banach theorem), there exists a linear functional $\varphi$ such that

$$
\begin{equation*}
\varphi(x) \leq p(x), \quad x \in E \tag{3.36}
\end{equation*}
$$

It follows from (3.35) and (3.36) that $\varphi \in E^{*}$. Moreover, for $x \in M$

$$
\begin{equation*}
\varphi(x) \leq p(x)=\inf \left\{t>0 ; \frac{x}{t} \in M\right\} \leq 1 \tag{3.37}
\end{equation*}
$$

Hence from (3.37) and the identity $\varphi\left(z_{0}\right)=1$, for $x \in K$ and $y \in L$,

$$
\varphi\left(x-y+y_{0}-x_{0}\right)=\varphi(x-y)+\varphi\left(z_{0}\right) \leq 1 \leq \varphi\left(z_{0}\right)
$$

(3.32) follows.

If (3.32) holds we say that the functional $\varphi \in E^{*}$ separates the sets $K$ and $L$.

Theorem 3.4. Let $M \subset E$ be a convex set.
(i) If the interior Int $M$ of $M$ is nonempty and $x_{0} \notin \operatorname{Int} M$ then there exists a functional $\varphi \in E^{*}, \varphi \neq 0$ such that

$$
\varphi(x) \leq \varphi\left(x_{0}\right), \quad x \in M
$$

(ii) If a point $x_{0} \in E$ does not belong to the closure of $M$ then there exist a functional $\varphi \in E^{*}, \varphi \neq 0$, and a number $\delta>0$ such that

$$
\varphi(x)+\delta \leq \varphi\left(x_{0}\right), \quad x \in M
$$

Proof. (i) Define $K=\operatorname{Int} M$ and $L=\left\{x_{0}\right\}$. By Theorem 3.3 there exists $\varphi \in E^{*}, \varphi \neq 0$, such that

$$
\begin{equation*}
\varphi(x) \leq \varphi\left(x_{0}\right) \quad \text { for } x \in \operatorname{Int} M \tag{3.38}
\end{equation*}
$$

Since the set $M$ is contained in the closure of Int $M$, inequality (3.38) holds for all $x \in M$.
(ii) For some $r>0$ the closed ball $L=\left\{y \in E ;\left\|y-x_{0}\right\| \leq r\right\}$ is disjoint from $M$. Setting $K=M$ we have from Theorem 3.3 that for some $\varphi \in E^{*}, \varphi \neq 0$, (3.32) holds. Since $\varphi \neq 0$ and $m=\inf \left\{\varphi(y) ;\left\|y-x_{0}\right\| \leq\right.$ $r\}<\varphi\left(x_{0}\right)$, it is sufficient to define $\delta$ as arbitrary positive number smaller than $\varphi\left(x_{0}\right)-m$.
Theorem 3.5. Let $M$ be a convex subset of $E=\mathbf{R}^{\boldsymbol{n}}$. If a point $x_{0} \in M$ is not in the interior of $M$ then there exists a vector $p \in \mathbf{R}^{n}, p \neq 0$, such that

$$
\langle p, x\rangle \leq\left\langle p, x_{0}\right\rangle, \quad x \in M
$$

Proof. If $M$ has a nonempty interior then the result follows from Theorem 3.4(i). If the interior of $M$ is empty then the smallest linear space $E_{0}$ containing all vectors $x-x_{0}, x \in M$, is different from $E$. Therefore there exists a linear functional $\varphi$, different from zero and such that $\varphi(y)=0$ for $y \in E_{0}$. In particular, $\varphi(x)=\varphi\left(x_{0}\right)$ for $x \in M$. The functional $\varphi$ can be represented in the form $\varphi(z)=\langle p, z\rangle, z \in \mathbf{R}^{n}$ for some $p \in \mathbf{R}^{n}$.

## §3.5. Time-optimal problems

There are important optimization problems in control theory which cannot be solved using the idea of the needle variation as these variations are not admissible controls. In such cases it is often helpful to reformulate the problem as a geometric question of finding a supporting hyperplane to a properly defined convex set. We will apply this approach to prove the maximum principle for the so-called time optimal problem.

Let us consider again a linear system

$$
\begin{equation*}
\dot{y}=A y+B u, \quad y(0)=x \tag{3.39}
\end{equation*}
$$

and assume that the set $U \subset \mathbb{R}^{m}$ is convex and compact. Let $\hat{x}$ be a given element of $\mathbf{R}^{n}$ different from $\boldsymbol{x}$. We say that a control $u(\cdot):[0,+\infty) \longrightarrow U$ transfers $x$ to $\hat{x}$ at time $T>0$ if for the corresponding solution $y^{x, u}(\cdot)$ of (3.39), $y^{x, u}(T)=\hat{x}$.

The time-optimal problem consists of finding a control which transfers $x$ to $\hat{x}$ in the minimal time. The following theorem is the original formulation of the maximum principle and is due to L. Pontriagin and his collaborators.
Theorem 3.6. (i) If there exists a control transferring $x$ to $\hat{x}$ then the time-optimal problem has a solution.
(ii) If $\hat{u}(\cdot)$ is a control transferring $x$ to $\hat{x}$ in the minimal time $\hat{T}>0$ then there exists a nonzero vector $\lambda \in \mathbf{R}^{\boldsymbol{n}}$ such that for the solution $p(\cdot)$ of the equation

$$
\begin{equation*}
\dot{p}=-A^{*} p, \quad p(\hat{T})=\lambda \tag{3.40}
\end{equation*}
$$

the identity

$$
\begin{equation*}
\left\langle B^{*} p(t), \hat{u}(t)\right\rangle=\max _{u \in U}\left\langle B^{*} p(t), u\right\rangle \tag{3.41}
\end{equation*}
$$

holds for almost all $t \in[0, \hat{T}]$.
Remark. For a vector $b \in \mathbf{R}^{\boldsymbol{m}}, \boldsymbol{b} \neq 0$, there exists exactly one $(n-1)$ dimensional hyperplane $L(b)$ orthogonal to $b$, supporting $U$ and such that the set $U$ is situated below $L(b)$, the orientation being determined by $b$. The maximum principle (3.41) says that hyperplane $L\left(B^{*} p(t)\right)$ rolling over $U$ touches the set $U$ at the values $\hat{u}(t), t \in[0, \hat{T}]$, of the optimal control. The adjoint equation (3.40) indicates that the rolling hyperplanes are of a special form. It is therefore clear that the maximum principle provides important information about optimal control.
Proof. (i) Let $S(t)=e^{A t}, t \in R$. The solution to (3.9) is of the form

$$
y(t)=S(t)\left[x+\int_{0}^{t} S^{-1}(r) B u(r) d r\right], \quad t \geq 0
$$

For arbitrary $t \geq 0$ define a set $R(t) \subset \mathbf{R}^{n}$ :

$$
R(t)=\left\{\int_{0}^{t} S^{-1}(r) B u(r) d r: u(r) \in U, r \in[0, t]\right\}
$$

We will need several properties of the multivalued function $R(t), t \geq 0$, formulated in the following lemma.
Lemma 3.3. (i) For arbitrary $t \geq 0$ the set $R(t)$ is convex and compact.
(ii) If $x_{m} \longrightarrow a$ and $t_{m} \downarrow t$ as $m \uparrow+\infty$ and $x_{m} \in R\left(t_{m}\right)$ for $m=$ $1,2, \ldots$, then $a \in R(t)$.
(iii) If $a \in \operatorname{Int} R(t)$ for some $t>0$ then $a \in R(s)$ for all $s<t$ sufficiently close to $t$.
Proof. In the proof we need a classic lemma about weak convergence. We recall that a sequence ( $h_{m}$ ) of elements from a Hilbert space $H$ is weakly convergent to $h \in H$ if for arbitrary $x \in H, \lim _{m}\left(h_{m}, x\right\rangle_{H}=\langle h, x\rangle_{H}$, where $\langle\cdot,\rangle_{H}$ denotes the scalar product in $H$.
Lemma 3.4. An arbitrary bounded sequence ( $h_{m}$ ) of elements of a separable Hilbert space $H$ contains a subsequence weakly convergent to an element of $H$.
Proof of Lemma 3.4. Let us consider linear functionals

$$
\varphi_{m}(x)=\left\langle h_{m}, x\right\rangle_{H}, \quad x \in H, m=1,2, \ldots
$$

It easily follows from the separability of $H$ that there exists a subsequence ( $\varphi_{m_{k}}$ ) and a linear subspace $H_{0} \subset H$, dense in $H$, such that the sequence
( $\varphi_{m_{k}}(x)$ ) is convergent for arbitrary $x \in H_{0}$ to its limit $\varphi(x), x \in H_{0}$. Since the sequence ( $h_{m}$ ) is bounded, there exists a constant $c>0$ such that

$$
|\varphi(x)| \leq c|x|_{H}, \quad x \in H_{0}
$$

Therefore the linear functional $\varphi$ has a unique extension to a linear, continuous functional $\tilde{\varphi}$ on $H$. By Theorem A. 7 (the Riesz representation theorem) there exists $h \in H$ such that $\tilde{\varphi}=\langle h, x\rangle_{H} x \in H$. The element $h$ is the weak limit of $\left(h_{m_{k}}\right)$.

Proof of Lemma 3.3. Denote by $U(t)$ the set of all inputs defined on [ $0, t$ ] with values in $U$. It is a bounded, convex and closed subset of the Hilbert space $H=L^{2}\left(0, t ; \mathbf{R}^{n}\right)$. The linear transformation from $H$ into $\mathbf{R}^{n}$

$$
u(\cdot) \longrightarrow \int_{0}^{t} S^{-1}(r) B u(r) d r
$$

maps the convex set $U(t)$ onto a convex set. Hence the set $R(t)$ is convex. It also maps weakly convergent sequences onto weakly convergent ones, and, by Lemma 3.4, the set $R(t)$ is closed. Since $R(t)$ is obviously a bounded set, the proof of (i) is complete.

To prove (ii), remark that

$$
x_{m}=\int_{0}^{t} S^{-1}(r) B u_{m}(r) d r+\int_{t}^{t_{m}} S^{-1}(r) B u_{m}(r) d r=x_{m}^{1}+x_{m}^{2}
$$

for some $u_{m}(\cdot) \in U\left(t_{m}\right), m=1,2, \ldots$ Since $x_{m}^{1} \in R(t), x_{m}^{2} \longrightarrow 0$ and $R(t)$ is a closed set, $a \in R(t)$.

To show (iii), assume, to the contrary, that $a \in \operatorname{Int} R(t)$ but for sequences $t_{m} \dagger t$ and $x_{m} \longrightarrow a, x_{m} \notin R\left(t_{m}\right)$. Since the set $R\left(t_{m}\right)$ is convex, by Theorem 3.5 there exists a vector $p_{m} \in \mathbf{R},\left|p_{m}\right|=1$ such that

$$
\begin{equation*}
\left\langle x-a_{m}, p_{m}\right\rangle \leq 0 \quad \text { for all } x \in R\left(t_{m}\right) \tag{3.42}
\end{equation*}
$$

Without any loss of generality we can assume that $p_{m} \longrightarrow p,|p|=1$. Letting $m$ tend to infinity in (3.42), we obtain that $\langle x-a, p\rangle \leq 0$ for arbitrary $x$ from the closure of $\bigcup_{m} R\left(t_{m}\right)$ and thus for all $x \in R(t)$. Since $a \in R(t), p$ has to be zero, a contradiction.

We go back to the proof of Theorem 3.6. Let

$$
z(t)=S^{-1}(t) \hat{x}-x, \quad t \geq 0
$$

and let $\hat{T}$ be the infimum of all $t>0$ such that $z(t) \in R(t)$. There exists a decreasing sequence $t_{m} \downharpoonright \hat{T}$ such that $x_{m}=z\left(t_{m}\right) \in R\left(t_{m}\right), m=1,2, \ldots$

By Lemma 3.3(ii), $z(\hat{T}) \in R(\hat{T})$, and therefore there exists an optimal solution to the problem.

To show (ii) define $a=z(\hat{T})$. Then $a \notin \operatorname{Int} R(\hat{T})$. For, if $a \in \operatorname{Int} R(\hat{T})$, then, by Lemma 3.3(iii), there exists a number $t<\hat{T}$ such that $z(t) \in R(t)$, a contradiction with the definition of $\hat{T}$. Consequently, by Theorem 3.5, there exists $\lambda \in \mathbf{R}^{n}, \lambda \neq 0$, such that

$$
\begin{equation*}
(x-z(\hat{T}), \lambda\rangle \leq 0, \quad x \in R(\hat{T}) \tag{3.43}
\end{equation*}
$$

Let $\hat{u}(\cdot)$ be an optimal strategy and $u(\cdot)$ an arbitrary control taking values in $U$. It follows from (3.43) that

$$
\left\langle\int_{0}^{\hat{T}} S^{-1}(r)(B u(r)-B \hat{u}(r)) d r, \lambda\right\rangle \leq 0
$$

or, equivalently,

$$
\begin{equation*}
\int_{0}^{\hat{T}}\left\langle B^{*}\left(S^{*}(r)\right)^{-1}(r) \lambda, \hat{u}(r)-u(r)\right\rangle d r \geq 0 \tag{3.44}
\end{equation*}
$$

Since the function $p(t)=\left(S^{*}(t)\right)^{-1} \lambda, t \in[0, T]$, is a solution to (3.40), see § I.1.1, and (3.44) holds for arbitrary admissible strategy $u(\cdot)$, relation (3.41) holds.

Example 3.1. Consider the system

$$
\begin{equation*}
\ddot{z}=u \tag{3.45}
\end{equation*}
$$

with the initial conditions

$$
\begin{equation*}
z(0)=x_{1}, \quad \dot{z}(0)=x_{2} \tag{3.46}
\end{equation*}
$$

We will find a control $u(\cdot)$ satisfying the constrains $-1 \leq u(t) \leq 1, t \geq 0$, and transferring, in the minimal time, initial state (3.46) to

$$
z(\hat{T})=0, \quad \dot{z}(\hat{T})=0
$$

Transforming (3.45)- (3.46) into form (3.39), we obtain

$$
A=\left[\begin{array}{ll}
0 & 1 \\
0 & 0
\end{array}\right], \quad B=\left[\begin{array}{l}
0 \\
1
\end{array}\right]
$$

The initial and the final states are, respectively,

$$
x=\left[\begin{array}{l}
x_{1} \\
x_{2}
\end{array}\right], \quad \hat{x}=\left[\begin{array}{l}
0 \\
0
\end{array}\right]
$$

and the set of control parameters $U=[-1,1]$.
Since the pair $(A, B)$ is controllable, an arbitrary initial state $x$ close to $\hat{x}$ can be transferred to $\hat{x}$ by controls with values in $[-1,1]$, see Theorem I.4.1. In fact, as we will see soon, all states $\boldsymbol{x}$ can be transferred to $\hat{x}$ this way.

An arbitrary solution of the adjoint equation

$$
\dot{p}=\left[\begin{array}{cc}
0 & 0 \\
-1 & 0
\end{array}\right] p
$$

is of the form $p(t)=\left[\begin{array}{c}-a \\ a t+b\end{array}\right], t \geq 0$, where $a$ and $b$ are some constants. Assume that $x \neq \hat{x}=0$ and $\hat{u}$ is an optimal control transferring $x$ to 0 in the minimal time $\hat{T}$. Then, by Theorem 3.6, there exist constants $a$ and $b$, at least one different from zero, such that for almost all $t \in[0, \hat{T}]$ :

$$
\begin{equation*}
\hat{u}(t)=\operatorname{sgn} B^{*} p(t)=\operatorname{sgn}(a t+b) \tag{3.47}
\end{equation*}
$$

where $\operatorname{sgn} r$ is equal 1,0 or -1 according to whether $r$ is positive, zero or negative. Without any loss of generality we can assume that (3.47) holds for all $t \in[0, \hat{T}]$.

It follows from (3.47) that the optimal control changes its value at most once and therefore $\hat{\boldsymbol{u}}$ should be of one of the following forms:
(i) $\hat{u}(t)=1, \quad t \in[0, \hat{T}]$,
(ii) $\hat{u}(t)=-1, \quad t \in[0, \hat{T}]$,
(iii) $\hat{u}(t)=1, \quad t \in[0, s), \quad \hat{u}(t)=-1, \quad t \in(-s, \hat{T}]$,
(iv) $\quad \hat{u}(t)=-1, \quad t \in[0, s), \quad \hat{u}(t)=1, \quad t \in(s, \hat{T}]$,
where $s$ is a number from $(0, \hat{T})$.
Denote by $\Gamma_{+}$and $\Gamma_{-}$sets of these states $x \in \mathbf{R}^{2}$ which can be transferred to $\hat{x}$ by the constant controls taking values 1 and -1 respectively. Solutions to the equations

$$
\dot{y}^{+}=\left[\begin{array}{ll}
0 & 1 \\
0 & 0
\end{array}\right] y^{+}+\left[\begin{array}{l}
0 \\
1
\end{array}\right], \quad \dot{y}^{-}=\left[\begin{array}{ll}
0 & 1 \\
0 & 0
\end{array}\right] y^{-}+\left[\begin{array}{c}
0 \\
-1
\end{array}\right], \quad y(0)=\left[\begin{array}{l}
x_{1} \\
x_{2}
\end{array}\right]
$$

are given by the formulae

$$
\begin{array}{ll}
y_{1}^{+}(t)=x_{1}+x_{2} t+\frac{t^{2}}{2}, & y_{2}^{+}(t)=x_{2}+t \\
y_{1}^{-}(t)=x_{1}+x_{2} t-\frac{t^{2}}{2}, & y_{2}^{-}(t)=x_{2}-t, \quad t \geq 0
\end{array}
$$

Hence

$$
\begin{aligned}
& \Gamma_{+}=\left\{\left[\begin{array}{l}
x_{1} \\
x_{2}
\end{array}\right] ; \quad x_{1}=\frac{x_{2}^{2}}{2}, x_{2} \leq 0\right\} \\
& \Gamma_{-}=\left\{\left[\begin{array}{l}
x_{1} \\
x_{2}
\end{array}\right] ; \quad x_{1}=-\frac{x_{2}^{2}}{2}, x_{2} \geq 0\right\} .
\end{aligned}
$$

Sets $\Gamma_{+}$and $\Gamma_{-}$contain exactly those states which can be transferred to $\hat{x}$ by optimal strategies (i) and (ii), and the minimal time to reach 0 is exactly $x_{2}$. Taking into account the shapes of the solutions $y^{+}$and $y^{-}$, it is easy to see that if the initial state $x$ is situated below the curve $\Gamma_{+} \cup \Gamma_{-}$, then the optimal strategy is of type (iii) with $s$ being equal to the moment of hitting $\Gamma_{-}$. If the initial state is situated above $\Gamma_{+} \cup \Gamma_{-}$, then the optimal strategy is of the type (iv). We see also that in the described way an arbitrary state $x$ can be transferred to $x \in \mathbf{R}^{2}$.

## Bibliographical notes

Numerous applications of the maximum principle can be found in [27], [36] and [45]. The proof of the maximum principle for more general control problems is given, for instance, in W.H. Fleming and R.W. Rishel [27]. A functional analytic approach is presented in I.W. Girsanov [29]. Nonlinear optimization problems can be discussed in the framework of nonsmooth analysis, see F.H. Clarke [14].

Theorem 3.2 is borrowed from A. Blaquiere [9], and its proof follows the paper by R. Rempala and the author [49]. Applications can be found in [9].

## Chapter 4

## The existence of optimal strategies

This chapter starts with an example of a simple control problem without an optimal solution showing a need for existence results. A proof of the classic Fillipov theorem on existence is also presented.

## §4.1. A control problem without an optimal solution

An important role in control theory is played by results on existence of optimal strategies. In particular, all the formulations of the maximum principle in Chapter 3 required the existence of an optimal strategy. The need for existence theorems is also more practical as natural control problems may not have optimal solutions.

Let us consider a control system on $\mathbf{R}^{1}$

$$
\begin{equation*}
\dot{y}=u, \quad y(0)=0 \tag{4.1}
\end{equation*}
$$

with the (two-element) control set $U=\{-1,1\}$. It is easy to see that a strategy minimizing the quadratic cost functional

$$
\begin{equation*}
J_{T}^{1}(0, u)=\int_{0}^{T}\left(y^{2}+u^{2}\right) d t \tag{4.2}
\end{equation*}
$$

exists and is either of the form $\hat{u}(t)=1, t \in[0, T]$, or $\hat{u}(t)=-1, t \in[0, T]$.
It turns out however that for a similar functional

$$
J_{T}^{2}(0, u)=\int_{0}^{T}\left(y^{2}-u^{2}\right) d t
$$

the optimal strategy does not exist. To see that this is really the case, let us remark first that for an arbitrary admissible strategy $u(\cdot), y^{2}-u^{2} \geq-1$, hence $J_{T}^{2}(0, u) \geq-T$. On the other hand, if we define strategies $u_{m}(\cdot)$, $m=1,2, \ldots$

$$
u_{m}(t)= \begin{cases}1, & \text { if } \frac{1}{T} \frac{j-1}{m} \leq t<\frac{1}{T} \frac{2 j-1}{2 m}, \\ -1, & \text { if } \frac{1}{T} \frac{2 j-1}{2 m} \leq t<\frac{1}{T} \frac{i}{m}, j=1, \ldots, m\end{cases}
$$

then for the corresponding solutions $y_{m}(\cdot)$ of (4.1),

$$
0 \leq y_{m}(t) \leq \frac{1}{2 T m}, \quad t \in[0, T]
$$

and therefore $J_{T}^{2}\left(0, u_{m}\right) \longrightarrow-T$ as $m \uparrow+\infty$. So the infimum of the functional $J_{T}^{2}(0, \cdot)$ is $-T$. If, on the other hand, for a control $u(\cdot): J_{T}^{2}(0, u(\cdot))=$ $-T$, then, for almost all $t \in[0, T], y^{2}(t)-u^{2}(t)=y^{2}(t)-1=-1$, and thus $y(t)=0$, and, consequently, $u(t)=0$, for almost all $t \in[0, T]$. But this strategy is not an admissible one, a contradiction.

Before going to the main result of the chapter let us remark that some existence results were formulated in connection with the dynamic programming in $\S 1.2$ and $\S 1.3$, with the impulse control in § 2.1 and for the time optimal problem in §3.5.

## §4.2. Fillipov's theorem

Let us consider a control system

$$
\begin{equation*}
\dot{y}=f(y, u), \quad y(0)=x \in \mathbf{R}^{n} \tag{4.3}
\end{equation*}
$$

with the cost functional

$$
\begin{equation*}
J(x, u)=G(T, y(T)) \tag{4.4}
\end{equation*}
$$

Let us assume in addition that given are a set $U \subset \mathbf{R}^{m}$ of control parameters and a set $K \subset \mathbf{R}^{n+1}$ of the final constraints. Instead of fixing $T>0$ we will require that

$$
\begin{equation*}
(T, y(T)) \in K \tag{4.5}
\end{equation*}
$$

Let $C>0$ be a positive number such that

$$
\begin{gather*}
|f(x, u)| \leq C(1+|x|+|u|)  \tag{4.6}\\
|f(x, u)-f(z, u)| \leq C|x-z|(1+|u|) \tag{4.7}
\end{gather*}
$$

for arbitrary $x, z \in \mathbf{R}^{n}$ and $u \in U$, see $\S$ II.1.1.
An admissible control is an arbitrary Borel measurable function $u(\cdot)$ with values in $U$ defined on an interval $[0, T]$ depending on $u(\cdot)$ and such that the solution $y(\cdot)$ of (4.3) satisfies condition (4.5).

The following theorem holds.
Theorem 4.1. Assume that sets $U$ and $K$ are compact and the set $f(x, U)$ is convex for arbitrary $x \in \mathbf{R}^{n}$. Let moreover the function $f$ satisfy (4.6)(4.7) and $G$ be a continuous function on $K$. If there exists an admissible control for (4.3) and (4.5) then there also exists an admissible control minimizing (4.4).
Proof. It follows from the boundedness of the set $K$ that there exists a number $\widetilde{T} \geq 0$ such that admissible controls $u(\cdot)$ are defined on intervals $[0, T] \subset[0, \widetilde{T}]$. Let us extend an admissible control $u(\cdot)$ onto $[0, \widetilde{T}]$ by
setting $u(t)=u^{+}$for $t \in[T, \widetilde{T}]$, where $u^{+}$is an arbitrary selected element from $U$. Denote by $\mathcal{K}$ the set of all solutions of (4.3), defined on $[0, \widetilde{T}]$ and corresponding to the extended controls. By (4.6), for $y \in \mathcal{K}$ and $t \in[0, \widetilde{T}]$,

$$
\gamma(t)=|y(t)|=\left|x+\int_{0}^{t} f(y(s), u(s)) d s\right| \leq|x|+C \int_{0}^{t}(1+|y(s)|+|u(s)|) d s
$$

Hence, taking into account Gronwall's Lemma II.2.1,

$$
|y(t)| \leq e^{C t}\left[|x|+C t+\int_{0}^{t}|u(s)| d s\right], \quad t \in[0, \widetilde{T}]
$$

Since the set $U$ is bounded, for some constant $C_{1}>0$

$$
\begin{equation*}
|y(t)| \leq C_{1} \quad \text { for } y \in \mathcal{K}, \quad t \in[0, \widetilde{T}] \tag{4.8}
\end{equation*}
$$

Similarly, for $y(\cdot) \in \mathcal{K}$ and $[t, s] \subset[0, \widetilde{T}]$,

$$
|y(t)-y(s)| \leq \int_{t}^{s}|f(y(r), u(r))| d r \leq C \int_{t}^{s}(1+|y(r)|+|u(r)|) d r
$$

By the boundedness of $U$ by (4.8), for an appropriate constant $C_{2}>0$

$$
\begin{equation*}
|y(t)-y(s)| \leq C_{2}|t-s| \quad \text { for } y(\cdot) \in \mathcal{K}, t, s \in[0, \widetilde{T}] \tag{4.9}
\end{equation*}
$$

Conditions (4.8) and (4.9) imply that $\mathcal{K}$ is a bounded subset of $C\left(0, \widetilde{T} ; \mathbf{R}^{\boldsymbol{n}}\right)$ and that its elements are equicontinuous. By Theorem A. 8 (the Ascoli theorem), the closure of $\mathcal{K}$ is compact in $C\left(0, \widetilde{T} ; \mathbf{R}^{n}\right)$.

Let $\hat{J}$ denote the minimal value of (4.4) and let $\left(y_{m}\right)$ be a sequence of elements from $\mathcal{K}$ corresponding to controls ( $u_{m}$ ) such that

$$
\begin{equation*}
J\left(x, u_{m}\right)=G\left(T_{m}, y_{m}\left(T_{m}\right)\right) \longrightarrow \hat{J} \tag{4.10}
\end{equation*}
$$

Since $K$ and $\overline{\mathcal{K}}$ are compact and the function $G$ is continuous, we can assume, without any loss of generality, that the sequence $\left(y_{m}\right)$ is uniformly convergent on $[0, \tilde{T}]$ to a continuous function $\hat{y}(\cdot)$ and $T_{m} \longrightarrow \hat{T}$. We will show that the function $\hat{y}(\cdot)$ is an optimal trajectory.

Since $\hat{y}(\cdot)$ satisfies the Lipschitz condition (4.9), it has finite derivatives $\frac{d \tilde{y}}{d t}(t)$ for almost all $t \in[0, \widetilde{T}]$. Let $t$ be a fixed number from $(0, \widetilde{T})$ for which the derivative exists. The continuity of $f(\cdot, \cdot)$ implies that for arbitrary $\varepsilon>0$ there exists $\delta>0$ such that if $|z-\hat{y}(t)|<\delta$ then the set $f(z, U)$ is contained in the $\delta$-neighbourhood $f_{\delta}(\hat{y}(t), U)$ of the set $f(\hat{y}(t), U)$. By uniform convergence of the sequence ( $y_{m}$ ), there exist $\eta>0$ and $N>0$
such that $\left|y_{m}(s)-\hat{y}(t)\right|<\delta$, for $s \in(t, t+\eta)$ and $m>N$. Let us remark that

$$
\begin{equation*}
\frac{y_{m}(s)-y_{m}(t)}{s-t}=\frac{1}{s-t} \int_{t}^{s} f\left(y_{m}(r), u_{m}(r)\right) d r \tag{4.11}
\end{equation*}
$$

and that the integral $\frac{1}{s-t} \int_{z}^{t} f\left(y_{m}(r), u_{m}(r)\right) d r$ is in the closure $\overline{f_{\delta}(\hat{y}(t), U)}$ of the convex set $f_{\delta}(\hat{y}(t), U)$. Letting $m$ tend to $+\infty$ in (4.10) we obtain

$$
\frac{\hat{y}(s)-\hat{y}(t)}{s-t} \in \overline{\hat{f}_{\delta}(\hat{y}(t), U)},
$$

and consequently

$$
\frac{d \hat{y}}{d t}(t) \in \overline{f_{\delta}(\hat{y}(t), U)} .
$$

Since $\delta>0$ was arbitrary and the set $f(\hat{y}(t), U)$ is convex and closed,

$$
\begin{equation*}
\frac{d \hat{y}}{d t}(t) \in f(\hat{y}(t), U) . \tag{4.12}
\end{equation*}
$$

This way we have shown that if for some $t \in(0, \tilde{T})$ the derivative $\frac{d \tilde{y}}{d t}(t)$ exists, then (4.12) holds. From this and the lemma below on measurable selectors, we will deduce that there exists a control $\hat{u}(\cdot)$ with values in $U$ such that

$$
\begin{equation*}
\frac{d \hat{y}}{d t}(t)=f(\hat{y}(t), \hat{u}(t)) \quad \text { for almost all } t \in[0, \tilde{T}] . \tag{4.13}
\end{equation*}
$$

The control $\hat{u}$ is an optimal strategy and $\hat{y}$ is an optimal output. For, from the convergence $T_{m} \longrightarrow \hat{T}, y_{m} \longrightarrow \hat{y}$ in $C\left(0, \tilde{T} ; \mathbf{R}^{\boldsymbol{n}}\right)$ ) as $m \rightarrow+\infty$, the compactness of $K$ and the continuity of $G$, it follows, see (4.10), that $\hat{J}=G(\hat{T}, \hat{y}(\hat{T}))$ and $(\hat{T}, \hat{y}(T)) \in K$.

We proceed now to the already mentioned lemma on measurable selectors.

Lemma 4.1. Assume that $D$ is a compact subset of $\mathbf{R}^{p} \times \mathbf{R}^{m}$ and let $\Delta$ be the projection of $D$ on $\mathbf{R}^{p}$. There exists a Borel function $v: \Delta \longrightarrow \mathbf{R}^{m}$ such that

$$
(w, v(w)) \in D \quad \text { for arbitrary } w \in \Delta
$$

Proof. The set $D$ is compact as an image of a compact set by a continuous transformation, and thus also Borel.

If $m=1$ then we define

$$
\begin{equation*}
v(w)=\min \{z:(w, z) \in D\}, \quad w \in \Delta . \tag{4.14}
\end{equation*}
$$

The function $v$ is lower-semicontinuous and thus measurable. Hence the lemma is true for $m=1$.

If $m$ is arbitrary then we can regard the set $D$ is a subset of $R^{p+m-1} \times R^{1}$ and use the fact that the lemma is true if $m=1$. This way we obtain that there exists a measurable function $v_{1}$ defined on the projection $D_{1} C$ $\mathbf{R}^{p+m-1}$ of the set $D$ such that $\left(w_{1}, v_{1}\left(w_{1}\right)\right) \in D$ for arbitrary $w_{1} \in \Delta_{1}$. So if we assume that the lemma is true for $m-1$ and regard the set $\Delta_{1}$ as a subset $\mathbf{R}^{p} \times R^{m-1}$ we obtain that there exists a measurable function $v_{2}: \Delta \longrightarrow \mathbf{R}^{m-1}$ such that

$$
\left(w, v_{2}(w)\right) \in \Delta_{1}, \quad \text { for all } w \in \Delta
$$

The function

$$
v(w)=\left(v_{2}(w), v_{1}\left(w, v_{2}(w)\right)\right), \quad w \in \Delta
$$

has the required property. Hence the lemma follows by induction.
We will now complete the proof of Theorem 4.1. It follows from Theorem A. 10 (Luzin's theorem) that there exists an increasing sequence ( $\Delta_{k}$ ) of compact subsets of $[0, \widetilde{T}]$ such that the Lebesgue measure of $\bigcup_{k} \Delta_{k}$ is $\widetilde{T}$ and, on each $\Delta_{k}$, the function $d \hat{y} / d t$ is continuous. We check easily that sets

$$
\begin{equation*}
D_{k}=\left\{(t, u) \in \Delta_{k} \times U: \frac{d \hat{y}(t)}{d t}=f(\hat{y}(t), u)\right\} \subseteq \mathbf{R} \times \mathbf{R}^{m} k=1,2, \ldots \tag{4.15}
\end{equation*}
$$

are compact, and by Lemma 4.1 there exist Borel measurable functions $\hat{u}_{k}: \Delta_{k} \longrightarrow U$ such that

$$
\frac{d \hat{y}}{d t}(t)=f\left(\hat{y}(t), \hat{u}_{k}(t)\right), \quad t \in \Delta_{k}, k=1,2, \ldots
$$

The required control $\hat{u}$ satisfying (4.13) can finally be defined by the formula

$$
\hat{u}(t)= \begin{cases}\hat{u}_{1}(t) & \text { for } t \in \Delta_{1} \\ \hat{u}_{k}(t) & \text { for } t \in \Delta_{k} \backslash \Delta_{k-1}, k=2, \ldots\end{cases}
$$

The proof of Theorem 4.1 is complete.
We deduce from Theorem 4.1 several corollaries.
Theorem 4.2. Assume that a function $f$ and a set $U$ satisfy the conditions of Theorem 4.1 and that for system (4.3) there exists a control transferring $x$ to $\hat{x}$ in a finite time. Then there exists a control transferring $x$ to $\hat{x}$ at the minimal time.
Proof. Let us assume that there exists a control transferring $x$ to $\hat{\boldsymbol{x}}$ at time $\widetilde{T}>0$ and define $K=[0, \widetilde{T}] \times\{\hat{x}\}, G(T, \hat{x})=T, T \in[0, \widetilde{T}]$. The set $K$ is compact and the function $G$ continuous. Therefore all the assumptions of Theorem 4.1 are satisfied and there exists a strategy minimizing functional (4.4). It is clear that this is a strategy which transfers $\boldsymbol{x}$ to $\hat{\boldsymbol{x}}$ at the minimal time.

In particular, assumptions of Theorem 4.2 are satisfied if system (4.3) is linear and the set $U$ compact and convex. Hence the theorem implies the existence of an optimal solution to the time-optimal problem for linear systems, see Theorem 3.6.

As a corollary of Theorem 4.1 we also have the following result.
Theorem 4.3. Assume that a function $f$ and a set $U$ satisfy the assumptions of Theorem 4.1 and that $G$ is a continuous function on $\mathbf{R}^{n}$. Then, for arbitrary $T>0$, there exists a strategy minimizing the functional

$$
\begin{equation*}
J_{T}(x, u)=G(y(T)) \tag{4.16}
\end{equation*}
$$

Proof. As in the proof of Theorem 4.1 we show that there exists $C>0$ such that $|y(T)| \leq C$ for arbitrary output trajectory $y(\cdot)$. It is enough now to apply Theorem 4.1 with $K=\{T\} \times\{z:|z| \leq C\}$ and $G(T, z)=G(z)$, $|z| \leq C$.

Remark. Theorem 4.3 is not true for more general functionals

$$
\begin{equation*}
J(x, u)=\int_{0}^{T} g(y(s), u(s)) d s+G(y(T)) \tag{4.17}
\end{equation*}
$$

as an example from § 4.1 shows. The method of introducing an additional variable, used at the end of the proof of Theorem II.3.1, cannot be applied here. This is because the new system is of the form

$$
\begin{aligned}
\dot{y} & =f(y, u), & y(0) & =x \\
\dot{w} & =g(y, u), & W(0) & =0
\end{aligned}
$$

and even if the sets $f(x, U), x \in \mathbf{R}^{\boldsymbol{n}}$, are convex subsets of $\mathbf{R}^{\boldsymbol{n}}$, the set

$$
\left\{\left[\begin{array}{l}
f(x, u) \\
g(x, u)
\end{array}\right] ; u \in U\right\}
$$

is not, in general, a convex subset of $\mathbf{R}^{\boldsymbol{n + 1}}$.
Theorems on the existence of optimal controls for functionals (4.17) require more sophisticated methods than those used in the proof of Theorem 4.1.

## Bibliographical notes

Theorem 4.1 is due to Fillipov, see [27]. In its proof we followed [27]. The proof contains essential ingrediants - in a simple form - of stronger existence results which can be found in the book by I. Cesari [13] or in the paper by C. Olech [41].

## PART IV

# INFINITE DIMENSIONAL LINEAR SYSTEMS 

## Chapter 1 <br> Linear control systems

This chapter starts with basic results on semigroups of linear operators on Banach spaces. Characterizations of the generators of the semigroups due to Hille and Yosida and to Lions are given. Abstract material is illustrated by self-adjoint and differential operators. The final section is devoted to nonhomogenous differential equations in Banach spaces which are the mathematical models of infinite dimensional control systems.

## §1.1. Introduction

The control systems considered in the preceding chapters were described by ordinary differential equations and the state space was $\mathbb{R}^{n}$. There is, however, a large number of systems which cannot be represented by a finite number of parameters. If we identify, for instance, the state of a heated bar with its temperature distribution, then the state is an element of an infinite dimensional function space. Parametrizing points of the bar by numbers from the interval $[0, L]$ and denoting by $y(t, \xi)$ the temperature at moment $t \geq 0$ and at point $\xi \in[0, L]$, we arrive at the parabolic equation ( 0.11 ) with boundary conditions (0.12)-(0.13), see Example 0.7.

The variety of situations described by partial differential equations is enormous and quite often control questions, similar to those considered in Parts I and III appear.

Control theory of infinite dimensional systems requires more sophisticated methods than those of finite dimension. The difficulties increase to the same extent as passing from ordinary differential equations to equations of parabolic and hyperbolic types. A complete theory exists only for a linear system. We will limit our discussion to several fundamental questions of linear theory and use the so-called semigroup approach.

## § 1.2. Semigroups of operators

Assume for a while that $E$ and $U$ are finite dimensional linear spaces and $A: E \rightarrow E$ and $B: U \rightarrow E$ are linear operators. Solutions to the linear differential equation

$$
\begin{equation*}
\dot{y}=A y(t)+B u(t), \quad y(0)=x \in E, t \geq 0 \tag{1.1}
\end{equation*}
$$

are given, see $\S$ I.1.1, by the formula

$$
\begin{equation*}
y(t)=S(t) x+\int_{0}^{t} S(t-s) B u(s) d s, \quad t \geq 0 \tag{1.2}
\end{equation*}
$$

where

$$
\begin{equation*}
S(t)=e^{A t}, \quad t \geq 0 \tag{1.3}
\end{equation*}
$$

is the fundamental solution of the equation

$$
\begin{equation*}
\dot{z}=A z, \quad z(0)=x \in E \tag{1.4}
\end{equation*}
$$

The theory of linear semigroups extends the concept of fundamental solutions to arbitrary Banach spaces $E$ and gives a precise meaning to (1.2) and (1.3) in more general situation. It turns out that a number of control systems modelled by partial differential equations can be treated as special cases of the general theory.

Uncontrolled systems (1.4) on Banach spaces are discussed in $\$ \S 1.2$ 1.6 and basic properties of controlled systems are the object of § 1.7. The following considerations are valid for both real and complex Banach spaces. The norm on the Banach space $E$ will be denoted by $\|\cdot\|$, and, if the state space is Hilbert, usually by $|\cdot|$.

Let us remark that a function $S(t), t \geq 0$, with values in $\mathbf{M}(n, n)$ is the fundamental solution of the equation (1.4) if and only if it is a continuous solution of the operator equation

$$
\begin{equation*}
S(t+s)=S(t) S(s), \quad t, s \geq 0, S(0)=I \tag{1.5}
\end{equation*}
$$

This leads us to the following generalization.
Let $E$ be a Banach space. A semigroup of operators is an arbitrary family of bounded linear operators $S(t): E \longrightarrow E, t \geq 0$, satisfying (1.5) and such that

$$
\begin{equation*}
\lim _{t \square 0} S(t) x=x \quad \text { for arbitrary } x \in E \tag{1.6}
\end{equation*}
$$

Because of the continuity condition (1.6), the full name of the concept is $C_{0}$-semigroups of operators; we will however say, in short, semigroups of operators or even semigroups.

In the case of finite dimensional spaces $E$ the operator $A$ in (1.3) and (1.4) is identical with the derivative of $S(\cdot)$ at 0 :

$$
\begin{equation*}
\frac{d S}{d t}(0)=\lim _{h \downarrow 0} \frac{S(h)-I}{h}=A . \tag{1.7}
\end{equation*}
$$

In the general case, the counterpart of $A$ is called the infinitesimal operator or the generator of $S(t), t \geq 0$. It is not, in general, an operator defined on the whole of $E$, but its domain $D(A)$ consists of all those $x \in E$ for which there exists the limit

$$
\begin{equation*}
\lim _{h 10} \frac{S(h) x-x}{h}, \tag{1.8}
\end{equation*}
$$

and the operator $A$ itself is given by the formula

$$
\begin{equation*}
A x=\lim _{h \downarrow 0} \frac{S(h) x-x}{h}, \quad x \in D(A) \tag{1.9}
\end{equation*}
$$

Example 1.1. If $A$ is a bounded linear operator on $E$ then the family

$$
S(t)=e^{t A}=\sum_{m=0}^{+\infty} \frac{t^{m}}{m!} A^{m}, \quad t \geq 0
$$

is a semigroup with generator $A$.
Example 1.2. Let $H$ be a Hilbert space with a complete and orthonormal basis $\left(e_{m}\right)$ and let ( $\lambda_{m}$ ) be a sequence of real numbers diverging to $-\infty$. Define

$$
\begin{equation*}
S(t) x=\sum_{m=1}^{+\infty} e^{\lambda_{m} t}\left\langle x, e_{m}\right\rangle e_{m}, \quad x \in H, t \geq 0 \tag{1.10}
\end{equation*}
$$

It is not difficult to prove that the family given by (1.10) is a semigroup. We will show later, see page 198, that the domain of its generator $A$ is given by

$$
D(A)=\left\{x \in H ; \sum_{m=1}^{+\infty}\left(\lambda_{m}\left\langle x, e_{m}\right\rangle\right)^{2}<+\infty\right\}
$$

and the generator itself by

$$
A x=\sum_{m=1}^{+\infty} \lambda_{m}\left\langle x, e_{m}\right\rangle, \quad x \in D(A)
$$

Example 1.3. Let $H=L^{2}[0, \pi], A x=d^{2} x / d \xi^{2}$ and the domain $D(A)$ of the operator $A$ consist of absolutely continuous functions $x(\cdot)$ defined on $[0, \pi]$ equal zero at 0 and $\pi$ and such that the first derivative $d x / d \xi$ is
absolutely continuous on $[0, \pi]$ and the second derivative $d^{2} x / d \xi^{2}$ belongs to $H$.

We will show later, see page 199, that the operator $A$ defined this way is the generator of a semigroup given by (1.10) with $e_{m}(\xi)=\sqrt{\frac{2}{\pi}} \sin m \xi$, $\xi \in[0, \pi], \lambda_{m}=-m^{2}, m=1,2, \ldots$ This semigroup is sometimes denoted by

$$
S(t)=e^{t d^{2} / d \xi^{2}}, \quad t \geq 0
$$

It is not difficult to guess that the formula

$$
y(t)=S(t) x+\int_{0}^{t} S(t-s) b u(s) d s, \quad t \geq 0
$$

defines the solution to the parabolic equation (0.11)-(0.13) of Example 0.7 in which $\sigma^{2}=1$ and $L=\pi$.
Example 1.4. Let us consider the wave equation

$$
\frac{\partial^{2} y}{\partial t^{2}}(t, \xi)=\frac{\partial^{2} y}{\partial \xi^{2}}(t, \xi), \quad t \in \mathbf{R}, \xi \in[0, \pi]
$$

with initial and boundary conditions

$$
\begin{aligned}
& y(t, 0)=y(t, \pi)=0, \quad t \in \mathbf{R} \\
& y(0, \xi)=a(\xi), \quad \frac{\partial y}{\partial t}(0, \xi)=b(\xi), \quad \xi \in(0, \pi)
\end{aligned}
$$

We identify functions $a(\cdot)$ and $b(\cdot)$ with their Fourier expansions

$$
\begin{align*}
& a(\xi)=\sum_{m=1}^{+\infty} \alpha_{m} \sin m \xi  \tag{1.11}\\
& b(\xi)=\sum_{m=1}^{+\infty} \beta_{m} \sin m \xi, \quad \xi \in(0, \pi) \tag{1.12}
\end{align*}
$$

If one assumes that $\sum_{m=1}^{+\infty}\left(m^{2}\left|\alpha_{m}\right|+m\left|\beta_{m}\right|\right)<+\infty$ then is it easy to check that the Fourier expansion of the solution $y(\cdot, \cdot)$ of the wave equation is of class $C^{2}$ with respect to both variables and

$$
\begin{equation*}
y(t, \xi)=\sum_{m=1}^{+\infty}\left(\alpha_{m} \cos m t+\frac{\beta_{m}}{m} \sin m t\right) \sin m \xi \tag{1.13}
\end{equation*}
$$

We have also

$$
\begin{equation*}
\frac{\partial y}{\partial t}(t, \xi)=\sum_{m=1}^{+\infty}\left(-m \alpha_{m} \sin m t+\beta_{m} \cos m t\right) \sin m \xi, \quad \xi \in(0, \pi) \tag{1.14}
\end{equation*}
$$

Define $E$ to be the set of all pairs $\left[\begin{array}{l}a \\ b\end{array}\right]$ of functions with expansions (1.11) and (1.12) such that

$$
\sum_{m=1}^{+\infty} m^{2}\left|\alpha_{m}\right|^{2}+\left|\beta_{m}\right|^{2}<+\infty
$$

This is a Hilbert space with the following scalar product:

$$
\left\langle\left\langle\left[\begin{array}{l}
a \\
b
\end{array}\right],\left[\begin{array}{l}
\tilde{a} \\
\tilde{b}
\end{array}\right]\right\rangle\right\rangle=\sum_{m=1}^{+\infty}\left(m^{2} \alpha_{m} \tilde{\alpha}_{m}+\beta_{m} \widetilde{\beta}_{m}\right)
$$

Formulae (1.13) and (1.14) suggest that the semigroup of solutions to the wave equation should be defined as follows:

$$
S(t)\left[\begin{array}{l}
a \\
b
\end{array}\right]=\sum_{m=1}^{+\infty}\left[\begin{array}{cc}
\cos m t & \frac{\sin m t}{m} \\
-m \sin m t & \cos m t
\end{array}\right]\left[\begin{array}{l}
\alpha_{m} \\
\beta_{m}
\end{array}\right] \sin m(\cdot), \quad t \geq 0
$$

We check directly that the above formula defines a semigroup of operators. The formula is meaningful for all $t \in \mathbf{R}$ and

$$
S^{*}(t)=S^{-1}(t)=S(-t), \quad t \in \mathbf{R}
$$

Hence solutions of the wave equations define a continuous group of linear, unitary transformations of $E$ into $E$ (see page 246).

It follows from Examples 1.2 and 1.3 that infinitesimal generators are, in general, noncontinuous and not everywhere defined operators. Therefore a complete description of the class of all generators, due to Hille and Yosida, is rather complicated. We devote $\S 1.3$ to it and the rest of the present section will be on elementary properties of the semigroups.

In our considerations we will often integrate $E$-valued functions $F$ defined on $[\alpha, \beta] \subset[0,+\infty)$. The integral $\int_{\alpha}^{\beta} F(s) d s$ should be understood in the Bochner sense, see §A.4; in particular, an arbitrary continuous function is Bochner integrable and its integral is equal to the limit of Riemann's sums

$$
\int_{\alpha}^{\beta} F(s) d s=\lim _{n} \sum_{0 \leq k<m_{n}} F\left(s_{n k}\right)\left(t_{n, k+1}-t_{n k}\right)
$$

where $\alpha=t_{n 0}<t_{n 1}<\ldots<t_{n m_{n}}=\beta, s_{n k} \in\left[t_{n k}, t_{n, k+1}\right], k=$ $0,1, \ldots, m_{n}-1, n=0,1, \ldots, \max \left(t_{n, k+1}-t_{n k} ; k=0,1, \ldots, m_{n}-1\right) \longrightarrow 0$ if $n \uparrow+\infty$. Moreover, for an arbitrary Bochner integrable function $f$,

$$
\left\|\int_{\alpha}^{\beta} F(s) d s\right\| \leq \int_{a}^{b}\|F(s)\| d s<+\infty
$$

Theorem 1.1. Let $S(t), t \geq 0$, be a semigroup of operators on a Banach space $E$. Then
(i) there exist constants $M>0$ and $\omega$ such that

$$
\|S(t)\| \leq M e^{\omega t}, \quad t \geq 0
$$

(ii) for arbitrary $x \in E$, the function $S(\cdot) x, x \in E$, is continuous on $[0,+\infty)$.
Proof. (i) By Theorem A. 5 (the Banach-Steinhaus theorem) and condition (1.6), for some numbers $M>0, m>0$ and arbitrary $t \in[0, m]$,

$$
\|S(t)\| \leq M .
$$

Let $t \geq 0$ be arbitrary and $k=0,1, \ldots$ and $s \in[0, m)$ such that $t=k m+s$. Then

$$
\|S(t)\|=\|S(k m) S(s)\| \leq M M^{k} \leq M M^{t / m} \leq M e^{\omega t}
$$

where $\omega=\frac{1}{m} \log M$.
(ii) For arbitrary $t \geq 0, h \geq 0$ and $x \in E$

$$
\|S(t+h) x-S(t) x\| \leq M e^{\omega t}\|S(h) x-x\|
$$

If, in addition, $t-h \geq 0$, then

$$
\|S(t-h) x-S(t) x\| \leq M e^{\omega(t-h)}\|S(h) x-x\| .
$$

Hence the continuity of $S(\cdot) x$ at $t \geq 0$ follows from (1.6).
Theorem 1.2. Assume that an operator $A$ with the domain $D(A)$ generates a semigroup $S(t), t \geq 0$. Then for arbitrary $x \in D(A)$ and $t \geq 0$,

$$
\begin{equation*}
S(t) x \in D(A) \tag{i}
\end{equation*}
$$

$$
\frac{d}{d t} S(t) x=A S(t) x=S(t) A x
$$

$$
\begin{equation*}
S(t) x-x=\int_{0}^{t} S(r) A x d r \tag{iii}
\end{equation*}
$$

Moreover,
(iv) the domain $D(A)$ is dense in $E$ and the operator $A$ is closed (i.e., its graph $\{(x, A(x)) ; x \in D(A)\}$ is a closed subset of $E \times E)$.
Proof. For $h>0, t>0$

$$
\begin{equation*}
\frac{S(t+h) x-S(t) x}{h}=S(t) \frac{S(h) x-x}{h}=\frac{S(h)-I}{h} S(t) x . \tag{1.15}
\end{equation*}
$$

If $x \in D(A)$, then

$$
\lim _{h\rfloor 0} S(t) \frac{S(h) x-x}{h}=S(t) A x .
$$

Hence, $S(t) x \in D(A)$ and

$$
\frac{d^{+}}{d t} S(t) x=S(t) A x=A S(t) x
$$

If $h>0, t>0$ and $t-h>0$ then

$$
\frac{S(t-h) x-S(t) x}{h}=-S(t-h) \frac{S(h) x-x}{h}
$$

and therefore

$$
\frac{d^{-}}{d t} S(t) x=S(t) A x
$$

This way the proofs of (i) and (ii) are complete.
To prove (iii) note that the right hand side of (iii) is well defined as continuous functions are Bochner integrable. Since the function $S(\cdot) x$ is continuously differentiable and (ii) holds, we have for all $\varphi \in E^{*}$

$$
\begin{aligned}
\varphi(S(t) x-x) & =\int_{0}^{t} \frac{d}{d r} \varphi(S(r) x) d r \\
& =\varphi\left(\int_{0}^{t} S(r) A x d r\right)
\end{aligned}
$$

and (iii) follows by Theorem A. 4 (the Hahn-Banach theorem).
For $h>0, t>0$ and $x \in E$

$$
\begin{equation*}
\frac{S(h)-I}{h}\left(\int_{0}^{t} S(r) x d r\right)=\frac{1}{h} \int_{0}^{h} S(r)(S(t) x-x) d t \tag{1.16}
\end{equation*}
$$

hence, letting $h$ in (1.16) tend to 0 we obtain $\int_{0}^{t} S(r) x d r \in D(A)$. But $\lim _{t \downharpoonright 0} \frac{1}{t} \int_{0}^{t} S(r) x d r=x$ and thus the set $D(A)$ is dense in $E$.

To prove that the operator $A$ is closed assume that $\left(x_{m}\right) \in D(A)$, $m=1,2, \ldots, x_{m} \rightarrow x$ and $A x_{m} \rightarrow y$ as $m \uparrow+\infty$. Since, for arbitrary $r \geq 0, m=1,2, \ldots$,

$$
\left\|S(r) A x_{m}-S(r) y\right\| \leq M e^{\omega r}\left\|A x_{m}-y\right\|
$$

$S(\cdot) A x_{m} \longrightarrow S(\cdot) y$ uniformly on an arbitrary interval $[0, t], t \geq 0$. On the other hand,

$$
\begin{equation*}
S(t) x_{m}-x_{m}=\int_{0}^{t} S(r) A x_{m} d r \tag{1.17}
\end{equation*}
$$

Letting $m$ in (1.17) tend to $+\infty$ we obtain

$$
S(t) x-x=\int_{0}^{t} S(r) y d r
$$

and consequently

$$
\lim _{t \downarrow 0} \frac{S(t) x-x}{t}=y
$$

Hence $x \in D(A)$ and $A x=y$. The proof of Theorem 1.2 is complete.
As a corollary we have the following important proposition.
Proposition 1.1. A given operator $A$ can be a generator of at most one semigroup.
Proof. Let $S(t), \widetilde{S}(t), t \geq 0$, be semigroups with the generator $A$. Fix $x \in D(A), t \geq 0$, and define a function $z(s)=S(t-s) \widetilde{S}(s) x, s \in[0, t]$. The function $z(\cdot)$ has a continuous first derivative and

$$
\begin{aligned}
\frac{d}{d s} z(s) & =-A S(t-s) \widetilde{S}(s) x+S(t-s) A \widetilde{S}(s) x \\
& =-S(t-s) A \widetilde{S}(s) x+S(t-s) A \widetilde{S}(s) x=0
\end{aligned}
$$

Hence

$$
S(t) x-\widetilde{S}(t) x=z(0)-z(t)=\int_{0}^{t} \frac{d}{d s} z(s) d s=0
$$

We will need a result on the family $S^{*}(t), t \geq 0$, of the adjoint operators on $E^{*}$, see §III.3.4 and §A.2. In the theorem below, $E$ is a Hibert space and we identify $E$ with $E^{*}$.

Theorem 1.3. Assume that $E$ is a Hibert space and $S(t), t \geq 0$, a semigroup on $E$. Then the adjoint operators $S^{* \prime}(t), t \geq 0$, form a semigroup on $E$ as well.
Proof. By the definition of the adjoint operator, $(S(t+s))^{*}=(S(t) S(s))^{*}=$ $S^{*}(s) S^{*}(t), t, s \geq 0$, and therefore (1.5) holds in the present situation.

To show that

$$
\lim _{t \downharpoonright 0} S^{*}(t) x=x \quad \text { for } x \in E^{*}
$$

we need the following lemma.
Lemma 1.1 If $f$ is a function with values in a Banach space E, defined and Bochner integrable on an interval $\left(\alpha, \beta+h_{0}\right), h_{0}>0, \beta>\alpha$, then

$$
\lim _{h \downarrow 0} \int_{\alpha}^{\beta}\|f(t+h)-f(t)\| d t=0
$$

Proof. The lemma is true if $E$ is one dimensional, by Theorem A.4, and hence it is true for simple functions $f$ which take on only a finite number of values. By the very definition of Bochner integrable functions, see § A.4, there exists a sequence ( $f_{n}$ ) of simple functions such that

$$
\lim _{n \rightarrow \infty} \int_{\alpha}^{\beta+h_{0}}\left\|f_{n}(t)-f(t)\right\| d t=0
$$

It follows from the estimate

$$
\begin{aligned}
\int_{\alpha}^{\beta} \| f(t+h)- & f(t) \| d t \\
\leq & \int_{\alpha}^{\beta}\left\|f_{n}(t+h)-f(t+h)\right\| d t \\
& +\int_{\alpha}^{\beta}\left\|f_{n}(t+h)-f_{n}(t)\right\| d t+\int_{\alpha}^{\beta}\left\|f_{n}(t)-f(t)\right\| d t \\
\leq & 2 \int_{\alpha}^{\beta+h_{0}}\left\|f_{n}(t)-f(t)\right\| d t+\int_{\alpha}^{\beta}\left\|f_{n}(t+h)-f_{n}(t)\right\| d t
\end{aligned}
$$

valid for $h \in\left(0, h_{0}\right)$ and $n=1,2, \ldots$, that the lemma is true in general.
For arbitrary $s \geq 0,\|S(s)\|=\left\|S^{*}(s)\right\|$. Without any loss of generality we can assume that for some $c>0$ and all $s \geq 0,\left\|S^{*}(s)\right\| \leq c$. Moreover, for arbitrary $z, y \in E$ the function $\left(S^{*}(s) z, y\right\rangle=\langle z, S(s) y\rangle, s \geq 0$, is continuous. This easily implies that $S^{*}(\cdot) z$ is a bounded, Borel measurable function with values in a separable Hilbert space, and, therefore, it is Bochner integrable on arbitrary finite interval.

To complete the proof of Theorem 1.3 we first fix $t>0$ and an element $x \in E$ and show that

$$
\begin{equation*}
\lim _{h\rfloor 0} S^{*}(t+h) x=S^{*}(t) x \tag{1.18}
\end{equation*}
$$

If $\gamma \in(0, t)$ then

$$
\begin{aligned}
\left\|S^{*}(t+h) x-S^{*}(t) x\right\| & =\left\|\gamma^{-1} \int_{0}^{\gamma}\left(S^{*}(t+h) x-S^{*}(t) x\right) d u\right\| \\
& =\left\|\gamma^{-1} \int_{0}^{\gamma} S^{*}(u)\left(S^{*}(t+h-u) x-S^{*}(t-u) x\right) d u\right\| \\
& \leq \gamma^{-1} M \int_{0}^{\gamma}\left\|S^{*}(t+h-u) x-S^{*}(t-u) x\right\| d u
\end{aligned}
$$

and, by Lemma 1.1, formula (1.18) holds.

Let us finally consider an arbitrary sequence $\left(t_{l}\right)$ of positive numbers convergent to zero and an arbitrary element $x_{0}$ of $E$ and denote by $M$ the closure of the convex combinations of the elements $S^{*}\left(t_{1}\right) x_{0}, l=1,2, \ldots$ Since $S^{*}\left(t_{l}\right) x_{0} \longrightarrow x_{0}$ weakly as $l \rightarrow+\infty$, so, by Theorem III.3.4(ii), $x_{0} \in$ $M$. Therefore, the space $E_{0} \subset E$ of all linear combinations of $S^{*}\left(t_{l}\right) x$, $l=1,2, \ldots, x \in E$, is dense in $E$. By (1.18),

$$
\lim _{l} S^{*}\left(t_{l}\right) x=x, \quad \text { for all } x \in E_{0} .
$$

Moreover, $\sup _{l}\left\|S^{*}\left(t_{l}\right)\right\|<+\infty$ and therefore

$$
\lim _{1} S^{*}\left(t_{1}\right) x=x \quad \text { for all } x \in E
$$

Exercise 1.1. Give an example of a separable Banach space $E$ and of a semigroup $S^{*}(t), t \geq 0$, on $E$ such that for some $x \in E^{*}$ the function $S^{*}(t) x, t \geq 0$, is not continuous at 0 .

## § 1.3. The Hille-Yosida theorem

Of great importance in applications are theorems which give sufficient conditions for an operator $A$ to be the infinitesimal generator of a semigroup. A fundamental result in this respect is due to Hille and Yosida. Conditions formulated in their theorem are at the same time sufficient and necessary. The proof of the necessity part (not needed in the book) is rather easy and is left as an exercise for the interested reader.

Theorem 1.4. Let $A$ be a closed linear operator defined on a dense set $D(A)$ contained in a Banach space $E$. If there exist $\omega \in \mathbf{R}$ and $M \geq 1$ such that, for arbitrary $\lambda>\omega$, the operator $\lambda I-A$ has an inverse $R(\lambda)=$ $(\lambda I-A)^{-1}$ satisfying

$$
\begin{equation*}
\left\|R^{m}(\lambda)\right\| \leq \frac{M}{(\lambda-\omega)^{m}} \quad \text { for } m=1,2, \ldots \tag{1.19}
\end{equation*}
$$

then $A$ is the infinitesimal generator of a semigroup $S(t), t \geq 0$, on $E$ such that

$$
\begin{equation*}
\|S(t)\| \leq M e^{\omega t}, \quad t>0 \tag{1.20}
\end{equation*}
$$

The family of the operators $(\lambda I-A)^{-1}, \lambda>\omega$ is called the resolvent of $A$.

Proof. For $\lambda>\omega$, define linear bounded operators $A_{\lambda}=\lambda(\lambda R(\lambda)-I)$ and semigroups

$$
S^{\lambda}(t)=e^{t A_{\lambda}}=e^{-\lambda t} \sum_{m=0}^{+\infty} \frac{\left(\lambda^{2} t\right)^{m}}{m!} R^{m}(\lambda)
$$

We will prove that the limit of the semigroups $S^{\lambda}(\cdot)$ as $\lambda \rightarrow+\infty$ is the required semigroup.

Let us show first that

$$
\begin{equation*}
A_{\lambda} x \longrightarrow A x \quad \text { for all } x \in D(A) \tag{1.21}
\end{equation*}
$$

If $x \in D(A)$, then $R(\lambda)(\lambda x-A x)=x$ and therefore

$$
\|\lambda R(\lambda) x-x\|=\|R(\lambda) A x\| \leq \frac{M}{\lambda-\omega}\|A x\|, \quad \lambda>\omega .
$$

Hence

$$
\begin{equation*}
\lim _{\lambda \uparrow+\infty} \lambda R(\lambda) x=x \quad \text { for } x \in D(A) \tag{1.22}
\end{equation*}
$$

Since $\|\lambda R(\lambda)\| \leq \frac{|\lambda| M}{\lambda-\omega}, \lambda>\omega$ and the set $D(A)$ is dense in $E$, the formula (1.22) is true for all $x \in E$ by Theorem A.5(ii) (the Banach-Steinhaus theorem). Taking into account that

$$
A_{\lambda} x=\lambda R(\lambda) A x, \quad \lambda>\omega
$$

we arrive at (1.21).
Let us remark that

$$
\begin{equation*}
\left\|S^{\lambda}(t)\right\| \leq e^{-\lambda t} \sum_{m=0}^{+\infty} \frac{\left(\lambda^{2} t\right)^{m}}{m!} \frac{M}{(\lambda-\omega)^{m}} \leq M e^{\frac{\omega \lambda}{\lambda-\omega} t}, \quad \lambda>\omega, t>0 \tag{1.23}
\end{equation*}
$$

Since $A_{\lambda} A_{\mu}=A_{\mu} A_{\lambda}, S^{\lambda}(t) A_{\mu}=A_{\mu} S^{\lambda}(t), t \geq 0, \lambda, \mu>\omega$, so, for $x \in$ $D(A)$,

$$
\begin{aligned}
S^{\lambda}(t) x-S^{\mu}(t) x & =\int_{0}^{t} \frac{d}{d s} S^{\mu}(t-s) S^{\lambda}(s) x d s \\
& =\int_{0}^{t} S^{\mu}(t-s)\left(A_{\lambda}-A_{\mu}\right) S^{\lambda}(s) x d s \\
& =\int_{0}^{t} S^{\mu}(t-s) S^{\lambda}(s)\left(A_{\lambda}-A_{\mu}\right) x d s
\end{aligned}
$$

Therefore, by (1.23),

$$
\begin{aligned}
\left\|S^{\lambda}(t) x-S^{\mu}(t) x\right\| & \leq\left\|A_{\lambda} x-A_{\mu} x\right\| M^{2} \int_{0}^{t} e^{\frac{\omega_{\mu}}{\mu-\omega}(t-s)+\frac{\omega \lambda}{\lambda-\omega} s} d s \\
& \leq M^{2} t\left\|A_{\lambda} x-A_{\mu} x\right\| e^{\frac{\omega}{\mu-\omega} t}
\end{aligned}
$$

Consequently, by (1.21),

$$
\begin{equation*}
\left\|S^{\lambda}(t) x-S^{\mu}(t) x\right\| \longrightarrow 0, \quad \text { for } \lambda, \mu \uparrow+\infty \text { and } x \in D(A) \tag{1.24}
\end{equation*}
$$

uniformly in $t \geq 0$ from an arbitrary bounded set. It follows from Theorem A.5(ii) (the Banach-Steinhaus theorem) and from (1.23) that the convergence in (1.24) holds for all $x \in E$.

Define

$$
\begin{equation*}
S(t) x=\lim _{\lambda \uparrow+\infty} S^{\lambda}(t) x, \quad x \in E . \tag{1.25}
\end{equation*}
$$

We check easily that $S(t), t \geq 0$, is a semigroup of operators and that for $x \in D(A)$,

$$
\begin{equation*}
S(t) x-x=\int_{0}^{t} S(r) A x d r, \quad t \geq 0 \tag{1.26}
\end{equation*}
$$

Let $B$ be the infinitesimal generator of $S(t), t \geq 0$. By (1.26), $D(A) \subset$ $D(B)$ and $A x=B x$ for $x \in D(A)$. It is therefore enough to show that $D(A)=D(B)$. Since

$$
\|S(t)\| \leq M e^{\omega t}
$$

the operator

$$
\widetilde{R}(\lambda) x=\int_{0}^{+\infty} e^{-\lambda t} S(t) x d t, \quad x \in E(\lambda>\omega)
$$

is well defined and continuous. For arbitrary $\lambda>\omega, y \in E$ and $h>0$

$$
\begin{aligned}
\frac{1}{h}[S(h) & \tilde{R}(\lambda) x-\tilde{R}(\lambda) x] \\
& =e^{\lambda h} \frac{1}{h} \int_{h}^{+\infty} e^{-\lambda(t+h)} S(t+h) x d t-\frac{1}{h} \int_{0}^{+\infty} e^{-\lambda t} S(t) x d t \\
& =\frac{e^{\lambda h}-1}{h} \tilde{R}(\lambda) x-e^{\lambda h} \frac{1}{h} \int_{0}^{h} e^{-\lambda t} S(t) x d t
\end{aligned}
$$

Hence $\widetilde{R}(\lambda) y \in D(B)$ and

$$
\begin{equation*}
(\lambda-B) \widetilde{R}(\lambda) y=y, \quad y \in E \tag{1.27}
\end{equation*}
$$

If $x \in D(B)$ and $\lambda>\omega$, then

$$
\widetilde{R}(\lambda) B x=\int_{0}^{+\infty} e^{-\lambda t} S(t) B x d t=\int_{0}^{+\infty} e^{-\lambda t} \frac{d}{d t} S(t) x d t=-x+\lambda \widetilde{R}(\lambda) x
$$

and therefore

$$
\begin{equation*}
\widetilde{R}(\lambda)(\lambda-B) x=x, \quad x \in D(B) \tag{1.28}
\end{equation*}
$$

From (1.27) and (1.28)

$$
\begin{equation*}
\tilde{R}(\lambda)=(\lambda-B)^{-1}, \quad \lambda>\omega \tag{1.29}
\end{equation*}
$$

In particular, for arbitrary $y \in E$, the equation

$$
\begin{equation*}
\lambda x-B x=y, \quad x \in D(B) \tag{1.30}
\end{equation*}
$$

has exactly one solution in $D(B)$. Since $x=R(\lambda) y \in D(A)$ is a solution of this equation, $\widetilde{R}(\lambda)=R(\lambda)$. In particular, $D(B)=\widetilde{R}(\lambda) E=R(\lambda) E=$ $D(A)$.

It follows from the proof of Theorem 1.4 that
Proposition 1.2. If for the generator $A$ of a semigroup $S(t), t \geq 0$, condition (1.19) is satisfied or if a semigroup $S(t)$ satisfies (1.20), then

$$
\begin{equation*}
(\lambda-A)^{-1} x=R(\lambda) x=\int_{0}^{+\infty} e^{-\lambda t} S(t) x d t, \quad x \in E, \lambda>\omega \tag{1.31}
\end{equation*}
$$

## §1.4. Phillips' theorem

For control theory, and for the stabilizability question in particular, of great importance is a result saying that the sum of a generator and a bounded linear operator is a generator. It is due to Phillips.
Theorem 1.5. If an operator A generates a semigroup on a Banach space $E$ and $K: E \longrightarrow E$ is a bounded linear operator then the operator $A+K$ with the domain identical to $D(A)$ is also a generator.
Proof. Let $S(t), t \geq 0$, be the semigroup generated by $A$. Then for some constants $M \geq 1$ and $\omega \in \mathbf{R}$

$$
\|S(t)\| \leq M e^{\omega t}, \quad t \geq 0
$$

It follows from Proposition 1.2 that the operator $R(\lambda)=(\lambda I-A)^{-1}$ is given by

$$
R(\lambda) x=\int_{0}^{+\infty} e^{-\lambda t} S(t) x d t, \quad x \in E, \lambda>\omega
$$

Since the semigroup $e^{-\omega t} S(t), t \geq 0$, is generated by $A-\omega I$, without any loss of generality, we can assume that

$$
\|S(t)\| \leq M, \quad t \geq 0
$$

Let us introduce a new norm \| $\|_{0}$ on $E$,

$$
\|x\|_{0}=\sup _{t \geq 0}\|S(t) x\|
$$

Then

$$
\|x\| \leq\|x\|_{0} \leq M\|x\|, \quad x \in E
$$

Hence the norms \| $\cdot \|_{0}$ and $\|\cdot\|$ are equivalent, and we check easily that

$$
\begin{aligned}
\|S(t)\|_{0} \leq 1, & t \geq 0 \\
\|R(\lambda)\|_{0} \leq \frac{1}{\lambda}, & \lambda>0
\end{aligned}
$$

Assume that $\lambda>\|K\|_{0}$. Since

$$
\|K R(\lambda)\|_{0} \leq\|K\|_{0}\|R(\lambda)\|_{0}<1
$$

the operator $I-K R(\lambda)$ is invertible. Define

$$
\begin{equation*}
\tilde{R}(\lambda)=R(\lambda)(I-K R(\lambda))^{-1}=\sum_{m=0}^{+\infty} R(\lambda)(K R(\lambda))^{m}, \quad \lambda>\|K\|_{0} \tag{1.32}
\end{equation*}
$$

We will show that

$$
\begin{equation*}
\|\widetilde{R}(\lambda)\|_{0} \leq \frac{1}{\lambda-\|K\|_{0}} \tag{i}
\end{equation*}
$$

(ii)

$$
\tilde{R}(\lambda)=(\lambda-A-K)^{-1}
$$

From (1.33)

$$
\begin{aligned}
\|\tilde{R}(\lambda)\|_{0} & \leq \sum_{m=0}^{+\infty}\|R(\lambda)\|_{0}\|K R(\lambda)\|_{0}^{m} \\
& \leq \frac{1}{\lambda} \frac{1}{1-\|K R(\lambda)\|_{0}} \leq \frac{1}{\lambda-\|K\|_{0}}, \quad \lambda>\|K\|_{0}
\end{aligned}
$$

so the inequality (i) holds.
To prove (ii) notice that

$$
\begin{aligned}
(\lambda-A-K) \tilde{R}(\lambda) & =(\lambda-A) \tilde{R}(\lambda)-K \tilde{R}(\lambda) \\
& =(I-K R(\lambda))^{-1}-K R(\lambda)(I-K R(\lambda))^{-1}=I
\end{aligned}
$$

Since

$$
\begin{aligned}
\tilde{R}(\lambda)(\lambda-A-K) & =R(\lambda)(\lambda-A-K)+\sum_{m=1}^{+\infty} R(\lambda)(K R(\lambda))^{m}(\lambda-A-K) \\
& =I-R(\lambda)+\sum_{m=1}^{+\infty}(R(\lambda) K)^{m}-\sum_{m=2}^{+\infty}(R(\lambda) K)^{m}=I
\end{aligned}
$$

(ii) takes place as well.

It follows from (i) that

$$
\left\|(\tilde{R}(\lambda))^{m}\right\|_{0} \leq \frac{1}{\left(\lambda-\|K\|_{0}\right)^{m}}, \quad m=1,2, \ldots
$$

Moreover, the operator $A+K$ is closed and the theorem follows from Theorem 1.4.

Remark. It follows from the proof of the theorem that if $\widetilde{S}(t), t \geq 0$, is the semigroup generated by $A+K$ then

$$
\|\tilde{S}(t)\| \leq M e^{(\omega+\|K\|) t}, \quad t \geq 0
$$

## §1.5. Important classes of generators and Lions' theorem

We will now deduce some consequences of Hille-Yosida's theorem which help to prove that a given operator is the generator of a semigroup.

If $A$ is a closed, linear operator with a dense domain $D(A)$ then the domain $D\left(A^{*}\right)$ of the adjoint to operator $A$ consists of all functionals $f \in E^{*}$ for which the transformation $x \longrightarrow f(A x)$ has a continuous extension from $D(A)$ to $E$. If the extension exists then it is unique, belongs to $E^{*}$ and by the very definition it is the value $A^{*} f$ of the adjoint operator $A^{*}$ on $f$.

The following theorem holds.
Theorem 1.6. Let $A$ be a closed operator with a dense domain $D(A)$. If for $\omega \in \mathbf{R}$ and all $\lambda>\omega$

$$
\begin{align*}
\|(\lambda I-A) x\| \geq(\lambda-\omega)\|x\| & \text { for all } x \in D(A)  \tag{1.33}\\
\left\|\left(\lambda I-A^{*}\right) f\right\| \geq(\lambda-\omega)\|f\| & \text { for all } f \in D\left(A^{*}\right) \tag{1.34}
\end{align*}
$$

then the operator A generates a semigroup of operators $S(t), t \geq 0$, such that

$$
\|S(t)\| \leq e^{\omega t}, \quad t \geq 0
$$

Proof. It follows from (1.33) that $\operatorname{Ker}(\lambda I-A)=\{0\}$, for $\lambda>\omega$ and that the image of $\lambda I-A$ is a closed, linear space $E_{0} \subset E$. If $E_{0} \neq E$, then, by Theorem A. 4 (the Hahn-Banach theorem), there exists a functional $f \in E^{*}$, $f \neq 0$, such that

$$
\begin{equation*}
f(\lambda x-A x)=0, \quad x \in D(A) \tag{1.35}
\end{equation*}
$$

Hence $f \in D\left(A^{*}\right)$ and $A^{*} f=\lambda f$. By (1.34), $f=0$, so, necessarily, $E_{0}=E$. The operator $\lambda-A$ is invertible and, taking into account (1.33),

$$
\begin{equation*}
\|R(\lambda)\| \leq \frac{1}{\lambda-\omega} \tag{1.36}
\end{equation*}
$$

Therefore

$$
\begin{equation*}
\left\|R^{m}(\lambda)\right\| \leq \frac{1}{(\lambda-\omega)^{m}}, \quad \lambda>\omega, m=1,2, \ldots \tag{1.37}
\end{equation*}
$$

and the result follows by the Hille-Yosida theorem.

Conditions (1.33) and (1.34) have particularly simple form if the space $E$ is Hilbert (over real or complex numbers).

Theorem 1.7. Assume that a closed operator $A$ with a dense domain $D(A)$ is defired on a Hilbert space $H$. If there exists $\omega \in \mathbf{R}$ such that

$$
\begin{align*}
\operatorname{Re}(A x, x) \leq \omega\|x\|^{2} & \text { for } x \in D(A)  \tag{1.38}\\
\operatorname{Re}\left(A^{*} x, x\right) \leq \omega\|x\|^{2} & \text { for } x \in D\left(A^{*}\right), \tag{1.39}
\end{align*}
$$

then the operator $A$ generates a semigroup $S(t), t \geq 0$, such that

$$
\begin{equation*}
\|S(t)\| \leq e^{\omega t}, \quad t \geq 0 . \tag{1.40}
\end{equation*}
$$

Proof. We apply Theorem 1.6 and check that (1.33) holds; condition (1.34) can be proved in the same way. Let $\lambda>\omega, x \in D(A)$, then

$$
\begin{aligned}
\|\lambda x-A x\|^{2} & =\|(\lambda-\omega) x+(\omega x-A x)\|^{2} \\
& =(\lambda-\omega)^{2}\|x\|^{2}+\|\omega x-A x\|^{2}+2(\lambda-\omega) \operatorname{Re}\langle\omega x-A x, x\rangle .
\end{aligned}
$$

From (1.38)

$$
\operatorname{Re}\langle\omega x-A x, x\rangle=\omega\|x\|^{2}-\operatorname{Re}(A x, x\rangle \geq 0
$$

and (1.33) follows.
A linear operator $A$ on a Hilbert space $H$, densely defined, is said to be selfadjoint if $D(A)=D\left(A^{*}\right)$ and $A=A^{*}$.

We have the following corollary of Theorem 1.7
Corollary 1.1. A selfadjoint operator A such that

$$
\begin{equation*}
\operatorname{Re}\langle A x, x\rangle \leq \omega\|x\|^{2} \quad \text { for } x \in D(A) \tag{1.41}
\end{equation*}
$$

generates a semigroup $S(t), t \geq 0$. Since the semigroups $S^{\lambda}(\cdot), \lambda>\omega$ generated by $A_{\lambda}=\lambda(\lambda R(\lambda)-I)$, are selfadjoint, the semigroup $S(t)=$ $\lim _{\lambda+\infty} S^{\lambda}(t), t \geq 0$, consists of selfadjoint operators as well.

The following way of defining semigroups is due to J.L. Lions, see, e.g., [33].

Let us consider a pair of Hilbert spaces $V \subset H$, with scalar products and norms $((\cdot, \cdot)),(\cdot, \cdot\rangle,\|\cdot\|,|\cdot|$ such that $V$ is a dense subset of $H$ and the embedding of $V$ into $H$ is continuous. Let $a(\cdot, \cdot)$ be a continuous, bilinear function defined on $V$. In the case of complex Hilbert spaces $V$ and $H$ instead of linearity with respect to the second variable we require from $a(\cdot, \cdot)$ antilinearity

$$
a(u, \lambda v)=\bar{\lambda} a(u, v), \quad u, v \in V, \quad \lambda \in \mathbf{C} .
$$

Define

$$
\begin{equation*}
D(A)=\{u \in V ; a(u, \cdot) \text { is continuous in norm }|\cdot|\} \tag{1.42}
\end{equation*}
$$

Since $V$ is dense in $H$, for $u \in D(A)$ there exists exactly one element $A u \in H$ such that

$$
\begin{equation*}
\langle A u, v\rangle=a(u, v), \quad v \in V \tag{1.43}
\end{equation*}
$$

The following theorem is due to J.L. Lions.
Theorem 1.8. If for some constants $\omega \in \mathbf{R}, \alpha>0$,

$$
\begin{equation*}
\operatorname{Re} a(u, u)+\alpha\|u\|^{2} \leq \omega|u|^{2}, \quad u \in V \tag{1.44}
\end{equation*}
$$

then the operator A defined by (1.42), (1.43) generates a semigroup $S(t)$, $t \geq 0$, on $H$ and

$$
|S(t)| \leq e^{\omega t}, \quad t \geq 0
$$

Proof. Let us fix $\lambda>\omega$ and define a new bilinear functional

$$
a_{\lambda}(u, v)=\lambda\langle u, v\rangle-a(u, v), \quad u, v \in V
$$

From (1.44),

$$
\begin{aligned}
\alpha\|u\|^{2} & \leq \lambda\langle u, u\rangle-\operatorname{Re} a(u, u) \\
& \leq \operatorname{Re}(\lambda\langle u, u\rangle-a(u, u)) \\
& \leq \operatorname{Re} a_{\lambda}(u, u) \\
& \leq\left|a_{\lambda}(u, u)\right|, \quad u \in V
\end{aligned}
$$

We will need the following abstract result.
Proposition 1.3. (the Lax-Milgram theorem). Let a( $\cdot, \cdot)$ be a continuous bilinear functional defined on a Hilbert space $H$ such that, for some $\alpha>0$,

$$
|a(u, u)| \geq \alpha|u|^{2}, \quad u \in H
$$

Then there exists a continuous, invertible, linear operator from $H$ onto $H$ such that

$$
\langle F u, v\rangle=a(u, v), \quad u, v \in H
$$

Proof. For arbitrary $u$, the functional $v \longrightarrow \overline{a(u, v)}$ is linear and continuous, and by Theorem A. 7 (the Riesz representation theorem) there exists exactly one element in $H$, which we denote by $F u$, such that

$$
\overline{a(u, v)}=\langle v, F u\rangle, \quad v \in V
$$

Hence

$$
\langle F u, v\rangle=a(u, v)
$$

and it is easy to check that $F$ is a linear, continuous transformation. Moreover,

$$
\begin{aligned}
|F u|= & \sup \{|(F u, v\rangle| ; \quad|v| \leq 1\} \\
= & \sup \{|a(u, v)| ; \quad|v| \leq 1\} \\
& \geq\left|a\left(u, \frac{u}{|u|}\right)\right| \\
& \geq \alpha|u|, \quad u \in H
\end{aligned}
$$

Consequently the image $F(H)$ of the transformation $F$ is a closed linear subspace of $H$. If $F(H) \neq H$, then by the Hahn-Banach theorem there exists $v \in H, v \neq 0$, such that

$$
\langle F u, v\rangle=0 \text { for all } u \in H
$$

In particular,

$$
\langle F v, v\rangle=0
$$

But

$$
\langle F v, v\rangle=a(v, v) \neq 0
$$

a contradiction.
It follows from Proposition 1.3 that there exists a linear, invertible operator $\widetilde{A}_{\lambda}: V \longrightarrow V$ such that

$$
a_{\lambda}(u, v)=\left(\left(\tilde{A}_{\lambda} u, v\right)\right) \quad \text { for } u, v \in V
$$

Let $A_{\lambda}$ be defined by (1.42)-(1.43) with $a(\cdot, \cdot)$ replaced by $a_{\lambda}(\cdot, \cdot)$. Then $A_{\lambda}=\lambda I-A, D\left(A_{\lambda}\right)=D(A)$. Let, moreover, an operator $J: H \longrightarrow V$ be defined by the relation

$$
\langle h, v\rangle=((J h, v)), \quad h \in H, v \in V
$$

We directly check that the image $J(H)$ is dense in $V$. For $h \in H$ we set

$$
u=\tilde{A}_{\lambda}^{-1} J(h)
$$

Then $\tilde{A}_{\lambda} u=J h$,

$$
a_{\lambda}(u, v)=\left(\left(\tilde{A}_{\lambda} u, v\right)\right)=((J h, v))=\langle h, v\rangle
$$

hence $u \in D\left(A_{\lambda}\right)$ and $A_{\lambda} u=h$. On the other hand, if $u \in D\left(A_{\lambda}\right)$ and $A_{\lambda} u=h$ then for $v \in V$

$$
a_{\lambda}(u, v)=\left\langle A_{\lambda} u, v\right)=\left(\left(J A_{\lambda} u, v\right)\right)=\left(\left(\tilde{A}_{\lambda} u, v\right)\right)
$$

Consequently $u=\tilde{A}_{\lambda}^{-1} J h$. This way we have shown that

$$
\begin{align*}
D\left(A_{\lambda}\right) & =\tilde{A}_{\lambda}^{-1} J(H)  \tag{1.45}\\
A_{\lambda}^{-1} & =\tilde{A}_{\lambda}^{-1} J
\end{align*}
$$

For arbitrary $\lambda>\omega$ the operator

$$
R(\lambda)=(\lambda I-A)^{-1}=A_{\lambda}^{-1}
$$

is a well defined linear operator. In particular, operators $A_{\lambda}$ and $A$ are closed. It follows from (1.45) and the denseness of $J(H)$ in $V$ that $D(A)$ is dense in $H$ and, moreover, for $u \in D(A)$

$$
\begin{aligned}
|(\lambda I-A) u|^{2} & =|(\lambda-\omega) u+(\omega-A) u|^{2} \\
& =(\lambda-\omega)^{2}|u|^{2}+2(\lambda-\omega)\left[\omega|u|^{2}-\operatorname{Re}\langle A u, u\rangle\right]+|(\omega-A) u|^{2} \\
& \geq(\lambda-\omega)^{2}|u|^{2}
\end{aligned}
$$

Therefore, for $\lambda>\omega$, we have $|R(\lambda)| \leq \frac{1}{\lambda-\omega}$ and thus $\left|R^{m}(\lambda)\right| \leq \frac{1}{(\lambda-\omega)^{m}}$, $m=1,2, \ldots$ The conditions of the Hille-Yosida theorem are satisfied. The proof of the theorem is complete.

## §1.6. Specific examples of generators

We will illustrate the general theory by showing that specific differential operators are generators. We will also complete examples introduced earlier.
Example 1.5. Let $(a, b) \subset \mathbf{R}$ be a bounded interval and $H=L^{2}(a, b)$. Let us consider an operator

$$
A=\frac{d}{d \xi}
$$

with the following domain:
$D(A)=\left\{x \in H ; x\right.$ is absolutely continuous on $\left.[a, b], \frac{d x}{d \xi} \in H, x(b)=0\right\}$.
We will show that the operator $A$ is the generator of the so-called left-shift semigroup $S(t), t \geq 0$ :

$$
S(t) x(\xi)= \begin{cases}x(t+\xi), & \text { if } t+\xi \in(a, b)  \tag{1.46}\\ 0, & \text { if } t+\xi \notin(a, b)\end{cases}
$$

We will give two proofs, first a direct one and then a longer one based on Theorem 1.7.

Let $\lambda>0$ and $y \in H$. The equation

$$
\lambda x-A x=y, \quad x \in D(A)
$$

is equivalent to a differential equation

$$
\begin{aligned}
\frac{d x}{d \xi}(\xi) & =\lambda x(\xi)-y(\xi), \quad \xi \in(a, b) \\
x(b) & =0
\end{aligned}
$$

and has a solution $x=R(\lambda) y$ of the form

$$
x(\xi)=\int_{\xi}^{b} e^{\lambda(\xi-s)} y(s) d s, \quad \xi \in[a, b]
$$

On the other hand, for the semigroup $S(t), t \geq 0$, given by (1.46)

$$
\begin{aligned}
\left(\int_{0}^{+\infty} e^{-\lambda t} S(t) d t\right) y(\xi) & =\int_{0}^{b-\xi} e^{-\lambda t} y(\xi+t) d t \\
& =\int_{\xi}^{b} e^{\lambda(\xi-s)} y(s) d s, \quad \xi \in[a, b], \lambda>0
\end{aligned}
$$

So the resolvent of the generator $S(t), t \geq 0$, is identical with the resolvent of the operator $A$ and therefore $A$ is the generator of $S(t), t \geq 0$ (see Proposition 1.1 and Proposition 1.2).

To give a proof based on Theorem 1.7, let us remark that for $x \in D(A)$

$$
\langle A x, x\rangle=\int_{a}^{b} \frac{d x}{d s}(\xi) x(\xi) d \xi=-x^{2}(a)-\int_{a}^{b} \frac{d x}{d \xi}(\xi) x(\xi) d \xi
$$

hence

$$
\langle A x, x\rangle=-\frac{1}{2} x^{2}(a) \leq 0
$$

We find now the adjoint operator $A^{*}$. If $y \in D\left(A^{*}\right)$, then there exists $z \in H$ such that

$$
\langle A x, y\rangle=\langle x, z\rangle \text { for all } x \in D(A)
$$

Therefore

$$
\begin{align*}
\int_{a}^{b} \frac{d x}{d \xi} y d \xi & =\int_{a}^{b} x(\xi) z(\xi) d \xi  \tag{1.47}\\
& =-\int_{a}^{b} z(\xi)\left(\int_{\xi}^{b} \frac{d x}{d s} d s\right) d \xi=\int_{a}^{b} \frac{d x}{d s}\left(\int_{a}^{s} z(\xi) d \xi\right) d s
\end{align*}
$$

To proceed further we need the following lemma, which will also be used in some other examples.
Lemma 1.2. Assume that $\psi$ is an integrable function on an interval $[a, b]$ such that

$$
\begin{equation*}
\int_{a}^{b} \frac{d^{(m)} \varphi}{d \xi^{(m)}}(\xi) \psi(\xi) d \xi=0 \tag{1.48}
\end{equation*}
$$

for some $m=0,1, \ldots$ and arbitrary $\varphi \in C_{0}^{\infty}(a, b)$. Then $\psi$ is identical, almost everywhere, with a polynomial of the order $m-1$.
Proof. If $m=0$ the identity (1.48) is of the form

$$
\begin{equation*}
\int_{a}^{b} \varphi(\xi) \psi(\xi) d \xi=0 \tag{1.49}
\end{equation*}
$$

By a standard limit argument we show first that (1.49) holds for all continuous and bounded functions and therefore also for all bounded and measurable functions $\varphi$. Let

$$
\varphi_{n}=(\operatorname{sgn} \psi) \chi_{(-n, n)}(\psi), \quad n=1,2, \ldots
$$

Then

$$
0=\int_{a}^{b} \varphi_{n}(\xi) \psi(\xi) d \xi=\int_{|\psi| \geq n} \psi(\xi) d \xi+\int_{|\psi|<n}|\psi(\xi)| d \xi .
$$

Since $\psi$ is integrable, $\int_{|\psi| \geq n} \psi(\xi) d \xi \longrightarrow 0$ as $n \dagger+\infty$. Hence

$$
\int_{a}^{b}|\psi(\xi)| d \xi=0
$$

and therefore $\psi(\xi)=0$ for almost all $\xi \in(a, b)$. The proof is complete for $m=0$.

Assume that $m=1$ and let $\varphi_{0}$ be a function from $C_{0}^{\infty}(a, b)$ for which $\int_{a}^{b} \varphi_{0}(\xi) d \xi=1$. If $\varphi \in C_{0}^{\infty}(a, b)$ then the function

$$
\tilde{\varphi}(\xi)=\int_{a}^{\xi}\left[\varphi(\eta)-\left(\int_{a}^{b} \varphi(s) d s\right) \varphi_{0}(\eta)\right] d \eta, \quad \xi \in(a, b)
$$

also belongs to $C_{0}^{\infty}(a, b)$ and therefore

$$
\int_{a}^{b} \frac{d}{d \xi} \tilde{\varphi}(\xi) \psi(\xi) d \xi=0
$$

Hence

$$
\int_{a}^{b} \varphi(\xi) \psi(\xi) d \xi=\int_{a}^{b} \varphi(\xi) d \xi \cdot \int_{a}^{b} \varphi_{0}(s) \psi(s) d s
$$

Consequently

$$
\int_{a}^{b} \varphi(\xi)\left[\psi(\xi)-\int_{a}^{b} \varphi_{0}(s) \psi(s) d s\right] d \xi=0
$$

Since the lemma is true for $m=0$, we obtain that

$$
\psi(\xi)=\int_{a}^{b} \varphi_{0}(s) \psi(s) d s \quad \text { for almost all } \xi \in(a, b)
$$

This way we have shown that the lemma is true for $m=1$. The case of general $m$ can by proved by induction and is left to the reader as an exercise.

Returning to Example 1.5, let us remark that identity (1.47) and Lemma 1.2 for $m=1$ imply

$$
\begin{equation*}
y(s)=-\int_{a}^{s} z(\xi) d \xi+\gamma, \quad s \in(a, b) \tag{1.50}
\end{equation*}
$$

for a constant $\gamma$. Hence the function $y$ is necessarily absolutely continuous and its derivative $d y / d \xi=-z$ belongs to $H$.

We will calculate $\gamma$. From (1.47) and (1.50) we have

$$
\int_{a}^{b} \frac{d x}{d \xi} y d \xi=-x(a) y(a)-\int_{a}^{b} x \frac{d y}{d \xi} d s=-x(a) \gamma+\langle x, z\rangle
$$

Hence $x(a) \gamma=0$ for arbitrary $x \in D(A)$. Therefore $\gamma=y(a)=0$. This way we have proved that

$$
\begin{equation*}
D\left(A^{*}\right) \subseteq\left\{y \in H ; y \text { absolutely continuous, } \frac{d y}{d \xi} \in H, y(a)=0\right\} \tag{1.51}
\end{equation*}
$$

and

$$
A^{*} y=-\frac{d y}{d \xi}, \quad y \in D\left(A^{*}\right)
$$

It is not difficult to see that in (1.51) the equality holds, and, since

$$
\left\langle A^{*} y, y\right\rangle=-\frac{1}{2} y^{2}(b) \leq 0
$$

the operator $A$ generates a semigroup $S(t), t \geq 0$, satisfying

$$
\|S(t)\| \leq 1, \quad t \geq 0
$$

Example 1.2. (Continuation, see page 178.) The operator $A$ has a dense domain. Assume that $y \in D\left(A^{*}\right)$. Then there exists $z \in H$ such that

$$
\langle A x, y\rangle=\sum_{m=1}^{+\infty} \lambda_{m}\left\langle x, e_{m}\right\rangle\left\langle y, e_{m}\right\rangle=\sum_{m=1}^{+\infty}\left\langle x, e_{m}\right\rangle\left\langle z, y_{m}\right\rangle \quad \text { for } x \in D(A)
$$

Letting $x=e_{m}$ in the formula, we obtain $\left\langle z, y_{m}\right\rangle=\lambda_{m}\left\langle y, e_{m}\right\rangle, m=1, \ldots$, and, since $z \in H$,

$$
\sum_{m}\left(\left(z, y_{m}\right\rangle\right)^{2}=\sum_{m}\left(\lambda_{m}\left(y, e_{m}\right)\right)^{2}<+\infty
$$

Consequently, $y \in D(A)$ and $A^{*} y=A y$. We easily check that $D(A) \subseteq$ $D\left(A^{*}\right)$. We see that the operator $A$ is selfadjoint and

$$
\langle A x, x\rangle=\sum_{m=1}^{+\infty} \lambda_{m}\left(\left\langle x, e_{m}\right\rangle\right)^{2} \leq\left(\sup \lambda_{m}\right)\|x\|^{2}
$$

By Corollary 1.1 , the operator $A$ generates a semigroup $S(t), t \geq 0$. That the semigroup $S(t), t \geq 0$, is given by (1.10) can be shown in a similar way to the first part of Example 1.5.
Example 1.3. (Continuation, see page 178.) We prove that $A$ is selfadjoint. If $y \in D\left(A^{*}\right)$, then, for some $z \in H$,

$$
\langle A x, y\rangle=\langle x, z\rangle \quad \text { for all } x \in D(A)
$$

Since $x(\xi)=\int_{0}^{\xi} \frac{d x}{d s}(s) d s, \frac{d x}{d \xi}(\xi)=\frac{d x}{d \xi}(0)+\int_{0}^{\xi} \frac{d^{2} x}{d s^{2}} d s, \xi \in(0, \pi)$,

$$
\begin{aligned}
& \langle x, z\rangle=\int_{0}^{\pi} \frac{d x}{d \xi}(\xi)\left(\int_{\xi}^{\pi} z(s) d s\right) d \xi \\
& =\frac{d x}{d \xi}(0) \int_{0}^{\pi}\left(\int_{r}^{\pi} z(s) d s\right) d r+\int_{0}^{\pi} \frac{d^{2} x}{d \xi^{2}}(\xi)\left[\int_{\xi}^{\pi}\left(\int_{r}^{\pi} z(s) d s\right) d r\right] d \xi
\end{aligned}
$$

Hence

$$
\begin{gathered}
0=\langle A x, y\rangle-\langle x, z\rangle \\
=\int_{0}^{\pi} \frac{d^{2} x}{d \xi^{2}}(\xi)\left[y(\xi)-\int_{\xi}^{\pi}\left(\int_{r}^{\pi} z(s) d s\right) d r\right] d \xi-\frac{d x}{d \xi}(0) \int_{0}^{\pi}\left(\int_{r}^{\pi} z(s) d s\right) d r
\end{gathered}
$$

In particular, the above identity holds for arbitrary $x \in C_{0}^{\infty}(0, \pi)$. By Lemma 1.2, for some constants $\gamma, \delta$

$$
\begin{equation*}
y(\xi)=\int_{\xi}^{\pi}\left(\int_{r}^{\pi} z(s) d s\right) d r+\gamma+\delta \xi, \quad \xi \in[0, \pi] \tag{1.53}
\end{equation*}
$$

Inserting expression (1.53) into (1.52) we obtain

$$
\int_{0}^{\pi} \frac{d^{2} x}{d \xi^{2}}(\gamma+\delta \xi) d \xi=\eta \frac{d x}{d \xi}(0)
$$

where

$$
\eta=\int_{0}^{\pi}\left(\int_{\Gamma}^{\pi} z(s) d s\right) d r
$$

and therefore

$$
\frac{d x}{d \xi}(\pi)(\gamma+\delta \pi)=\frac{d x}{d \xi}(0)(\gamma+\eta)
$$

Since the values $\frac{d x}{d \xi}(\pi), \frac{d x}{d \xi}(0)$ can be chosen arbitrarily,

$$
\gamma=-\eta, \quad \delta=\frac{\eta}{\pi}
$$

But then $y(0)=y(\pi)=0$. We have shown that $D\left(A^{*}\right) \subset D(A)$ and $A^{*}=A y$ for $y \in D\left(A^{*}\right)$. In a similar way one shows that $D(A) \subset D\left(A^{*}\right)$. Therefore the operator $A$ is selfadjoint, and, since

$$
\langle A x, x\rangle=\int_{0}^{\pi} \frac{d^{2} x}{d \xi^{2}} x d \xi=-\int_{0}^{\pi}\left(\frac{d x}{d \xi}\right)^{2} d \xi \leq 0
$$

it is a generator by Corollary 1.1. Denote by $\mathcal{A}$ the generator of the semigroup from Example 1.2 with

$$
e_{m}(\xi)=\sqrt{\frac{2}{\pi}} \sin m \xi, \xi \in(0, \pi), \lambda_{m}=-m^{2}, m=1,2, \ldots
$$

Let us remark that for arbitrary numbers $\alpha_{1}, \alpha_{2}, \ldots, \alpha_{m}, m=1,2, \ldots$

$$
\mathcal{A}\left(\sum_{j=1}^{m} \alpha_{j} e_{j}\right)=A\left(\sum_{j=1}^{m} \alpha_{j} e_{j}\right)
$$

If $x \in D(\mathcal{A})$ and $x_{m}=\sum_{j=1}^{m}\left\langle x, e_{j}\right\rangle e_{j}, m=1,2, \ldots$, then $x_{m} \rightarrow x$ and $\mathcal{A}\left(x_{m}\right) \longrightarrow \mathcal{A}(x)$. Therefore also $A\left(x_{m}\right) \longrightarrow \mathcal{A}(x)$. Since the operator $A$ is closed, we obtain that $x \in D(A)$ and $A x=\mathcal{A} x$. Therefore the generator $A$ is an extension of the generator $\mathcal{A}$. By Proposition 1.1 and Proposition 1.2 the generators are identical. As a consequence we have that the semigroup $S(t), t \geq 0$, generated by the differential operator $A$ has the representation

$$
S(t) x(\xi)=\frac{2}{\pi} \sum_{m=1}^{+\infty} e^{-t m^{2}} \sin m \xi\left(\int_{0}^{\pi} x(s) \sin m s d s\right), \quad \xi \in[0, \pi], t \geq 0
$$

Exercise 1.2. Applying the Lions theorem, prove that the operator $A$ from Example 1.3 is a generator.
Hint. Define

$$
\begin{aligned}
V=H_{0}^{1}(0, \pi) & =\left\{x \in H ; \frac{d x}{d \xi} \in H, x(0)=x(\pi)=0\right\} \\
((x, y)) & =\int_{0}^{\pi} \frac{d x}{d \xi} \frac{d y}{d \xi} d \xi \\
a(x, y) & =-((x, y)), \quad x, y \in V .
\end{aligned}
$$

Here is a different illustration of the Lions theorem.
Example 1.6. Let $H=L^{2}(a, b), V=H^{1}(a, b)=\left\{x \in H ; \frac{d x}{d \xi} \in H\right\}$,

$$
((x, y))=\int_{a}^{b} \frac{d x}{d \xi} \frac{d y}{d \xi} d \xi+\int_{a}^{b} x(\xi) y(\xi) d \xi
$$

and

$$
a(x, y)=-((x, y))
$$

It is clear that the bilinear functional $a(\cdot, \cdot)$ satisfies the conditions of Theorem 1.8.

Let $A$ be the generator defined by (1.43) and (1.42). We show that

$$
\begin{gather*}
D(A)=\left\{x \in H ; \frac{d x}{d \xi}, \frac{d^{2} x}{d \xi^{2}} \in H, \frac{d x}{d \xi}(a)=\frac{d x}{d \xi}(b)=0\right\}  \tag{1.54}\\
A x=\frac{d^{2} x}{d \xi^{2}}-x \tag{1.55}
\end{gather*}
$$

If $x \in D(A)$, then, for some $z \in H$ and arbitrary $y \in V$,

$$
a(x, y)=\langle z, y\rangle
$$

or, equivalently,

$$
\begin{equation*}
\int_{a}^{b} \frac{d x}{d \xi} \frac{d y}{d \xi}+\int_{a}^{b} x(\xi) y(\xi) d \xi=-\int_{a}^{b} z(\xi) y(\xi) d \xi \tag{1.56}
\end{equation*}
$$

From (1.56) and the representation $y(\xi)=y(a)+\int_{a}^{\xi} \frac{d y}{d s} d s, \xi \in(a, b)$,

$$
\begin{align*}
& \int_{a}^{b} \frac{d y}{d \xi}(\xi)\left[\frac{d x}{d \xi}(\xi)+\int_{\xi}^{b} x(s) d s+\int_{\xi}^{b} z(s) d z\right] d \xi  \tag{1.57}\\
&=-y(a) \int_{a}^{b}(x(\xi)+z(\xi)) d \xi
\end{align*}
$$

Since $C_{0}^{\infty}(a, b) \subset V$, by Lemma 1.2 , for a constant $\gamma$

$$
\begin{equation*}
\frac{d x}{d \xi}(\xi)=-\int_{a}^{b}(x(s)+z(s)) d s+\gamma, \quad \xi \in(a, b) \tag{1.58}
\end{equation*}
$$

This way we see that $d x / d \xi$ is absolutely continuous and

$$
\frac{d^{2} x}{d \xi^{2}}=x+z
$$

In particular,

$$
A x=z=\frac{d^{2} x}{d \xi^{2}}-x
$$

To show that $\frac{d x}{d \xi}(a)=\frac{d x}{d \xi}(b)=0$, we remark first that

$$
\frac{d x}{d \xi}(b)=\gamma, \quad \frac{d x}{d \xi}(a)=\gamma-\int_{a}^{b}(x(s)+z(s)) d s
$$

By (1.58) and (1.57)

$$
\gamma \int_{a}^{b} \frac{d y}{d \xi} d \xi=\gamma(y(b)-y(a))=-y(a) \int_{a}^{b}(x(s)+z(s)) d s
$$

or, equivalently,

$$
\gamma y(b)=\left(\gamma-\int_{a}^{b}(x(s)+z(s)) d s\right) y(a)
$$

Since $y$ is an arbitrary element of $V=H^{1}(a, b)$,

$$
\gamma=0=\int_{a}^{b}(x(s)+z(s)) d s
$$

Hence $\frac{d x}{d \xi}(a)=\frac{d x}{d \xi}(b)=0$, and the required result easily follows.
Example 1.7. On the domain $D(A)$ given by (1.54) define $A+B$ where $B$ is a bounded operator and $A$ given by (1.55). The operator $A+B$ defines a semigroup by Theorem 1.5. In particular, if $B$ is the identity operator, then we obtain that the operator $d^{2} / d \xi^{2}$ with the Neuman boundary conditions generates a semigroup.

## §1.7. The integral representation of linear systems

Let us consider a linear control system

$$
\begin{equation*}
\dot{y}=A y+B u, \quad y(0)=x \tag{1.59}
\end{equation*}
$$

on a Banach space $E$. We will assume that the operator $A$ generates a semigroup of operators $S(t), t \geq 0$, on $E$ and that $B$ is a linear, bounded operator acting from a Banach space $U$ into $E$. We will study first the case when $U=E$ and the equation (1.59) is replaced by

$$
\begin{equation*}
\dot{y}=A y+f, \quad y(0)=x \tag{1.60}
\end{equation*}
$$

with $f$ an $E$-valued function.
Any continuous function $y:[0, T] \longrightarrow E$ such that
(i) $y(0)=x, y(t) \in D(A), \quad t \in[0, T]$,
(ii) $y$ is differentiable at any $t \in[0, T]$ and

$$
\frac{d y}{d t}(t)=A y(t)+f(t), \quad t \in[0, T]
$$

is called a strong solution of $(1.60)$ on $[0, T]$.
Theorem 1.9. Assume that $x \in D(A), f(\cdot)$ is a continuous function on $[0, T]$ and $y(\cdot)$ is a strong solution of (1.60) on $[0, T]$. Then

$$
\begin{equation*}
y(t)=S(t) x+\int_{0}^{t} S(t-s) f(s) d s, \quad t \in[0, T] \tag{1.61}
\end{equation*}
$$

Proof. Let us fix $t>0$ and $s \in(0, t)$. It follows from the elementary properties of generators that

$$
\begin{aligned}
\frac{d}{d s} S(t-s) y(s) & =-A S(t-s) y(s)+S(t-s) \frac{d y(s)}{d s} \\
& =-S(t-s) A y(s)+S(t-s)[A y(s)+f(s)]=S(t-s) f(s)
\end{aligned}
$$

Integrating the above identity from 0 to $t$ we obtain

$$
y(t)-S(t) y(0)=\int_{0}^{t} S(t-s) f(s) d s
$$

The formula does not always define a strong solution to (1.60). Additional conditions either on $f$ or on the semigroup $S(t), t \geq 0$, are needed. Here is a typical result in this direction.

Theorem 1.10. Assume that $f(\cdot)$ is a function with continuous first derivatives on $[0,+\infty]$ and $x \in D(A)$. Then equation (1.60) has a strong solution.
Proof. The function $S(\cdot) x$ is, by Theorem 1.2, a strong solution of equation (1.60) with $f=0$. Therefore we can assume that $x=0$. For all $t \geq 0$,

$$
\begin{align*}
y(t) & =\int_{0}^{t} S(t-s) f(s) d s=\int_{0}^{t} S(t-s)\left(f(0)+\int_{0}^{s} \frac{d f}{d r}(r) d r\right) d s \\
& =\int_{0}^{t} S(t-s) f(0) d s+\int_{0}^{t}\left(\int_{r}^{t} S(t-s) \frac{d f}{d r}(r) d s\right) d r \tag{1.62}
\end{align*}
$$

We will show that for $x \in E$ and $r \geq 0$

$$
\begin{equation*}
\int_{0}^{r} S(s) x d s \in D(A) \text { and } S(r) x-x=A\left(\int_{0}^{r} S(s) x d s\right) \tag{1.63}
\end{equation*}
$$

It follows from Theorem 1.2 that (1.63) holds for all $x \in D(A)$. For an arbitrary $x \in E$ let $\left(x_{n}\right)$ be a sequence of elements from $D(A)$ converging to $x$. Then

$$
S(r) x_{n}-x_{n}=A\left(\int_{0}^{r} S(s) x_{n} d s\right) \rightarrow S(r) x-x
$$

and

$$
\int_{0}^{r} S(s) x_{n} d s \longrightarrow \int_{0}^{r} S(r) x d s
$$

Since the operator $A$ is closed, (1.63) holds for all $x$.
For arbitrary $t \geq r \geq 0$, we have, by (1.63),

$$
\begin{align*}
\int_{0}^{t} S(t-s) f(0) d s & \in D(A)  \tag{1.64}\\
S(t) f(0)-f(0) & =A\left(\int_{0}^{t} S(t-s) f(0) d s\right) \\
\int_{0}^{t} S(t-s) \frac{d f}{d r}(r) d s & \in D(A) \\
(S(t-r)-I) \frac{d f}{d r}(r) & =A\left(\int_{r}^{t} S(t-s) \frac{d f}{d r}(r) d s\right) \tag{1.65}
\end{align*}
$$

Let us remark that for an arbitrary closed operator $A$, if functions $\psi(\cdot)$ and $A \psi(\cdot)$ are continuous, then for arbitrary $r \geq 0$

$$
\int_{0}^{r} \psi(s) d s \in D(A) \text { and } A\left(\int_{0}^{r} \psi(s) d s\right)=\int_{0}^{r} A \psi(s) d s
$$

Therefore (1.62), (1.64) and (1.65) imply that $y(t) \in D(A)$ and

$$
A y(t)=(S(t)-I) f(0)+\int_{0}^{t}(S(t-r)-I) \frac{d f}{d r}(r) d r, \quad t \geq 0
$$

Since

$$
\begin{gathered}
y(t)=\int_{0}^{t} S(s) f(t-s) d s \\
\frac{d y}{d t}(t)=S(t) f(0)+\int_{0}^{t} S(r) \frac{d f}{d r}(t-r) d r=S(t) f(0)+\int_{0}^{t} S(t-r) \frac{d f}{d r}(r) d r
\end{gathered}
$$

Summarizing,

$$
\begin{aligned}
\frac{d y}{d t}(t)-A y(t)= & S(t) f(0)-f(0)+\int_{0}^{t}(S(t-r)-I) \frac{d f}{d r}(r) d r \\
& -S(t) f(0)+\int_{0}^{t} S(t-r) \frac{d f}{d r}(r) d r=0
\end{aligned}
$$

The proof of the theorem is complete.
Corollary 1.2. If a control function $u(\cdot)$ is of class $C^{1}$ and $x \in D(A)$, then equation (1.59) has exactly one strong solution, and the solution is given by

$$
\begin{equation*}
y(t)=S(t) x+\int_{0}^{t} S(t-s) B u(s) d s, \quad t \geq 0 \tag{1.66}
\end{equation*}
$$

The function $y(t), t \geq 0$, given by the formula (1.66) is well defined for an arbitrary Bochner integrable function $u(\cdot)$. It will be called a weak solution of the equation

$$
\begin{equation*}
\dot{y}=A y+B u \tag{1.67}
\end{equation*}
$$

It is easy to show that the weak solution of (1.67) is a continuous function.
The following proposition, the proof of which is left as an exercise, shows that weak solutions are uniform limits of strong solutions.
Proposition 1.4. Assume that $u(\cdot)$ is a Bochner integrable function on $[0, T]$ and $x \in E$. If $\left(u_{k}(\cdot)\right)$ and $\left(x_{k}\right)$ are sequences such that
(i) $x_{k} \in D(A)$, for all $k=1,2, \ldots$ and $\lim _{k} x_{k}=x$,
(ii) $u_{k}(\cdot)$ are $C^{1}$ functions from $[0, T] \longrightarrow E, n=1,2, \ldots$ and

$$
\lim _{k} \int_{0}^{T}\left\|u_{k}(s)-u(s)\right\| d s=0
$$

then the sequence of functions

$$
y_{k}(t)=S(t) x_{k}+\int_{0}^{t} S(t-s) B u_{k}(s) d s, k=1,2, \ldots, t \in[0, T]
$$

converges uniformly to the weak solution $y(\cdot)$ of (1.66).
Strong, and therefore weak, solutions of (1.67) are not in general identical with classical solutions of partial differential equations of which they are abstract models. To see the difference let us go back to heat equation (1.10). Physical arguments which led to its derivation did not determine which function space should be taken as the state space $E$. There are always several choices possible. Let us assume for instance that the state space is the Hilbert space $H=L^{2}(0, L)$ and that the generator $A$ is given by

$$
A x=\sigma^{2} \frac{d^{2} x}{d \xi^{2}}
$$

with the domain $D(A)$ described in Example 1.3. Assume that $b(\cdot) \in H$ and let $B u=u b, u \in R$. Equation (1.67) is then a version of (0.11), (0.12) and (0.13).

If a function $u(\cdot)$ is of class $C^{1}$ and $x \in D(A)$ then, by Theorem 1.10,

$$
\begin{gather*}
y(t)=S(t) x+\int_{0}^{t} S(t-s) b u(s) d s \in D(A)  \tag{1.68}\\
\frac{d y}{d t}(t)=A y(t)+b u(t) \text { for } t \geq 0
\end{gather*}
$$

A solution $y(\cdot)$ given by (1.68) is nonclassical because, for each $t \geq 0$, $y(t)$ is a class of functions and the inclusion $y(t) \in D(A)$ implies only that there exists a representative of the class which is sufficiently smooth and satisfies the Dirichlet boundary conditions. Whether one could find a representative $y(t, \xi), \xi \in[0, L]$, which is a smooth function of $(t, \xi) \in$ $[0,+\infty) \times[0, L]$ satisfying ( 0.11 )-(0.13), requires an additional analysis. Moreover, the continuity of the strong solution and its differentiability are in the sense of the space $L^{2}(0, L)$, which is again different form the classical one.

However, despite the mentioned limitations, the abstract theory is a powerful instrument for studying evolutionary problems. It gives a first orientation of the problem. Moreover, the strong solution often has a classical interpretation, and the classical solution aways is the strong one.

## Bibliographical notes

Additional material on semigroups and their applications can be found in Pazy [44] and Kisyǹski [34]. The semigroup approach to control theory of infinite dimensional systems is the subject of the monograph by Curtain and Pritchard [17] and the author's paper of survey character [68]. This approach was initiated by Balakrishnan [3] and Fattorini [26].

## Chapter 2

Controllability
This chapter is devoted to the controllability of linear systems. The analysis is based on characterizations of images of linear operators in terms of their adjoint operators. The abstract results lead to specific descriptions of approximately controllable and exactly controllable systems which are applicable to parabolic and hyperbolic equations. Formulae for controls which transfer one state to another are given as well.

## §2.1. Images and kernels of linear operators

Assume that $U$ is a separable Hilbert space. For arbitrary numbers $b>a \geq 0$ denote by $L^{2}(a, b ; U)$ the space of functions, more precisely, equivalence classes of functions, $u(\cdot):[a, b] \longrightarrow U$, Bochner integrable (see § A. 4 and § A.6), on $[a, b]$ and such that

$$
\int_{a}^{b}|u(s)|^{2} d s<+\infty
$$

It is also a Hilbert space with the scalar product

$$
\langle\langle u(\cdot), v(\cdot)\rangle\rangle=\int_{a}^{b}\langle u(s), v(s)\rangle d s, \quad u(\cdot), v(\cdot) \in L^{2}(a, b ; U)
$$

where $\langle\cdot, \cdot\rangle$ is the scalar product in $U$. Norms in $U$ and in $L^{2}(a, b ; H)$ will be denoted by | | and \| - || respectively.

As in Part I, in the study of controllability of infinite dimensional systems

$$
\begin{equation*}
\dot{y}=A y+B u, \quad y(0)=x \in E \tag{2.1}
\end{equation*}
$$

an important role will be played by the operator

$$
\begin{equation*}
\mathcal{L}_{T} u=\int_{0}^{T} S(T-s) B u(s) d s, \quad u(\cdot) \in L^{2}(0, T ; U) \tag{2.2}
\end{equation*}
$$

(see $\S 1.7$ ), acting from $U_{T}=L^{2}(0, T ; U)$ into $E$. Note that

$$
y(T)=S(T) x+\mathcal{L}_{T} u, \quad u(\cdot) \in L^{2}(0, T ; U)
$$

where $y(\cdot)$ is the weak solution to (2.1).

To analyse the operator $\mathcal{L}_{\boldsymbol{T}}$ we will need several results from operator theory which we discuss now.

Let $X, Y$ and $Z$ be Banach spaces and $F$ and $G$ linear, bounded operators from $X$ into $Z$ and $Y$ into $Z$. The adjoint spaces and adjoint operators will be denoted, as before, by $X^{*}, Y^{*}$ and $Z^{*}$ and by $F^{*}$ and $G^{*}$ respectively. The image $F(X)$ and the kernel $F^{-1}\{0\}$ of the transformation $F$ will be denoted by $\operatorname{Im} F$ and $\operatorname{Ker} F$.

Our main aim in this section is to give characterizations of the inclusions

$$
\operatorname{Im} F \subset \operatorname{Im} G, \quad \overline{\operatorname{Im} F} \subset \overline{\operatorname{Im} G}
$$

in terms of the adjoint operators $F^{*}$ and $G^{*}$.
Theorem 2.1. The following two conditions are equivalent

$$
\begin{align*}
\overline{\operatorname{Im} F} & \subset \overline{\operatorname{Im} G}  \tag{2.3}\\
\operatorname{Ker} F^{*} & \supset \operatorname{Ker} G^{*} \tag{2.4}
\end{align*}
$$

Proof. Assume that (2.3) holds and that for same $f \in Z^{*}, G^{*} f=0$ and $F^{*} f \neq 0$. Then for arbitrary $y \in Y, f(G(y))=0$ and $f=0$ on $\operatorname{Im} G$. It follows from (2.3) that $f=0$ on $\operatorname{Im} F$ and $f(F(x))=0$ for $x \in X$. Hence $F^{*} f=0$, a contradiction. This way we have shown that (2.3) implies (2.4).

Assume now that (2.4) holds and that there exists $z \in \overline{\operatorname{Im} F} \backslash \overline{\operatorname{Im} G}$. There exists a functional $f \in Z^{*}$ such that $f(z) \neq 0$ and $f=0$ on $\operatorname{Im} G$. Moreover, for a sequence of elements $x_{m} \in X, m=1,2, \ldots, F\left(x_{m}\right) \longrightarrow z$. For sufficiently large $m, F^{*} f\left(x_{m}\right) \neq 0$. Therefore $F^{*} f \neq 0$, and, at the same time, $G^{*} f=0$, which contradicts (2.4).

Under rather general conditions, the inclusion

$$
\begin{equation*}
\operatorname{Im} F \subset \operatorname{Im} G \tag{2.5}
\end{equation*}
$$

takes place if there exists $c>0$ such that

$$
\begin{equation*}
\left\|F^{*} f\right\| \leq c\left\|G^{*} f\right\| \quad \text { for all } f \in Z^{*} \tag{2.6}
\end{equation*}
$$

We will prove first
Lemma 2.1. Inclusion (2.5) holds if and only if for some $c>0$

$$
\begin{equation*}
F(x) ;\|x\| \leq 1\} \subset\{G y ;\|y\| \leq c\} \tag{2.7}
\end{equation*}
$$

Moreover (2.6) holds if and only if.

$$
\begin{equation*}
F(x) ;\|x\| \leq 1\} \subset\{\overline{G(y) ;\|y\| \leq c}\} \tag{2.8}
\end{equation*}
$$

Proof. Assume that (2.5) holds, and, in addition, $\operatorname{Ker} G=\{0\}$. Then the operator $G^{-1} F$ is well defined, closed and, by Theorem A. 2 (the closed graph theorem), continuous. Hence there exists a constant $c>0$ such that

$$
\left\|G^{-1}(F(x))\right\| \leq c, \quad \text { provided }\|x\| \leq 1
$$

and (2.7) holds. If $\operatorname{Ker} G \neq\{0\}$, consider the induced transformation $\hat{G}$ from the quotient space $\hat{Y}=Y / \operatorname{Ker} G$ into $X$. We recall that the norm of the equivalence class $[y] \in \hat{Y}$ of an element $y \in Y$ is given by

$$
\|[y]\|=\inf \{\|y+\tilde{y}\| ; G(\tilde{y})=0\}
$$

Since $\operatorname{Im} G=\operatorname{Im} \hat{G}$, inclusion (2.5) implies $\operatorname{Im} F \subset \operatorname{Im} \hat{G}$, and, by the proven part of the lemma,

$$
\begin{aligned}
\{F(x) ;\|x\| \leq 1\} & \subset\{\hat{G}([y]) ;\|[y]\| \leq c\} \\
& \subset\{G(y+\tilde{y}) ;\|y+\tilde{y}\| \leq c+1\}
\end{aligned}
$$

Hence (2.5) implies (2.7) for arbitrary G. It is obvious that (2.7) implies (2.5).

To prove the second part assume that (2.8)holds. Then for arbitrary $f \in Z^{*}$

$$
\left\|F^{*} f\right\|=\sup _{\|x\| \leq 1}|f(F(x))| \leq c \sup _{\|y\| \leq 1}|f(G(y))| \leq c\left\|G^{*} f\right\|
$$

and (2.6) is true.
Finally assume that (2.6) holds and for some $x_{0} \in X,\left\|x_{0}\right\| \leq 1$, $F\left(x_{0}\right) \notin\{G y ;\|y\| \leq c\}$. By Theorem III.3.4(ii) there exists $f \in Z^{*}$ for which $f\left(F\left(x_{0}\right)\right)>1$ and for arbitrary $y \in Y,\|y\| \leq 1, c|f(G(y))| \leq$ 1. Hence at the same time $\left\|F^{*} f\right\|>1$ and $c\left\|G^{*} f\right\| \leq 1$. The obtained contradiction with the condition (2.6) completes the proof of the lemma.

Corollary 2.1. If the set $\{G y ;\|y\| \leq c\}$ is closed, then inclusion (2.5) holds if and only if there exists $c>0$ such that (2.6) holds.
In particular we have the following theorem
Theorem 2.2. If $Y$ is a separable Hilbert space then inclusion (2.5) holds if and only if, for some $c>0$, (2.6) holds.
Proof. Assume that $Y$ is a Hilbert space and $z \in \overline{\{G y ;\|y\| \leq c\}}$. Then there exists a sequence of elements $y_{m} \in Y, m=1,2, \ldots$, such that $G\left(y_{m}\right) \longrightarrow z$. We can assume that $\left(y_{m}\right)$ converges weakly to $\tilde{y} \in Y$, $\|\tilde{y}\| \leq c$, see Lemma III.3.4. For arbitrary $f \in Z^{*}, f\left(G\left(y_{m}\right)\right) \longrightarrow f(z)$ and $f\left(G\left(y_{m}\right)\right)=G^{*} f\left(y_{m}\right) \longrightarrow G^{*} f(\tilde{y})$, hence $f(z)=f(G(\tilde{y}))$. Since $f \in Z^{*}$ is arbitrary, $z=G(\tilde{y}) \in\{G(y) ;\|y\| \leq c\}$ and the set $\{G(y) ;\|y\| \leq c\}$ is closed. Corollary 2.1 implies the result.

Remark. It follows from the proof that Theorem 2.2 is valid for Banach spaces such that an arbitrary bounded sequence has a weakly convergent subsequence. As was shown by Banach, this property characterizes the reflexive spaces in which, by the very definition, an arbitrary linear, bounded functional $f$ on $Y^{*}$ is of the form $f \longrightarrow f(y)$, for some $y \in Y$.
Example 2.1. Let $Y=C[0,1], X=Z=L^{2}[0,1]$ and let $F x=x, G y=y$, $x \in X, y \in Y$. Then condition (2.8) is satisfied but not (2.7). So, without additional assumptions on the space $Y$, Theorem 2.2 is not true.

We will often meet, in what follows, inverses of operators which are not one-to-one and onto. For simplicity, assume that $X$ and $Z$ are Hilbert spaces and $F: X \longrightarrow Z$ is a linear continuous map. Then $X_{0}=\operatorname{Ker} F$ is a closed subspace of $X$. Denote by $X_{1}$ the orthogonal complement of $X_{0}$ :

$$
X_{1}=\left\{x \in X ;(x, y\rangle=0 \text { for all } y \in X_{0}\right\}
$$

The subspace $X_{1}$ is also closed and the restriction $F_{1}$ of $F$ to $X_{1}$ is one-toone. Moreover

$$
\operatorname{Im} F_{1}=\operatorname{Im} F
$$

We define

$$
F^{-1}(z)=F_{1}^{-1}(z), \quad z \in \operatorname{Im} F
$$

The operator $F^{-1}: \operatorname{Im} F \longrightarrow Y$ defined this way is called the pseudoinverse of $F$. It is linear and closed but in general noncontinuous. Note that for arbitrary $z \in \operatorname{Im} F$

$$
\inf \{\|x\| ; F(x)=z\}=\left\|F^{-1}(z)\right\|
$$

## § 2.2. The controllability operator

We start our study of the controllability of (2.1) by extending Proposition I.1.1 and give an explicit formula for a control transferring state $a \in E$ to $b \in E$. Generalizing the definition of the controllability matrix we introduce the controllability operator by the formula

$$
\begin{equation*}
Q_{T} x=\int_{0}^{T} S(r) B B^{*} S^{*}(r) x d r, \quad x \in E \tag{2.9}
\end{equation*}
$$

It follows from Theorems 1.1 and 1.3 that for arbitrary $x \in E$ the function $S(r) B B^{*} S^{*}(r) x, r \in[0, T]$, is continuous, and the Bochner integral in (2.9) is well defined. Moreover, for a constant $c>0$,

$$
\int_{0}^{T}\left|S(r) B B^{*} S^{*}(r) x\right| d r \leq c|x|, \quad x \in E
$$

Hence the operator $Q_{T}$ is linear and continuous. It is also self-adjoint and nonnegative definite:

$$
\begin{equation*}
\left\langle Q_{T} x, x\right\rangle=\int_{0}^{T}\left|B^{*} S^{*}(r) x\right|^{2} d r \geq 0, \quad x \in E . \tag{2.10}
\end{equation*}
$$

We denote in what follows by $Q_{T}^{1 / 2}$ the unique self-adjoint and nonnegative operator whose square is equal $Q_{T}$. There exists exactly one such operator. Well defined are operators $Q_{T}^{-1}$ and $\left(Q_{T}^{1 / 2}\right)^{-1}$ (see $\S 2.1$ ); the latter will also be denoted by $Q_{T}^{-1 / 2}$. In connection with these definitions we propose to solve the following
Exercise 2.1. Let ( $e_{m}$ ) be an orthonormal, not necessarily complete, sequence in a Hilbert space $E$ and $\left(\gamma_{m}\right)$ a bounded sequence of positive numbers. Define

$$
Q x=\sum_{m=1}^{+\infty} \gamma_{m}\left\langle x, e_{m}\right\rangle e_{m}, \quad x \in E
$$

Find formulae for $Q^{1 / 2}, Q^{-1},\left(Q^{1 / 2}\right)^{-1}$.
Theorem 2.3. (i) There exists a strategy $u(\cdot) \in U_{T}$ transfering $a \in E$ to $b \in E$ in time $T$ if and only if

$$
S(T) a-b \in \operatorname{Im} Q_{T}^{1 / 2}
$$

(ii) Among the strategies transferring $a$ to $b$ in time $T$ there exists exactly one strategy $\hat{u}$ which minimizes the functional $J_{T}(u)=\int_{0}^{T}|u(s)|^{2} d s$. Moreover,

$$
J_{T}(\hat{u})=\left|Q_{T}^{-1 / 2}(S(T) a-b)\right|^{2}
$$

(iii) If $S(T) a-b \in \operatorname{Im} Q_{T}$, then the strategy $\hat{u}$ is given by

$$
\hat{u}(t)=-B^{*} S^{*}(T-t) Q_{T}^{-1}(S(T) a-b), \quad t \in[0, T]
$$

Proof. (i) Let us remark that a control $u \in U_{T}$ transfers $a$ to $b$ in time $T$ if and only if

$$
b \in S(T) a+\mathcal{C}_{T}(u)
$$

It is therefore sufficient to prove that

$$
\begin{equation*}
\operatorname{Im} \mathcal{L}_{T}=\operatorname{Im} Q_{T}^{1 / 2} \tag{2.11}
\end{equation*}
$$

Let $x \in E$ and $u(\cdot) \in U_{T}$. Then

$$
\begin{aligned}
\left\langle\left\langle u(\cdot), \mathcal{L}_{T}^{*} x\right\rangle\right\rangle=\left\langle\mathcal{L}_{T} u, x\right\rangle & =\int_{0}^{T}\langle S(T-r) B u(r), x\rangle d r \\
& =\int_{0}^{T}\left\langle u(r), B^{*} S^{*}(T-r) x\right\rangle d r
\end{aligned}
$$

and, by the very definition of the scalar product in $U_{T}$,

$$
\begin{equation*}
\mathcal{L}_{T}^{*} x(r)=B^{*} S^{*}(T-r) x, \text { for almost all } r \in(0, T) \tag{2.12}
\end{equation*}
$$

Since

$$
\begin{aligned}
\left\|\mathcal{L}_{T}^{*} x\right\|^{2} & =\int_{0}^{T}\left|B^{*} S^{*}(T-r) x\right|^{2} d r \\
& =\left\langle Q_{T} x, x\right\rangle=\left|Q_{T}^{1 / 2} x\right|^{2}, x \in E
\end{aligned}
$$

part (i) follows immediately from Theorem 2.2.
(ii) The unique optimal strategy is of the form $\mathcal{L}_{T}^{-1}(a-S(T) b)$. The formula for the minimal cost is an immediate consequence of the following result.
Proposition 2.1 If $F$ and $G$ are linear bounded operators acting between separable Hilbert spaces $X, Z$ and $Y, Z$ such that $\left\|F^{*} f\right\|=\left\|G^{*} f\right\|$ for $f \in$ $Z^{*}$, then $\operatorname{Im} F=\operatorname{Im} G$ and $\left\|F^{-1} z\right\|=G^{-1} z \mid$ for $z \in \operatorname{Im} F$.
Proof. The identity $\operatorname{Im} F=\operatorname{Im} G$ follows from Theorem 2.2. To show the latter identity, one can asssume that operators are injective as otherwise one could consider their restrictions to the orthogonal complements of their kernels. Assume that for some $z \in Z, z \neq 0, z=F x_{1}=G y_{1}, x_{1} \in X, y_{1} \in$ $Y$ and $\left\|x_{1}\right\|>\left\|y_{1}\right\|$. Then $\frac{z}{\left\|y_{1}\right\|}=G\left(\frac{y_{1}}{\left\|y_{1}\right\|}\right) \in\{G y ;\|y\| \leq 1\}$. By Lemma $2.1\{G y ;\|y\| \leq 1\}=\{F x ;\|x\| \leq 1\}$. Consequently, $\frac{z}{\left\|y_{1}\right\|} \in$ $\{F x ;\|x\| \leq 1\}$. But $\frac{z}{\left\|y_{1}\right\|}=F\left(\frac{x_{1}}{\left\|y_{1}\right\|}\right)$. Since $\left\|\frac{x_{1}}{\left\|y_{1}\right\|}\right\|>1$ and $F$ is injective, $F\left(\frac{x_{1}}{\left\|y_{1}\right\|}\right) \notin\{F(x) ;\|x\| \leq 1\}$. A contraction. Thus $\left\|x_{1}\right\|=\left\|y_{1}\right\|$.

To prove (iii), let us remark that for arbirary $x \in E$,

$$
\begin{equation*}
\mathcal{L}_{T} \mathcal{L}_{T}^{*} x=Q_{T} x \tag{2.13}
\end{equation*}
$$

Let us fix $y \in \operatorname{Im} Q_{T}$ and let

$$
\hat{u}=\mathcal{L}_{T}^{-1} y, \quad z=Q_{T}^{-\frac{1}{2}} y, \quad Q_{T}^{-\frac{1}{2}} z=Q_{T}^{-1} y
$$

It follows from (2.13) that

$$
\begin{equation*}
\mathcal{L}_{T} \mathcal{L}_{T}^{*} Q_{T}^{-\frac{1}{2}} z=Q_{T}^{-\frac{1}{2}} z=y \tag{2.14}
\end{equation*}
$$

If $\mathcal{L}_{T} u=0, u \in U_{T}$ then

$$
\left\langle\left\langle\mathcal{L}_{T}^{*} Q_{T}^{-\frac{1}{2}} z, u\right\rangle\right\rangle=\left\langle Q_{T}^{-\frac{1}{2}} z, \mathcal{L}_{T} U\right\rangle=0
$$

Taking into account the definition of $\mathcal{L}_{T}^{-1}$ and identity (2.14), we obtain

$$
\begin{equation*}
\hat{u}=\mathcal{L}_{T}^{*} Q_{T}^{-\frac{1}{2}} z \tag{2.15}
\end{equation*}
$$

and, by (2.12),

$$
\hat{u}(t)=B^{*} S^{*}(T-t) Q_{T}^{-1} y, \quad t \in[0, T]
$$

Defining $y=S(T) a-b$, we arrive at (ii).

## §2.3. Various concepts of controllability

The results of the two preceding sections lead to important analitical characterizations of various concepts of controllability.

Let $R_{T}(a)$ be the set of all states attainable from $a$ in time $T \geq 0$. We have the obvious relation

$$
R_{T}(a)=S(T) a+\operatorname{Im} \mathcal{L}_{T}
$$

We say that system (2.1) is exactly controllable from $a$ in time $T$ if

$$
R_{T}(a)=E
$$

If

$$
\overline{R_{T}(a)}=E
$$

then we say that system (2.1) is approximately controllable from $a$ in time $T$.

We say that system (2.1) is null controllable in time $T$ if an arbitrary state can be transferred to 0 in time $T$ or, equivalently, if and only if

$$
\begin{equation*}
\operatorname{Im} S(T) \subset \operatorname{Im} \mathcal{C}_{T} \tag{2.16}
\end{equation*}
$$

We have the following characterizations.
Theorem 2.4. The following conditions are equivalent.
(i) System (2.1) is exactly controllable from an arbitrary state in time $T>0$.
(ii) There exists $c>0$ such that for arbitrary $x \in E$

$$
\begin{equation*}
\int_{0}^{T}\left|B^{*} S^{*}(t) x\right|^{2} d t \geq c|x|^{2} \tag{2.17}
\end{equation*}
$$

(iii) $\operatorname{Im} Q_{T}^{1 / 2}=E$.

Proof. If a system is exactly controllable from an arbitrary state, it is controllable in particular from 0 . However, the exact controllability from 0 in time $T$ is equivalent to

$$
\operatorname{Im} \mathcal{L}_{T} \supset E
$$

Applying Theorem 2.2 to $G=\mathcal{L}_{T}$ and $F=I$, we obtain that condition (2.17) is equivalent to the exact controllability of (2.1) from 0 . If, however, $\operatorname{Im} \mathcal{L}_{T}=E$, then, for arbitrary $a \in E, R_{T}(a)=E$, and (2.1) is exactly controllable from arbitrary state.

The final part of the theorem follows from Theorem 2.3(i).

Theorem 2.5. The following conditions are equivalent.
(i) System (2.1) is approximately controllable in time $T>0$ from an arbitrary state.
(ii) If $B^{*} S^{*}(r) x=0$ for almost all $r \in[0, T]$, then $x=0$.
(iii) $\operatorname{Im} Q_{T}^{1 / 2}$ is dense in $E$.

Proof. It is clear that the set $R_{T}(a)$ is dense in $E$ if and only if the set $\operatorname{Im} \mathcal{L}_{\boldsymbol{T}}$ is dense in $E$. Hence (i) is equivalent to (ii) by Theorem 2.1. Moreover (i) is equivalent to (iii) by Theorem 2.3.

Theorem 2.6. The following conditions are equivalent.
(i) System (2.1) is null controllable in time $T>0$.
(ii) There exists $c>0$ such that for all $x \in E$

$$
\begin{equation*}
\int_{0}^{T}\left|B^{*} S^{*}(r) x\right|^{2} d r \geq c\left|S^{*}(T) x\right|^{2} \tag{2.21}
\end{equation*}
$$

(iii) $\operatorname{Im} Q_{T}^{1 / 2} \supset \operatorname{Im} S(T)$.

Proof. Since null controllability is equivalent to (2.16), characterizations (i) and (ii) and characterizations (i) and (iii) are equivalent by Theorem 2.2 and Theorem 2.3 respectively.

## §2.4. Systems with self-adjoint generators

Let us consider system (2.1) in which the generator $A$ is a self-adjoint operator on a Hilbert space $H$, such that for an orthonormal and complete basis ( $e_{m}$ ) and for a decreasing to $-\infty$ sequence ( $\lambda_{m}$ ), $A e_{m}=\lambda_{m} e_{m}$, $m=1,2, \ldots$ (See Example 1.2 with $E=H$, pages 177 and 198).

We will consider two cases, $B$ as the identity operator and $B$ as onedimensional. In the former case, we have the system

$$
\begin{equation*}
\dot{y}=A y+u, \quad y(0)=a \tag{2.23}
\end{equation*}
$$

with the set $U$ of control parameters identical to $H$. In the latter case,

$$
\begin{equation*}
\dot{y}=A y+u h, \quad y(0)=a \tag{2.24}
\end{equation*}
$$

$U=\mathbf{R}^{1}$ and $h$ is a fixed element in $H$.
Lemma 2.2. Sets $\operatorname{Im} \mathcal{L}_{T}$, for system (2.23), are identical for all $T>0$. Moreover, state $b$ is reachable from 0 in a time $T>0$ if and only if

$$
\begin{equation*}
\sum_{m=1}^{+\infty}\left|\lambda_{m}\right|\left|\left\langle b, e_{m}\right\rangle\right|^{2}<+\infty \tag{2.25}
\end{equation*}
$$

Proof. In the present situation the operator $Q_{T}$ is of the form

$$
\begin{aligned}
Q_{T} x=\int_{0}^{T} S(2 t) x d t & =\sum_{m=1}^{+\infty}\left(\int_{0}^{T} e^{2 \lambda_{m} t} d t\right)\left\langle x, e_{m}\right\rangle e_{m} \\
& =\sum_{m=1}^{+\infty}\left(\frac{e^{2 \lambda_{m} T}-1}{2 \lambda_{m}}\right)\left\langle x, e_{m}\right\rangle e_{m}
\end{aligned}
$$

Therefore

$$
Q_{T}^{1 / 2} x=\sum_{m=1}^{+\infty}\left(\frac{\left|e^{2 \lambda_{m} T}-1\right|}{2\left|\lambda_{m}\right|}\right)^{1 / 2}\left\langle x, e_{m}\right\rangle e_{m} .
$$

Let us remark that for arbitrary $T>0$

$$
\left|e^{2 \lambda_{m} T}-1\right| \longrightarrow 1, \quad \text { as } m \upharpoonleft+\infty .
$$

Hence $b=\sum_{m=1}^{+\infty}\left(b, e_{m}\right) e_{m} \in \operatorname{lm} Q_{T}^{1 / 2}$ if and only if condition (2.25) holds. Since $\operatorname{Im} \mathcal{L}_{T}=\operatorname{Im} Q_{T}^{1 / 2}$ the result follows.

Lemma 2.3. Under the conditions of Lemma 2.2, for arbitrary $T>0$,

$$
\begin{equation*}
\operatorname{Im} S(T) \subset \operatorname{Im} Q_{T}^{1 / 2} \tag{2.26}
\end{equation*}
$$

Proof. If $a \in H$, then

$$
S(T) a=\sum_{m=1}^{+\infty} e^{\lambda_{m} T}\left\langle a, e_{m}\right\rangle e_{m}
$$

Since

$$
\sum_{m}\left|\lambda_{m}\right| e^{2 \lambda_{m} T}\left|\left\langle a, e_{m}\right\rangle\right|^{2} \leq\left(\sup _{m}\left|\lambda_{m}\right| e^{2 \lambda_{m} T}\right)|a|^{2}<+\infty
$$

(2.26) holds.

As an immediate corollary of Lemma 2.2, Lemma 2.3 and results of §2.3, we obtain the following theorem.

Theorem 2.7. System (2.23) has the following properties:
(i) It is not exactly controllable from any state and at any moment $T>0$.
(ii) It is approximately controllable from arbitrary a and in arbitrary $T>0$.
(iii) Set $R_{T}(a)$ is characterized by (2.25).

We proceed now to system (2.24).

It follows from Theorem 2.6 that (2.24) is not exactly controllable. We will now formulate a result giving a characterization of the set of all attainable points showing at the same time the applicability of theorems from § 2.1. An explicit and complete characterization of the set is not known (see [52]).

First of all we have the following
Theorem 2.8. System (2.24) is approximately controllable from an arbitrary state at a time $T>0$ if and only if

$$
\begin{align*}
\lambda_{n} & \neq \lambda_{m} \quad \text { for } n \neq m  \tag{2.27}\\
\left\langle h, e_{m}\right\rangle & \neq 0 \quad \text { for } m=1,2, \ldots \tag{2.28}
\end{align*}
$$

Proof. We apply Theorem 2.5. For arbitrary $x \in H$

$$
B^{*} S^{*}(t) x=\sum_{m=1}^{+\infty} e^{\lambda_{m} t}\left\langle h, e_{m}\right\rangle\left\langle x, e_{m}\right\rangle
$$

Since

$$
\sum_{m=1}^{+\infty}\left|\left\langle h, e_{m}\right\rangle\left\langle x, e_{m}\right\rangle\right| \leq|h||x|<+\infty
$$

and $\lambda_{m} \longrightarrow-\infty$ as $m \uparrow+\infty$, the function

$$
\varphi(t)=\sum_{m=1}^{+\infty} e^{\lambda_{m} t}\left\langle h, e_{m}\right\rangle\left\langle x, e_{m}\right\rangle, \quad t>0
$$

is well defined and analytic. Hence $\varphi(t)=0$ for almost all $t \in[0, T]$ if and only if $\varphi(t)=0$ for all $t \geq 0$. It is clear that conditions (2.27) and (2.28) are necessary for the approximate controllability of (2.24). To prove that they also are sufficient we can assume, without any loss of generality, that the sequence $\left(\lambda_{m}\right)$ is decreasing. Then

$$
\lim _{t \uparrow+\infty} e^{-\lambda_{1} t} \varphi(t)=\left\langle h, e_{1}\right\rangle\left\langle x, e_{1}\right\rangle=0
$$

Since $\left\langle h, e_{1}\right\rangle \neq 0,\left\langle x, e_{1}\right\rangle=0$. Moreover,

$$
\varphi(t)=\sum_{m=2}^{+\infty} \mathrm{e}^{\lambda_{m} t}\left(h, e_{m}\right\rangle\left(x, e_{m}\right), \quad t>0
$$

In a similar way

$$
\lim _{t \uparrow+\infty} e^{-\lambda_{2} t} \varphi(t)=\left\langle h, e_{2}\right\rangle\left\langle x, e_{2}\right\rangle=0
$$

and thus $\left\langle x, e_{2}\right\rangle=0$. By induction $\left\langle x, e_{m}\right\rangle=0$ for all $m=1,2, \ldots$, and, since the basis $\left(e_{m}\right)$ is complete, $x=0$. This completes the proof of the theorem.

Let ( $\alpha_{m}$ ) be a bounded sequence of positive numbers. Let $H_{0}$ be a subspace of $H$ given by

$$
\begin{equation*}
H_{0}=\left\{x \in H ; \sum_{m=1}^{+\infty} \frac{\left(x, e_{m}\right)^{2}}{\alpha_{m}^{2}}<+\infty\right\} \tag{2.29}
\end{equation*}
$$

We say that the space $H_{0}$ is reachable at a moment $T>0$ if 0 can be transferred to an arbitrary element of $H_{0}$ in time $T$ by the proper choice of a control from $L^{2}(0, T)$.

It turns out that one can give necessary conditions, which are very close to sufficient conditions, for the space $H_{0}$ to be reachable at time $T>0$. To formulate them consider functions $f_{m}(t)=e^{\lambda_{m} t}, t \in[0, T]$ and closed subspaces $Z_{m}$ of $Z=L^{2}(0, T), m=1,2, \ldots$, generated by all $f_{k}$, $k \neq m$. Let $\delta_{m}$ be the distance, in the sense of the space $Z$, from $f_{m}$ to $Z_{m}, m=1,2, \ldots$
Theorem 2.9. (i) If $H_{0}$ is reachable at time $T$, then there exists $\gamma>0$ such that

$$
0<\alpha_{m} \leq \gamma \delta_{m}\left|\left\langle h, e_{m}\right\rangle\right|, \quad m=1,2, \ldots
$$

(ii) If, for some $\gamma>0$,

$$
0<\alpha_{m} \leq \frac{\gamma}{m} \delta_{m}\left|\left(h, e_{m}\right)\right|, \quad m=1,2, \ldots,
$$

then $H_{0}$ is reachable at time $T$.
Proof. Let $F: H \longrightarrow H$ be an operator given by

$$
F x=\sum_{m=1}^{+\infty} \alpha_{m}\left\langle x, e_{m}\right\rangle e_{m}, \quad x \in H
$$

Then

$$
\operatorname{Im} F=H_{0}
$$

Hence the space $H_{0}$ is reachable at $T>0$ if and only if

$$
\begin{equation*}
\operatorname{Im} F \subset \operatorname{Im} \mathcal{L}_{T} \tag{2.30}
\end{equation*}
$$

It follows from Theorem 2.2 that (2.30) holds if and only if for a number $\gamma>0$

$$
\begin{equation*}
\int_{0}^{T}|\langle S(t) h, x\rangle|^{2} d t \geq \frac{1}{\gamma^{2}}|F x|^{2}, \quad x \in H \tag{2.31}
\end{equation*}
$$

Denoting the norm in $Z$ by \|•\| we can reformulate (2.31) equivalently as

$$
\begin{equation*}
\left\|\sum_{j=1}^{k} \frac{\beta_{j}}{\alpha_{j}} f_{j} \xi_{j}\right\| \geq \frac{1}{\gamma} \text { provided } \sum_{j=1}^{k} \xi_{j}^{2}=1, k=1,2, \ldots \tag{2.32}
\end{equation*}
$$

Let us fix $m$ and $\varepsilon>0$ and choose $k \geq m$ and numbers $\eta_{j}, j \leq k$, $j \neq m$ such that

$$
\begin{equation*}
\delta_{m}+\varepsilon \geq\left\|f_{m}+\sum_{j \neq m}^{k} \frac{\beta_{j}}{\alpha_{j}} \frac{\alpha_{m}}{\beta_{m}} f_{j} \eta_{j}\right\| \tag{2.33}
\end{equation*}
$$

Defining $\eta_{m}=1, \delta=\left(\sum_{j=1}^{k} \eta_{j}^{2}\right)^{1 / 2} \geq 1$, we obtain from (2.32) and (2.33)

$$
\frac{\left|\beta_{m}\right|}{\alpha_{m}}\left(\delta_{m}+\varepsilon\right) \geq\left\|\sum_{j=1}^{k} \frac{\beta_{j}}{\alpha_{j}} f_{j} \eta_{j}\right\| \geq \delta\left\|\sum_{j=1}^{k} \frac{\beta_{j}}{\alpha_{j}} f_{j} \frac{\eta_{j}}{\delta}\right\| \geq \delta \frac{1}{\gamma} \geq \frac{1}{\gamma} .
$$

Since $\varepsilon>0$ was arbitrary, (i) follows.
To prove (ii) denote by $\hat{f}_{m}$ the orthogonal projection of $f_{m}$ onto $Z_{m}$ and let

$$
\tilde{f}_{m}=\frac{1}{\delta_{m}^{2}}\left(f_{m}-\hat{f}_{m}\right), \quad m=1,2, \ldots
$$

Let us remark that

$$
\begin{aligned}
& \left\langle\left\langle f_{m}, \tilde{f}_{m}\right\rangle\right\rangle=\frac{1}{\delta_{m}^{2}}\left\langle\left\langle f_{m}, f_{m}-\hat{f}_{m}\right\rangle\right\rangle=1 \\
& \left\langle\left\langle f_{m}, \tilde{f}_{k}\right\rangle\right\rangle=0, \quad\left\|\tilde{f}_{m}\right\|=\frac{1}{\delta_{m}}, k \neq m
\end{aligned}
$$

where $\langle\langle\cdot, \cdot\rangle\rangle$ denotes the scalar product on $Z$. Therefore, if, for a sequence $\left(\xi_{m}\right)$,

$$
\sum_{m=1}^{+\infty} \frac{\left|\xi_{m}\right|}{\left|\beta_{m}\right|} \frac{1}{\delta_{m}}<+\infty
$$

then

$$
u(\cdot)=\sum_{m=1}^{+\infty} \frac{\xi_{m}}{\beta_{m}} \tilde{f}_{m}(\cdot) \in Z
$$

and

$$
\int_{0}^{T} e^{\lambda_{m} t} u(t) d t=\left\langle\left(f_{m}, u\right)\right\rangle=\frac{\xi_{m}}{\beta_{m}}, \quad m=1,2, \ldots
$$

Consequently,

$$
\sum_{m=1}^{+\infty} \frac{\left|\left\langle x, e_{m}\right\rangle\right|}{\left|\beta_{m}\right| \delta_{m}}<+\infty
$$

implies $x \in \operatorname{Im} \mathcal{L}_{\boldsymbol{T}}$. On the other hand,

$$
\begin{aligned}
\sum_{m=1}^{+\infty} \frac{\left|\left\langle x, e_{m}\right\rangle\right|}{\left|\beta_{m}\right| \delta_{m}} & =\sum_{m=1}^{+\infty}\left|\left\langle x, e_{m}\right\rangle\right| \frac{m}{\left|\beta_{m}\right| \delta_{m}} \frac{1}{m} \\
& \leq\left(\sum_{m=1}^{+\infty} \frac{\left|\left\langle x, e_{m}\right)\right|^{2} m^{2}}{\beta_{m}^{2} \delta_{m}^{2}}\right)^{1 / 2}\left(\sum_{m=1}^{+\infty} \frac{1}{m^{2}}\right)^{1 / 2}
\end{aligned}
$$

Hence, if

$$
0<\alpha_{m} \leq \frac{1}{m}\left|\beta_{m}\right| \delta_{m}, \quad m=1,2, \ldots
$$

then $H_{0} \subset \operatorname{Im} \mathcal{L}_{T}$. The proof of the theorem is complete.

## §2.5. Controllability of the wave equation

As another application of the abstract results, we discuss the approximate controllability of the wave equation, see Example 1.4, page 179.

Let $h$ be a fixed function from $L^{2}(0, \pi)$ with the Fourier expansion

$$
h(\xi)=\sum_{m=1}^{+\infty} \gamma_{m} \sin m \xi, \quad \xi \in(0, \pi), \quad \sum_{m=1}^{+\infty} \gamma_{m}^{2}<+\infty
$$

Let us consider the equation

$$
\begin{equation*}
\frac{\partial^{2} y}{\partial t^{2}}=\frac{\partial^{2} y}{\partial \xi^{2}}+h u(t), \quad t \geq 0, \xi \in(0, \pi) \tag{2.34}
\end{equation*}
$$

with initial and boundary conditions as in Example 1.4 and with real valued $u(\cdot)$. Equation (2.34) is equivalent to the system of equations

$$
\begin{align*}
& \frac{\partial y}{\partial t}=v  \tag{2.35}\\
& \frac{\partial v}{\partial t}=\frac{\partial^{2} y}{\partial \xi^{2}}+h u(t), \quad t \geq 0, \xi \in(0, \pi) \tag{2.36}
\end{align*}
$$

Let $E$ be the Hilbert space and $S(t), t \in \mathbf{R}$, the group of the unitary operators introduced in Example 1.4. In accordance with the considerations of $\S 1.7$, the solution to (2.35)-(2.36) with the initial conditions $u(0)=a$, $v(0)=b$ will be identified with the function $Y(t), t \geq 0$, given by

$$
Y(t)=\left[\begin{array}{l}
y(t)  \tag{2.37}\\
v(t)
\end{array}\right]=S(t)\left[\begin{array}{l}
a \\
b
\end{array}\right]+\int_{0}^{t} S(t-s)\left[\begin{array}{l}
0 \\
h
\end{array}\right] u(s)
$$

Theorem 2.10. If

$$
T \geq 2 \pi, \quad \gamma_{m} \neq 0 \quad \text { for } m=1,2, \ldots,
$$

then system (2.35)-(2.36) is approximately controllable in time $T$ from an arbitrary state.
Proof. In the present situation $U=\mathbf{R}$ and the operator $B: \mathbf{R} \longrightarrow E$ is given by

$$
B u=\left[\begin{array}{l}
0 \\
h
\end{array}\right] u, \quad u \in \mathbf{R}
$$

Since $S^{*}(t)=S(-t), t \geq 0$,

$$
\begin{aligned}
B^{*} S^{*}(t)\left[\begin{array}{l}
a \\
b
\end{array}\right] & =\left\langle\left(\left[\begin{array}{l}
0 \\
h
\end{array}\right], S(-t)\left[\begin{array}{l}
a \\
b
\end{array}\right]\right\rangle\right\rangle \\
& =\sum_{m=1}^{+\infty} \gamma_{m}\left(m \alpha_{m} \sin m t+\beta_{m} \cos m t\right), \quad t \geq 0
\end{aligned}
$$

Taking into account that

$$
\sum_{m=1}^{+\infty}\left|m \gamma_{m} \alpha_{m}\right|<+\infty, \quad \sum_{m=1}^{+\infty}\left|\gamma_{m} \beta_{m}\right|<+\infty
$$

we see that the formula

$$
\varphi(t)=\sum_{m=1}^{+\infty} \gamma_{m}\left(m \alpha_{m} \sin m t+\beta_{m} \cos m t\right), \quad t \geq 0
$$

defines a continuous, periodic function with the period $2 \pi$. Moreover,

$$
\begin{aligned}
m \gamma_{m} \alpha_{m} & =\frac{1}{\pi} \int_{0}^{2 \pi} \varphi(t) \cos m t d t \\
\gamma_{m} \beta_{m} & =\frac{1}{\pi} \int_{0}^{2 \pi} \varphi(t) \sin m t d t, \quad m=1,2, \ldots
\end{aligned}
$$

Hence if $T \geq 2 \pi$ and $\varphi(t)=0$ for $t \in[0, T]$,

$$
m \gamma_{m} \alpha_{m}=0 \text { and } \beta_{m} \gamma_{m}=0, m=1,2, \ldots
$$

Since $\gamma_{m} \neq 0$ for all $m=1,2, \ldots, \alpha_{m}=\beta_{m}=0, m=1,2, \ldots$, and we obtain that $a=0, b=0$. By Theorem 2.6 the theorem follows.

## Bibliographical notes

Theorems from $\$ 2.1$ are taken from the paper by S. Dolecki and D.L. Russell [21] as well as from the author's paper [68]. They are generalizations of a classical result due to Douglas [22].

An explicit description of reachable spaces in the case of finite dimensional control operators $B$ has not yet been obtained; see an extensive discussion of the problem in the survey paper by D.L. Russell [52].

Asymptotic properties of the sequences $\left(f_{m}\right)$ and $\left(\delta_{m}\right)$ were an object of intensive studies, see D.L. Russel's paper [52]. Theorem 2.9 is from author's paper [68]. Part (i) is in the spirit of D.L. Russell [52].

## Chapter 3

## Stability and stabilizability

We will show first that the asymptotic stability of an infinite dimensional linear system does not imply its exponential stability and is not determined by the spectrum of the generator. Then we will prove that stable systems are characterized by their corresponding Liapunov equations. It is also proved that null controllability implies stabilizability and that under additional conditions a converse implication takes place.

## §3.1. Various concepts of stability

Characterizations of stable or stabilizable infinite dimensional systems are much more complicated then the finite dimensional one. We will restrict our discussion to some typical results underlying specific features of the infinite dimensional situation.

Let $A$ be the infinitesimal generator of a semigroup $S(t), t \geq 0$, on a Banach space $E$. If $x \in D(A)$ then a strong solution, see $\S 1.7$, of the equation

$$
\begin{equation*}
\dot{z}=A z, \quad z(0)=x \in E, \tag{3.1}
\end{equation*}
$$

is the function

$$
z^{x}(t)=S(t) x, \quad t \geq 0
$$

For arbitrary $x \in E, z^{x}(\cdot)$ is the limit of strong solutions to (3.1) and is also called a weak solution to (3.1), see §1.7.

If the space E is finite dimensional then, by Theorem I.2.3, the following conditions are equivalent:

$$
\begin{align*}
& \text { For some } N>0, \nu>0 \text { and all } t \geq 0\|S(t)\| \leq N e^{-\nu t} \text {. }  \tag{3.2}\\
& \text { For arbitrary } x \in E, z^{x}(t) \longrightarrow 0 \text { exponentially as } t \rightarrow+\infty \text {. (3.3) }  \tag{3.3}\\
& \text { For arbitrary } x \in E, \int_{0}^{+\infty}\left\|z^{x}(t)\right\|^{2} d t<+\infty \text {. }  \tag{3.4}\\
& \text { For arbitrary } x \in E, z^{x}(t) \longrightarrow 0 \text { as } t \rightarrow+\infty  \tag{3.5}\\
& \quad \sup \{\operatorname{Re} \lambda ; \lambda \in \sigma(A)\}<0 \text {. }  \tag{3.6}\\
& \text { In general, in the infinite dimensional situation the above conditions } \\
& \text { are not equivalent, as the theorem below shows. }
\end{align*}
$$

Let us recall that for linear operators $A$ on an infinite dimensional space $E, \lambda \in \sigma(A)$ if and only if for some $z \in E$ the equation $\lambda x-A x=z$ either does not have a solution $x \in D(A)$ or has more than one solution.
Theorem 3.1. Let $E$ be an infinite dimensional Banach space. Then
(i) Conditions (3.2), (3.3) and (3.4) are all equivalent.
(ii) Conditions (3.2), (3.3) and (3.4) are essentially stronger than (3.5) and (3.6).
(iii) Condition (3.5) does not imply, in general, condition (3.6), even if $E$ is a Hilbert space.
(iv) Condition (3.6) does not imply, in general, condition (3.5), even if $E$ is a Hilbert space.
Proof. (i) It is obvious that (3.2) implies (3.3) and (3.4). Assume that (3.4) holds. Then the transformation $x \longrightarrow S(\cdot) x$ from $E$ into $L^{2}(0,+\infty ; E)$ is everywhere defined and closed. Therefore, by Theorem A. 2 (the closed graph theorem), it is continuous.

Consequently, there exists a constant $K>0$ such that

$$
\int_{0}^{+\infty}\|S(t) x\|^{2} d t<K\|x\|^{2}, \text { for all } x \in E
$$

Moreover, by Theorem 1.1, for some $M \geq 1$ and $\omega>0$,

$$
\|S(t)\| \leq M e^{\omega t} \text { for all } t \geq 0
$$

For arbitrary $t>0, x \in E$,

$$
\begin{aligned}
\frac{1-e^{-2 \omega t}}{2 \omega}\|S(t) x\|^{2} & =\int_{0}^{t} e^{-2 \omega r}\|S(t) x\|^{2} d r \\
& \leq \int_{0}^{t} e^{-2 \omega r}\|S(r)\|^{2}\|S(t-r) x\|^{2} d r \\
& \leq M^{2} \int_{0}^{t}\|S(s) x\|^{2} d s \leq M^{2} K\|x\|^{2}
\end{aligned}
$$

Therefore, for a number $L>0$,

$$
\|S(t)\| \leq L, \quad t \geq 0
$$

Consequently,

$$
\begin{aligned}
t\|S(t) x\|^{2} & =\int_{0}^{t}\|S(t) x\|^{2} d s \leq \int_{0}^{t}\|S(s)\|^{2}\|S(t-s) x\|^{2} d s \\
& \leq L^{2} K\|x\|^{2}, \quad t \geq 0, x \in E
\end{aligned}
$$

and

$$
\|S(t)\| \leq L \sqrt{\frac{k}{t}}, \quad t>0
$$

Hence, there exists $\bar{t}>0$ such that

$$
\|S(t)\|<1 .
$$

For arbitrary $t \geq 0$ there exist $m=0,1, \ldots$ and $s \in[0, \bar{t})$ such that $t=$ $m \bar{t}+s$. Therefore

$$
\|S(t)\| \leq\|s(\bar{t})\|^{m} M e^{\omega s} \leq\|S(\bar{t})\|^{t / \bar{t}} M\|S(\bar{t})\|^{-1} e^{\omega \bar{t}},
$$

and (3.2) follows.
(ii) It is clear that (3.2) implies (3.5). Moreover, if (3.2) holds and $\operatorname{Re} \lambda>-\nu$ then

$$
R(\lambda)=(\lambda I-A)^{-1}=\int_{0}^{+\infty} e^{-\lambda t} S(t) d t
$$

see Proposition 1.2. Consequently

$$
\sup \{\operatorname{Re} \lambda ; \lambda \in \sigma(A)\} \leq-\nu<0
$$

and (3.6) holds as well.
To see that (3.5) does not imply, in general, (3.2), we define in $E=l^{2}$ a semigroup

$$
S(t) x=\left(e^{-\gamma_{m} t} \xi_{m}\right), \quad x=\left(\xi_{m}\right) \in l^{2}
$$

where $\left(\gamma_{m}\right)$ is a sequence monotonically decreasing to zero. Then

$$
\|S(t) x\|^{2}=\sum_{m=1}^{+\infty} e^{-2 \gamma_{m} t}\left|\xi_{m}\right|^{2} \longrightarrow 0, \quad \text { as } t \uparrow+\infty
$$

However

$$
\left\|S\left(\frac{1}{\gamma_{m}}\right)\right\| \geq e^{-1}, \quad m=1,2, \ldots
$$

and (3.2) is not satisfied.
An example showing that (3.6) does not imply (3.5) and (3.2) will be constructed in the proof of (iv).
(iii) Note that the semigroup $S(t), t \geq 0$, constructed in the proof of (ii) satisfies (3.5). Since $-\gamma_{m} \in \sigma(A), m=1,2, \ldots, \sup \{\operatorname{Re} \lambda ; \lambda \in \sigma(A)\} \geq 0$ and (3.6) does not hold.
(iv) We will prove first a lemma.

Lemma 3.1. There exists a semigroup $S(t), t \geq 0$, on $E$, the complex Hilbert space $\mathbf{l}_{\mathbf{C}}^{\mathbf{C}}$, such that

$$
\|S(t)\|=e^{t}, t \geq 0 \text { and } \sigma(A)=\left\{i \lambda_{m} ; m=1,2, \ldots\right\}
$$

where $\left(\lambda_{m}\right)$ is an arbitrary sequence of real numbers such that $\left|\lambda_{m}\right| \longrightarrow+\infty$. Proof. Let us represent an arbitrary element $x \in l_{\mathbb{C}}^{2}$, regarded as an infinite column, in the form $x=\left(x^{m}\right)$, where $x^{m} \in \mathbf{C}^{m}$. The required semigroup $S(t), t \geq 0$, is given by the formula

$$
\begin{equation*}
S(t) x=\left(e^{i \lambda_{m} t} e^{a_{m} t} x^{m}\right) \tag{3.7}
\end{equation*}
$$

where matrices $A_{m}=\left(a_{i, j}^{m}\right) \in M(n, n)$ are such that

$$
a_{i j}^{m}= \begin{cases}1 & \text { for } j=i+1, i=1,2, \ldots, m-1 \\ 0 & \text { for the remaining } i, j\end{cases}
$$

It is easy to show that $\lim _{t \not 0} S(t) x=x$ for all $x \in E$, and we leave this as an exercise.

To calculate $\|S(t)\|$ remark that

$$
\|S(t)\|=\sup _{m}\left\|e^{i \lambda_{m} t} e^{A_{m} t}\right\| \leq \sup _{m}\left\|e^{A_{m} t}\right\| \leq \sup _{m} e^{t\left\|A_{m}\right\|} \leq e^{t}, \quad t \geq 0
$$

because $\left\|A_{m}\right\|=1, m=1,2, \ldots$ On the other hand, for the vector $e_{m} \in \mathbf{C}^{m}$ with all elements equal $\frac{1}{\sqrt{m}}$,

$$
\begin{aligned}
\left\|e^{A_{m} t} e_{m}\right\|=\left(\frac{1}{m}\right. & {\left.\left[1^{2}+\left(1+\frac{t}{1!}\right)^{2}+\ldots+\left(1+\ldots+\frac{t^{m-1}}{(m-1)!}\right)^{2}\right]\right)^{1 / 2} } \\
& \longrightarrow e^{t}, \text { as } m \uparrow+\infty
\end{aligned}
$$

Hence $\|S(t)\|=e^{t}$.
For arbitrary $\lambda \notin\left\{i \lambda_{m} ; m=1,2, \ldots\right\}$ let $W(\lambda)$ be the following operator:

$$
W(\lambda) x=\left(\left(\lambda I-\left(i \lambda_{m}+A_{m}\right)\right)^{-1} x^{m}\right) .
$$

An elementary calculation shows that $W(\lambda)$ is a bounded operator such that

$$
D=\operatorname{Im} W(\lambda)=\left\{\left(x^{m}\right) \in l^{2} ; \sum_{m=1}^{+\infty}\left|\lambda_{m}\right|^{2}\left|x^{m}\right|^{2}<+\infty\right\}
$$

Moreover, if $D_{0}$ is the set of all sequences $x=\left(x^{m}\right)$ such that $x^{m} \neq 0$ for a finite number of $m$, then for $x \in D_{0}$,

$$
A\left(x^{m}\right)=\left(\left(\lambda_{m} i+A_{m}\right) x^{m}\right)
$$

and

$$
W(\lambda) x=R(\lambda) x
$$

where $R(\lambda), \lambda \notin \sigma(A)$ is the resolvent of $S(t), t \geq 0$. Consequently $D(A)=$ $D$ and for $\lambda \notin \sigma(A), R(\lambda)=W(\lambda)$.

One checks that for $\lambda \in\left\{i \lambda_{m} ; m=1,2, \ldots\right\}$,

$$
\begin{array}{ll}
(\lambda I-A) W(\lambda)=I & \text { on } l^{2} \\
W(\lambda)(\lambda I-A)=I & \text { on } D(A)
\end{array}
$$

Hence $\sigma(A)=\left\{i \lambda_{m} ; m=1,2, \ldots\right\}$. The proof of the lemma is complete.
We go back to the proof of (iv). For arbitrary $\alpha \in \mathbf{R}^{1}$ and $\beta>0$ define a new semigroup $\widetilde{S}(\cdot)$,

$$
\widetilde{S}(t)=e^{\alpha t} S(\beta t), \quad t \geq 0
$$

The generator $\widetilde{A}$ of the semigroup $\widetilde{S}(\cdot)$ is given by

$$
\tilde{A}=\alpha I+\beta A, \quad D(\tilde{A})=D(A)
$$

Moreover

$$
\|\tilde{S}(t)\|=e^{(\alpha+\beta) t} \text { and } \sup \{\operatorname{Re} \lambda ; \lambda \in \sigma(\tilde{A})\}=\alpha
$$

Taking in particular $\alpha=-\frac{1}{2}$ and $\beta=1$ we have that

$$
\|\widetilde{S}(t)\|=e^{\frac{1}{2} t}, t \geq 0 \text { and } \sup \{\operatorname{Re} \lambda ; \lambda \in \sigma(\tilde{A})\}=-\frac{1}{2}
$$

Since $\lim _{t \rightarrow+\infty}\|\widetilde{S}(t)\|=+\infty$, there exists, by Theorem A.5(i) (the BanachSteinhaus theorem), $x \in E$ such that $\prod_{t \rightarrow+\infty}\|\widetilde{S}(t) x\|=+\infty$.

Hence (3.6) does not imply (3.5) in the case of $E$ being the complex Hilbert space $l_{C}^{2}$. The case of $E$ being a real Hilbert space follows from the following exercise.

Exercise 3.1. Identify the complex Hilbert space $\boldsymbol{l}_{\mathbf{C}}^{\mathbf{C}}$ with the Cartesian product $l^{2} \times l^{2}$ of two real $l^{2}$ spaces and the semigroup $S(t), t \geq 0$, from Lemma 3.1 with its image $\mathcal{S}(t), t \geq 0$, after the identification. Show that

$$
\|\mathcal{S}(t)\|=e^{t}, t \geq 0 \text { and } \sigma(\mathcal{A})=\left\{ \pm i \lambda_{n} ; n=1,2, \ldots\right\}
$$

where $\mathcal{A}$ is the generator of $\mathcal{S}(t), t \geq 0$.
If a semigroup $S(t), t \geq 0$, satisfies one of the conditions (3.2), (3.3), (3.4) then it is called exponentially stable, and its generator an exponentially stable generator.

## §3.2. Liapunov's equation

As we know from § I.2.4, a matrix $A$ is stable if and only if the Liapunov equation

$$
\begin{equation*}
A^{*} Q+Q A=-I, \quad Q \geq 0 \tag{3.8}
\end{equation*}
$$

has a nonnegative solution $Q$. A generalization of this result to the infinite dimensional case is the subject of the following theorem.
Theorem 3.2. Assume that $E$ is a real Hilbert space. The infinitesimal generator $A$ of the semigroup is exponentially stable if and only if there exists a nonnegative, linear and continuous operator $Q$ such that

$$
\begin{equation*}
2\langle Q A x, x\rangle=-|x|^{2} \quad \text { for all } x \in D(A) \tag{3.9}
\end{equation*}
$$

If the generator $A$ is exponentially stable then equation (3.9) has exactly one nonnegative, linear and continuous solution $Q$.
Proof. Assume that $Q \geq 0$ is a linear and continuous operator solving (3.9). If $x \in D(A)$ then the function $v(t)=\left\langle Q z^{x}(t), z^{x}(t)\right\rangle, t \geq 0$, is differentiable, see Theorem 1.2. Moreover

$$
\begin{aligned}
\frac{d}{d t} v(t) & =\left\langle Q \frac{d z^{x}}{d t}(t), z^{x}(t)\right\rangle+\left\langle Q z^{x}(t), \frac{d z^{x}}{d t}(t)\right\rangle \\
& =2\left(Q A z^{x}(t), z^{x}(t)\right\rangle, \quad t \geq 0
\end{aligned}
$$

Therefore, for arbitrary $t \geq 0$,

$$
\begin{gather*}
\left\langle Q z^{x}(t), z^{x}(t)\right\rangle-\langle Q x, x\rangle=-\int_{0}^{t}\left|z^{x}(s)\right|^{2} d s \\
\int_{0}^{t}\left|z^{x}(s)\right|^{2} d s+\left\langle Q z^{x}(t), z^{x}(t)\right\rangle=\langle Q x, x\rangle \tag{3.10}
\end{gather*}
$$

Letting $t$ tend to $+\infty$ in (3.10) we obtain

$$
\begin{equation*}
\int_{0}^{+\infty}|S(s) x|^{2} d s \leq\langle Q x, x\rangle, \quad x \in D(A) \tag{3.11}
\end{equation*}
$$

Since the subspace $D(A)$ is dense in $E$, estimate (3.11) holds for $x \in E$. By Theorem 3.1, the semigroup $S(t), t \geq 0$, is exponentially stable.

If the semigroup $S(t), t \geq 0$, is exponentially stable, then $z^{x}(t) \longrightarrow 0$ as $t \rightarrow+\infty$, and, letting $t$ tend to $+\infty$ in (3.10), we obtain

$$
\begin{equation*}
\int_{0}^{+\infty}\left\langle S^{*}(t) S(t) x, x\right\rangle d t=\langle Q x, x\rangle, \quad x \in E \tag{3.12}
\end{equation*}
$$

Therefore, there exists a solution $Q$ to (3.9) that is given by

$$
\begin{equation*}
Q x=\int_{0}^{+\infty} S^{*}(t) S(t) x d t, \quad x \in E \tag{3.13}
\end{equation*}
$$

## §3.3. Stabilizability and controllability

A linear control system

$$
\begin{equation*}
\dot{y}=A y+B u, \quad y(0)=x \tag{3.14}
\end{equation*}
$$

is said to be exponentially stabilizable if there exists a linear, continuous operator $K: E \longrightarrow U$ such that the operator $A_{K}$,

$$
\begin{equation*}
A_{K}=A+B K \quad \text { with the domain } \quad D\left(A_{K}\right)=D(A) \tag{3.15}
\end{equation*}
$$

generates an exponentially stable semigroup $S_{K}(t), t \geq 0$. That the operator $\boldsymbol{A}_{K}$ generates a semigroup follows from the Phillips theorem, see §1.4. The operator $K$ should be interpreted as the feedback law. If, in (3.14), $u(t)=K y(t), t \geq 0$, then

$$
\begin{equation*}
\dot{y}=(A+B K) y, \quad y(0)=x \tag{3.16}
\end{equation*}
$$

and

$$
\begin{equation*}
y(t)=S_{K}(t) x, \quad t \geq 0 \tag{3.17}
\end{equation*}
$$

One of the main results of finite dimensional linear control theory was Theorem I. 2.9 stating that controllable systems are stabilizable. In the infinite dimensional theory there are many concepts of controllability and stabilizability, and therefore relationships are much more complicated. Here is a typical result.

Theorem 3.3. (i) Null controllable systems are exponentially stabilizable.
(ii) There are approximate controllable systems which are not exponentially stabilizable.
Proof. (i). Let $u^{x}(\cdot)$ be a control transferring $x$ to 0 in time $T^{x}>0$ and $u^{x}(t)=0$ for $t>T^{x}$. If $y^{x}(\cdot)$ is the output corresponding to $u^{x}(\cdot)$ then $y^{x}(t)=0$ for $t \geq T^{x}$. Therefore

$$
\begin{equation*}
J\left(x, u^{x}(\cdot)\right)=\int_{0}^{+\infty}\left(\left|y^{x}(t)\right|^{2}+\left|u^{x}(t)\right|^{2}\right) d t<+\infty \tag{3.18}
\end{equation*}
$$

and the assumptions of Theorem 4.3, from Chapter 4, are satisfied with $Q=$ $I$ and $R=I$. Consequently, there exists a nonnegative continuous operator
$\widetilde{P}$ on $H$ such that for the feedback control $\tilde{u}(t)=\tilde{K} \tilde{y}(t)=-B^{*} \tilde{P} \tilde{y}(t)$ and the corresponding solution $\tilde{y}(t), t \geq 0$, of

$$
\dot{\tilde{y}}(t)=A \tilde{y}(t)+B \tilde{K} \tilde{y}(t)=(A+B \tilde{K}) \tilde{y}(t), \quad t \geq 0
$$

one has

$$
J(x, \tilde{u}(\cdot))=\int_{0}^{+\infty}\left(|\tilde{y}(t)|^{2}+|\tilde{u}(t)|^{2}\right) d t \leq J\left(x, u^{x}(\cdot)\right)<+\infty, \quad x \in E
$$

But $\tilde{y}(t)=S_{\widetilde{K}}(t) x, t \geq 0$, where $S_{\widetilde{K}}(\cdot)$ is the semigroup generated by $A_{\widetilde{K}}$. Consequently,

$$
\int_{0}^{+\infty}\left|S_{\tilde{K}}(t) x\right|^{2} d t=\int_{0}^{+\infty}|\tilde{y}(t)|^{2} d t<+\infty \text { for all } x \in E
$$

and it follows from Theorem $3.1(\mathrm{i})$ that the semigroup $S_{\widetilde{K}^{( }}(\cdot)$ is exponentially stable.
(ii) Let us consider a control system of the form

$$
\begin{equation*}
\dot{y}=A y+h u, \quad y(0)=x \tag{3.19}
\end{equation*}
$$

in a separable Hilbert space $E$ with an orthonormal and complete basis $\left(e_{m}\right)$. Let $A$ be a linear and bounded operator on $E$ given by

$$
A x=\sum_{m=1}^{+\infty} \lambda_{m}\left(x, e_{m}\right) e_{m}, \quad x \in E
$$

with ( $\lambda_{m}$ ) a strictly increasing sequence converging to 0 . Let $h \in E$ be an element such that $<h, e_{m}>\neq 0$ for all $m=1,2, \ldots$ and

$$
\sum_{m=1}^{+\infty} \frac{\left|\left\langle h, e_{m}\right\rangle\right|^{2}}{\left|\lambda_{m}\right|^{2}}<+\infty
$$

Then (3.19) is approximately controllable, see Theorem 2.8 .
To show that (3.19) is not exponentially stabilizable, consider an arbitrary bounded linear operator $K: E \longrightarrow U=\mathbf{R}^{1}$. It is of the form

$$
K x=\langle k, x\rangle, \quad x \in E,
$$

where $k$ is an element in $E$. We prove that $0 \in \sigma(A+B K)$. Let us fix $z \in E$ and consider the following linear equation

$$
\begin{equation*}
A x+B K x=z, \quad x \in E \tag{3.20}
\end{equation*}
$$

Denote

$$
\left(h, e_{m}\right\rangle=\gamma_{m}, \quad\left\langle x, e_{m}\right\rangle=\xi_{m}, \quad\left\langle z, e_{m}\right\rangle=\eta_{m}, \quad m=1,2, \ldots
$$

Then (3.20) is equivalent to an infinite system of equations

$$
\lambda_{m} \xi_{m}+\gamma_{m}\langle k, x\rangle=\eta_{m}, \quad m=1,2, \ldots,
$$

from which it follows that

$$
\xi_{m}=\frac{\eta_{m}}{\lambda_{m}}-\frac{\gamma_{m}}{\lambda_{m}}\langle k, x\rangle, \quad m=1,2, \ldots
$$

Since

$$
\sum_{m=1}^{+\infty}\left|\frac{\gamma_{m}}{\lambda_{m}}\right|^{2}<+\infty \text { and } \sum_{m=1}^{+\infty}\left|\xi_{m}\right|^{2}<+\infty
$$

therefore

$$
\sum_{m=1}^{+\infty}\left|\frac{\eta_{m}}{\lambda_{m}}\right|^{2}<+\infty
$$

and $z \in E$ cannot be an arbitrary element of $E$. Hence $0 \in \sigma(A+B K)$.
It follows from Theorem 3.1(ii) that (3.19) is not exponentially stabilizable.

It follows from Theorem 3.3 that all exactly controllable systems are exponentially stabilizable. We will show that in a sense a converse statement is true.

We say that system (3.14) is completely stabilizable if for arbitrary $\omega \in \mathbb{R}$ there exist a linear, continuous operator $K: E \longrightarrow U$ and a constant $M>0$ such that

$$
\begin{equation*}
\left|S_{K}(t)\right| \leq M e^{\omega t} \quad \text { for } t \geq 0 \tag{3.21}
\end{equation*}
$$

The following theorem together with Theorem 3.2(i) are an infinite dimensional version of Wonham's theorem (Theorem I.2.9).

Theorem 3.4. If system (3.14) is completely stabilizable and the operator A generates a group of operators $S(t), t \in \mathbf{R}$, then system (3.14) is exactly controllable in some time $T>0$.
Proof. By Theorem 1.1 there exist $N>0$ and $\nu \in \mathbf{R}$ such that

$$
\begin{equation*}
|S(-t)| \leq N e^{\nu t}, \quad t \geq 0 \tag{3.22}
\end{equation*}
$$

Assume that for a feedback $K: E \longrightarrow U$ and some constants $M>0$ and $\omega \in \mathbf{R}^{1}$

$$
\left|S_{K}(t)\right| \leq M e^{\omega t}, \quad t \geq 0
$$

Since

$$
S(t) x=S_{K}(t) x-\int_{0}^{t} S(t-s) B K S_{K}(s) x d s, \quad x \in E, t \geq 0
$$

therefore, for arbitrary $f \in E^{*}, t \geq 0, x \in E$,

$$
\begin{aligned}
\left|S^{*}(t) f\right| & \leq\left|S_{K}^{*}(t) f\right|+\int_{0}^{t}\left|S_{K}^{*}(s) K^{*} B^{*} S^{*}(t-s) f\right| d s \\
& \leq M e^{\omega t}|f|+|K| M \int_{0}^{t} e^{\omega(t-s)}\left|B^{*} S^{*}(s) f\right| d s \\
& \leq M e^{\omega t}|f|+|K| M\left(\int_{0}^{t} e^{2 \omega s} d s\right)^{1 / 2}\left(\int_{0}^{t}\left|B^{*} S^{*}(s) f\right|^{2} d s\right)^{1 / 2} .
\end{aligned}
$$

If $|f|=1$, then $\left|S^{*}(-t) S^{*}(t) f\right|=1$ and

$$
\left|S^{*}(-t)\right|^{-1}=|S(-t)|^{-1} \leq\left|S^{*}(t) f\right|, \quad t \geq 0
$$

The above estimates imply that if $|f|=1$ then

$$
\begin{align*}
|S(-t)|^{-1} \leq & M e^{\omega t}  \tag{3.23}\\
& +|K| M\left(\int_{0}^{t} e^{2 \omega s} d s\right)^{1 / 2}\left(\int_{0}^{t}\left|B^{*} S^{*}(s) f\right|^{2} d s\right)^{1 / 2}
\end{align*}
$$

Assume that system (3.14) is not exactly controllable at a time $t>0$. It follows from the results of $\S 2.1$ that for arbitrary $c>0$ there exists $f \in E^{*}$ such that

$$
\int_{0}^{t}\left|B^{*} S^{*}(s) f\right|^{2} d s \leq c \text { and }|f|=1
$$

Since $c$ is arbitrary and from (3.23)

$$
\begin{equation*}
|S(-t)|^{-1} \leq M e^{\omega t} \tag{3.24}
\end{equation*}
$$

If (3.14) is not exactly controllable at any time $t>0$ then by (3.24) and (3.22)

$$
M^{-1} e^{-\omega t} \leq|S(-t)| \leq N e^{\nu t} \text { for all } t>0
$$

This way we have $\omega \geq-\nu$, and (3.14) cannot be completely stabilizable.

## Bibliographical notes

Theorem 3.1(i) and Theorem 3.1(iii) are due to R. Datko [19,20]. Lemma 3.1 is taken from [64]. Theorem 3.2 is due to R. Datko [20]. As noticed in [65], Theorem 3.3(i) is implicitly contained in R. Datko [20]. Theorem 3.4 is due to M. Megan [40]. For its generalization, see [66]. In condition (3.4) function $\left\|z^{x}(\cdot)\right\|^{2}$ can be replaced by the much more general functions $\mathcal{N}\left(\left\|z^{x}(\cdot)\right\|\right)$; see [62] and [50].

For a review of stability and stabilizability results we refer the reader to [47] and [52].

## Chapter 4

## Linear regulators in Hilbert spaces

In this chapter the existence of a solution to an operator Riccati equation related to the linear regulator problem in separable Hilbert spaces is shown first. Then a formula for the optimal solution on an arbitrary finite time interval is given. The existence of an optimal solution on the infinite time interval is dicussed as well. Some applications to the stabilizability problem are also included.

## §4.1. Introduction

Our discussion of optimal control problems in infinite dimensions will be limited to the linear regulator problem. In what follows we will assume that the stated space denoted here by $H$ as well as the space $U$ of the control parameters are real, separable Hilbert spaces. The control system is given by

$$
\begin{equation*}
\dot{y}=A y+B u, \quad y(0)=x \in H \tag{4.1}
\end{equation*}
$$

where $A$ is the infinitesimal generator of a semigroup $S(t), t \geq 0$, and $B$ is a linear and continuous operator from $U$ into $H$. By a solution to (4.1) we mean the weak solution, see § 1.7, given by

$$
\begin{equation*}
y(t)=S(t) x+\int_{0}^{t} S(t-s) B u(s) d s, \quad r \geq 0 \tag{4.2}
\end{equation*}
$$

Admissible controls are required to be Borel measurable and locally square integrable

$$
\int_{0}^{T}|u(s)|^{2} d s<+\infty \text { for } T>0
$$

We will also consider closed loop controls of the form

$$
\begin{equation*}
u(t)=K(t) y(t), \quad t \geq 0 \tag{4.3}
\end{equation*}
$$

where $K(\cdot)$ is a function with values in the space $L(H, U)$ of all linear and continuous operators from $H$ into $U$.

Let $Q \in L(H, H), P_{0} \in L(H, H), R \in L(U, U)$ be fixed self-adjoint continuous operators, and let $R$ be, in addition, an invertable operator with the continuous inverse $R^{-1}$.

The linear regulator problem with finite horizon $T$ (compare §III.1.3), consists of finding a control $u(\cdot)$ minimizing the functional $J_{T}(x, \cdot)$ :

$$
\begin{equation*}
J_{T}(x, u)=\int_{0}^{T}(\langle Q y(s), y(s)\rangle+\langle R u(s), u(s)\rangle) d s+\left\langle P_{0} y(T), y(T)\right\rangle \tag{4.4}
\end{equation*}
$$

The linear regulator problem with infinite horizon consists of minimizing the functional

$$
\begin{equation*}
J(x, u)=\int_{0}^{+\infty}(\langle Q y(s), y(s)\rangle+\langle R u(s), u(s)\rangle) d s \tag{4.5}
\end{equation*}
$$

We present solutions to both problems.
We are particularly interested in optimal controls given in the closed loop form (4.3). Such controls define outputs $y(\cdot)$ only indirectly as solutions of the following integral equation:

$$
\begin{equation*}
y(t)=S(t) x+\int_{0}^{t} S(t-s) B K(s) y(s) d s, \quad t \geq 0 \tag{4.6}
\end{equation*}
$$

and we start by giving conditions implying existence of a unique continuous solutions to (4.6).

We say that $K:[0, T] \longrightarrow L(H, U)$ is strongly continuous if for arbitrary $h \in H$ the function $K(t) h, t \in[0, T]$, is continuous. In the obvious way this definition generalizes to the function $K(\cdot)$ defined on $[0,+\infty)$. We check easily that if $K(\cdot)$ is strongly continuous on $[0, T]$ and an $H$-valued function $h(t), t \in[0, T]$, is continuous, then also $K(t) h(t), t \in[0, T]$, is continuous. There also exists a constant $M_{1}>0$ such that $|K(t)| \leq M_{1}$, $t \in[0, T]$.

Lemma 4.1. If an operator valued function $K(\cdot)$ is strongly continuous on $[0, T]$ then equation (4.6) has exactly one continuous solution $y(t), t \in[0, T]$. Proof. We apply the contraction mapping principle. Let us denote by $C_{T}=C(0, T ; H)$ the space of all continuous, $H$-valued functions defined on $[0, T]$ with the norm $\|h\|_{T}=\sup \{\mid h(t) ; t \in[0, T]\}$. Let us remark that if $h \in C_{T}$ then the function

$$
\begin{equation*}
\mathcal{A}_{T} h(t)=\int_{0}^{t} S(t-s) K(s) h(s) d s, \quad t \in[0, T] \tag{4.7}
\end{equation*}
$$

is well defined and continuous.
Let $M>0$ and $\omega>0$ be constants such that

$$
|S(t)| \leq M e^{\omega t}, \quad t \geq 0
$$

Then

$$
\left|\mathcal{A}_{T} h(t)\right| \leq \omega^{-1} M M_{1}\left(e^{\omega T}-1\right)\|h\|_{T}, \quad h \in C_{T} .
$$

Therefore, if

$$
M M_{1}\left(e^{\omega T_{0}}-1\right)<\omega
$$

then $\left\|\mathcal{A}_{T_{0}}\right\|<1$, and, by the contraction principle, see $§$ A.1, equation

$$
y(t)=S(t) x+\mathcal{A}_{T_{0}} y(t), \quad t \in\left[0, T_{0}\right]
$$

has exactly one solution $y(\cdot)$ in $C_{T_{0}}$. Let $k$ be a natural number such that $k T_{0} \geq T$. By the above argument, equation (4.6) has exactly one solution on the arbitrary interval $\left[j T_{0},(j+1) T_{0}\right], j=0,1, \ldots, k-1$, therefore also on $[0, T]$.

Let us assume in particular that $K(t)=K$ for all $t \geq 0$. By the Phillips theorem, see $\S 1.4$, the operator $A_{K}=A+K, D\left(A_{K}\right)=D(A)$ defines a semigroup of operators $S_{K}(t), t \geq 0$. Its relation with the solution $y(\cdot)$ of (4.6) is given by the following proposition, the proof of which is left as an exercise.
Proposition 4.1. If $K(t)=K, t \geq 0$, and $S_{K}(t), t \geq 0$, is the semigroup generated by $A_{K}=A+K, D\left(A_{K}\right)=D(A)$, then the solution $y(\cdot)$ to (4.5) is given by

$$
y(t)=S_{K}(t) x, \quad t \geq 0
$$

## §4.2. The operator Riccati equation

To solve the linear regulator problem in Hilbert spaces we proceed similarly to the finite dimensional case, see §III.1.3, and start from an analysis of an infinite dimensional version of the Riccati equation

$$
\begin{equation*}
\dot{P}=A^{*} P+P A+Q-P B R^{-1} B^{*} P, \quad P(0)=P_{0} \tag{4.8}
\end{equation*}
$$

Taking into account that operators $A$ and $A^{*}$ are not everywhere defined, the concept of a solution of (4.8) requires special care.

We say that a function $P(t), t \geq 0$, with values in $L(H, H), P(0)=P_{0}$ is a solution to (4.8) if, for arbitrary $g, h \in D(A)$, the function $(P(t) h, g)$, $t \geq 0$, is absolutely continuous and

$$
\begin{align*}
\frac{d}{d t}\langle P(t) h, g\rangle= & \langle P(t) h, A g\rangle+\langle P(t) A h, g\rangle  \tag{4.9}\\
& +\langle Q h, g\rangle-\left\langle P B R^{-1} B^{*} P h, g\right\rangle \text { for almost all } t \geq 0
\end{align*}
$$

Theorem 4.1. A strongly continuous operator valued function $P(t), t \geq 0$, is a solution to (4.8) if and only if, for arbitrary $h \in H, P(t), t \geq 0$, is a solution to the following integral equation:

$$
\begin{align*}
P(t) h= & S^{*}(t) P_{0} S(t) h  \tag{4.10}\\
& +\int_{0}^{t} S^{*}(t-s)\left(Q-P(s) B R^{-1} B^{*} P(s)\right) S(t-s) h d s, \quad t \geq 0
\end{align*}
$$

The proof of the theorem follows immediately from Lemma 2.4 below concerned with linear operator equations

$$
\begin{equation*}
\dot{P}(t)=A^{*} P+P A+Q(t), \quad t \geq 0, P(0)=P_{0} \tag{4.11}
\end{equation*}
$$

In equation (4.11) values $Q(t), t \geq 0$, are continuous, self-adjoint operators.
An operator valued function $P(t), t \geq 0, P(0)=P_{0}$ is a solution to (4.11) if for arbitrary $g, h \in D(A)$, function $\langle P(t) h, g\rangle, t \geq 0$ is absolutely continuous and
$\frac{d}{d t}\langle P(t) h, g\rangle=\langle P(t) h, A g\rangle+\langle P(t) A h, g\rangle+\langle Q(t) h, g\rangle$ for almost all $t \geq 0$.

Lemma 4.2. If $Q(t), t \geq 0$, is strongly continuous then a solution to (4.11) exists and is given by

$$
\begin{equation*}
P(t) h=S^{*}(t) P_{0} S(t) h+\int_{0}^{t} S^{*}(t-s) Q(s) S(t-s) d s, \quad t \geq 0, h \in H \tag{4.13}
\end{equation*}
$$

Proof. It is not difficult to see that function $P(\cdot)$ given by (4.13) is well defined and strongly continuous. In addition,

$$
\langle P(t) h, g\rangle=\left\langle P_{0} S(t) h, S(t) g\right\rangle+\int_{0}^{t}\langle Q(s) S(t-s) h, S(t-s) g\rangle d s, \quad t \geq 0
$$

Since for $h, g \in D(A)$

$$
\frac{d}{d t}\left\langle P_{0} S(t) h, S(t) g\right\rangle=\left\langle P_{0} S(t) A h, S(t) g\right\rangle+\left\langle P_{0} S(t) h, S(t) A g\right\rangle, \quad t \geq 0
$$

and

$$
\begin{aligned}
\frac{d}{d t}\langle Q(s) S(t-s) h, S(t-s) g\rangle= & \langle Q(s) S(t-s) A h, S(t-s) g\rangle \\
& +\langle Q(s) S(t-s) h, S(t-s) A g\rangle, \quad t \geq s \geq 0
\end{aligned}
$$

hence

$$
\begin{aligned}
\frac{d}{d t}(P(t) h, g\rangle= & \left\langle S^{*}(t) P_{0} S(t) A h, g\right\rangle+\left\langle S^{*}(t) P_{0} S(t) h, A g\right\rangle \\
& +\langle Q(t) h, g\rangle+\int_{0}^{t}\left(\left\langle S^{*}(t-s) Q(s) S(t-s) A h, g\right\rangle\right. \\
& \left.+\left\langle S^{*}(t-s) Q(s) S(t-s) h, A g\right\rangle\right) d s
\end{aligned}
$$

Taking into account (4.13) we obtain (4.12).

Conversely, let us assume that (4.12) holds. For $s \in[0, t]$

$$
\begin{aligned}
\frac{d}{d s} & \langle P(s) S(t-s) h, S(t-s) g\rangle \\
= & \langle P(s) S(t-s) h, S(t-s) A g\rangle+\langle P(s) S(t-s) A h, S(t-s) g\rangle \\
& +\langle Q(s) S(t-s) h, S(t-s) g\rangle \\
& -\langle P(s) S(t-s) A h, S(t-s) g\rangle-\langle P(s) S(t-s) h, S(t-s) A g\rangle \\
= & \langle Q(s) S(t-s) h, S(t-s) g\rangle
\end{aligned}
$$

Integrating the above identity over $[0, t]$, we obtain

$$
\begin{equation*}
\langle P(t) h, g\rangle-\left\langle S^{*}(t) P_{0} S(t) h, g\right\rangle=\int_{0}^{t}\left\langle S^{*}(t-s) Q(s) S(t-s) h, g\right\rangle d s \tag{4.14}
\end{equation*}
$$

Since $D(A)$ is dense in $H$, equality (4.14) holds for arbitrary elements $h, g \in$ $H$.

## §4.3. The finite horizon case

The following theorem extends the results of $\S$ III.1.3 to Hilbert state spaces.

Theorem 4.2. (i) Equation (4.8) has exactly one global solution $P(s)$, $s \geq 0$. For arbitrary $s \geq 0$ the operator $P(s)$ is self-adjoint and nonnegative definite.
(ii) The minimal value of functional (4.4) is equal to $\langle P(T) x, x\rangle$ and the optimal control $\hat{u}(\cdot)$ is given in the feedback form

$$
\begin{aligned}
\hat{u}(t) & =\hat{K}(t) \hat{y}(t) \\
\hat{K}(t) & =-R^{-1} B^{*} P(T-t), \quad t \in[0, T]
\end{aligned}
$$

Proof. We prove first the existence of a local solution to (4.10). We apply the following version of the contraction mapping theorem (compare Theorem A.1).
Lemma 4.3. Let $\mathcal{A}$ be a transformation from a Banach space $C$ into $C, v$ an element of $C$ and $\alpha$ a positive number. If $\mathcal{A}(0)=0,\|v\| \leq \frac{1}{2} \alpha$ and

$$
\left\|\mathcal{A}\left(p_{1}\right)-\mathcal{A}\left(p_{2}\right)\right\| \leq \frac{1}{2}\left\|p_{1}-p_{2}\right\|, \quad \text { if }\left\|p_{1}\right\| \leq \alpha,\left\|p_{2}\right\| \leq \alpha
$$

then equation

$$
\mathcal{A}(p)+v=p
$$

has exactly one solution $p$ satisfying $\|p\| \leq \alpha$.
Proof. Let $\tilde{\mathcal{A}}(p)=\mathcal{A}(p)+v, p \in C$. By an elementary induction argument

$$
\left\|\tilde{\mathcal{A}}^{k}(0)\right\| \leq \alpha\left(1-\left(\frac{1}{2}\right)^{k}\right), \quad k=1,2, \ldots
$$

Hence $\left\|\tilde{\mathcal{A}}^{k}(0)\right\| \leq \alpha, k=1,2, \ldots$. From the Lipschitz condition it follows that the sequence $\left(\widetilde{\mathcal{A}^{k}}(0)\right)$ converges to a fixed point of $\widetilde{\mathcal{A}}$.

Let us denote by $C_{T}$ the Banach space of all strongly continuous functions $P(t), t \in[0, T]$, having values being self-adjoint operators on $H$, with the norm

$$
\|P(\cdot)\|_{T}=\sup \{|P(t)| ; t \in[0, T]\}
$$

For $P(\cdot) \in C_{T}$ we define

$$
\mathcal{A}_{T}(P)(t) h=-\int_{0}^{t} S^{*}(t-s) P(s) B R^{-1} B^{*} P(s) S(t-s) h d s
$$

and

$$
v(t) h=S^{*}(t) P_{0} S(t) h+\int_{0}^{t} S^{*}(t-s) Q S(t-s) h d s, \quad h \in H, t \in[0, T]
$$

Equation (4.10) is equivalent to

$$
\begin{equation*}
P=v+\mathcal{A}_{T}(P) \tag{4.15}
\end{equation*}
$$

It is easy to check that $\mathcal{A}_{T}$ maps $C_{T}$ into $C_{T}$ and $v(\cdot) \in C_{T}$.
If $\left\|P_{1}\right\|_{T} \leq \alpha,\left\|P_{2}\right\|_{T} \leq \alpha$, then

$$
\begin{aligned}
& \left|P_{1}(s) B R^{-1} B^{*} P_{1}(s)-P_{2}(s) B R^{-1} B^{*} P_{2}(s)\right| \\
& \quad \leq\left|\left(P_{1}(s)-P_{2}(s)\right) B R^{-1} B^{*} P_{1}(s)\right|+\mid P_{2}(s) B R^{-1} B^{*}\left(P_{2}(s)-P_{1}(s) \mid\right. \\
& \quad \leq 2 \alpha\left|B R^{-1} B^{*}\right|| | P_{1}-P_{2} \|_{T}, \quad s \in[0, T]
\end{aligned}
$$

Therefore

$$
\begin{aligned}
\left\|\mathcal{A}_{T}\left(P_{1}\right)-\mathcal{A}_{T}\left(P_{2}\right)\right\|_{T} & \leq 2 \alpha\left|B R^{-1} B^{*}\right| M^{2} \int_{0}^{T} e^{2 \omega s} d s\left\|P_{1}-P_{2}\right\|_{T} \\
& \leq \beta(\alpha, T)\left\|P_{1}-P_{2}\right\|_{T}
\end{aligned}
$$

where

$$
\begin{equation*}
\beta(\alpha, T)=\alpha \omega^{-1} M^{2}\left|B R^{-1} B^{*}\right|\left(e^{2 \omega T}-1\right) \tag{4.16}
\end{equation*}
$$

At the same time,
$\|v\|_{T} \leq M^{2} e^{2 \omega T}\left|P_{0}\right|+M^{2} \int_{0}^{T} e^{2 \omega s} d s|Q| \leq M^{2} e^{2 \omega T}\left|P_{0}\right|+\frac{M^{2}\left(e^{2 \omega T}-1\right)}{2 \omega}|Q|$.
Consequently, if for numbers $\alpha>0$ and $T>0$,

$$
\begin{gather*}
\alpha \omega^{-1} M^{2}\left|B R^{-1} B^{*}\right|\left(e^{2 \omega T}-1\right)<\frac{1}{2}  \tag{4.17}\\
M^{2} e^{2 \omega T}\left|P_{0}\right|+\frac{M^{2}\left(e^{2 \omega T}-1\right)}{2 \omega}|Q|<\frac{\alpha}{2} \tag{4.18}
\end{gather*}
$$

then, by Lemma 4.3, equation (4.10) has exactly one solution in the set

$$
\left\{P(\cdot) \in C_{T} ; \sup _{t \leq T}|P(t)| \leq \alpha\right\}
$$

For given operators $P_{0}$ and $Q$ and for given numbers $\omega>0$ and $M>0$, one can find $\alpha>0$ such that

$$
M^{2}\left|P_{0}\right|+\frac{M^{2}}{2 \omega}|Q|<\frac{\alpha}{2} .
$$

One can therefore find $T=T(\alpha)>0$ such that both conditions (4.17) and (4.18) are satisfied. By Lemma 4.3, equation (4.10) has a solution on the interval $[0, T(\alpha)]$.

To proceed further we will need an interpretation of the local solution.
Lemma 4.4. Let us assume that a function $P(t), t \in\left[0, T_{0}\right]$, is a solution to (4.10). Then for arbitrary control $u(\cdot)$ and the corresponding output $y(\cdot)$,

$$
\begin{align*}
J_{T_{0}}(x, u)= & \left(P\left(T_{0}\right) x, x\right\rangle  \tag{4.19}\\
& +\int_{0}^{T_{0}}\left|R^{1 / 2} u(s)+R^{-1 / 2} B^{*} P\left(T_{0}-s\right) y(s)\right|^{2} d s
\end{align*}
$$

Proof. Assume first that $x \in D(A)$ and that $u(\cdot)$ is of class $C^{1}$. Then $y(\cdot)$ is the strong solution of the equation

$$
\frac{d}{d t} y(t)=A y(t)+B u(t), \quad y(0)=x
$$

It follows from (4.9) that for arbitrary $z \in D(A)$ function $\left\langle P\left(T_{0}-t\right) z, z\right\rangle$, $t \in\left[0, T_{0}\right]$, is of class $C^{1}$, and its derivative is given by

$$
\begin{aligned}
\frac{d}{d t}\left(P\left(T_{0}-t\right) z, z\right\rangle= & -\left\langle P\left(T_{0}-t\right) z, A z\right\rangle-\left\langle P\left(T_{0}-t\right) A z, z\right\rangle-\langle Q z, z\rangle \\
& +\left\langle P\left(T_{0}-t\right) B R^{-1} B^{*} P\left(T_{0}-t\right) z, z\right\rangle, \quad t \in\left[0, T_{0}\right]
\end{aligned}
$$

Hence

$$
\begin{aligned}
\frac{d}{d t}\langle & \left.P\left(T_{0}-t\right) y(t), y(t)\right\rangle \\
= & -\left\langle P\left(T_{0}-t\right) y(t), A y(t)\right\rangle-\left\langle P\left(T_{0}-t\right) A y(t), y(t)\right\rangle-\langle Q y(t), y(t)\rangle \\
& +\left\langle P\left(T_{0}-t\right) B R^{-1} B^{*} P\left(T_{0}-t\right) y(t), y(t)\right\rangle \\
& +\left\langle P\left(T_{0}-t\right) \dot{y}(t), y(t)\right\rangle+\left\langle P\left(T_{0}-t\right) y(t), \dot{y}(t)\right\rangle \\
= & -\langle Q y(t), y(t)\rangle+\left\langle P\left(T_{0}-t\right) B R^{-1} B^{*} P\left(T_{0}-t\right) y(t), y(t)\right\rangle \\
& +\left\langle P\left(T_{0}-t\right) B u(t), y(t)\right\rangle+\left\langle P\left(T_{0}-t\right) y(t), B u(t)\right\rangle \\
= & -\langle Q y(t), y(t)\rangle+\left|R^{1 / 2} u(t)+R^{-1 / 2} B^{*} P\left(T_{0}-t\right) y(t)\right|^{2} \\
& -\langle R u(t), u(t)\rangle, \quad t \in\left[0, T_{0}\right] .
\end{aligned}
$$

Integrating this equality over $\left[0, T_{0}\right]$ we obtain
$-\left\langle P\left(T_{0}\right) x, x\right\rangle=-J_{T_{0}}(x, u)+\int_{0}^{T_{0}}\left|R^{1 / / 2} u(t)+R^{-1 / / 2} B^{*} P\left(T_{0}-t\right) y(t)\right|^{2} d t$,
and therefore (4.19) holds. Since the solutions $y(\cdot)$ depend continuously on the initial state $x$ and on the control $u(\cdot)$, equality (4.19) holds for all $x \in H$ and all $u(\cdot) \in L^{2}\left(0, T_{0} ; U\right)$.

It follows from Lemma 4.4 that for arbitrary $u(\cdot) \in L^{2}\left(0, T_{0} ; U\right)$,

$$
\left\langle P\left(T_{0}\right) x, x\right\rangle \leq J_{T_{0}}(x, u)
$$

By Lemma 4.1, equation

$$
\hat{y}(t)=S(t) x-\int_{0}^{t} S(t-s) B R^{-1} B^{*} P\left(T_{0}-s\right) \hat{y}(s) d s, \quad t \in\left[0, T_{0}\right]
$$

has exactly one solution $\hat{y}(t), t \in[0, T]$. Define control $\hat{u}(\cdot)$ :

$$
\hat{u}(t)=-R^{-1} B^{*} P\left(T_{0}-t\right) \hat{y}(t), \quad t \in\left[0, T_{0}\right]
$$

Then $\hat{y}(\cdot)$ is the output corresponding to $\hat{u}(\cdot)$ and by (4.19),

$$
\begin{equation*}
J_{T_{0}}(x, \hat{u}(\cdot))=\left\langle P\left(T_{0}\right) x, x\right\rangle \tag{4.20}
\end{equation*}
$$

Therefore $\hat{u}(\cdot)$ is the optimal control.
It follows from (4.20) that $P\left(T_{0}\right) \geq 0$. Setting $u(\cdot)=0$ in (4.19) we obtain

$$
\begin{aligned}
& 0 \leq\left\langle P\left(T_{0}\right) x, x\right\rangle \leq \int_{0}^{T_{0}}\langle Q S(t) x, S(t) x\rangle d t \\
& 0 \leq\left\langle P\left(T_{0}\right) x, x\right\rangle \leq\left\langle\int_{0}^{T_{0}} S^{*}(t) Q S(t) d t x, x\right\rangle
\end{aligned}
$$

Consequently

$$
|P(T)| \leq \int_{0}^{T_{0}}\left|S^{*}(t) Q S(t)\right| d t \quad \text { for } T \leq T_{0}
$$

Let now $\alpha$ be a number such that

$$
M^{2} \int_{0}^{\hat{T}}\left|S^{*}(t) Q S(t)\right| d t+\frac{M^{2}}{2 \omega}|Q|<\frac{\alpha}{2}
$$

where $\tilde{T}$ is a given in advance positive number.
We can assume that $T_{1}<T(\alpha)$. It follows from the proof of the local existence of a solution to (4.10), that the solution to (4.10) exists on [0, $\left.T_{1}\right]$. Repeating the proof, on consecutive intervals $\left[T_{1}, 2 T_{1}\right],\left[2 T_{1}, 3 T_{1}\right], \ldots$, we obtain that there exists a unique global solution (4.8).

Nonnegativeness of $P(\cdot)$ as well as the latter part of the theorem follow from Lemma 4.4.

## §4.4. The infinite horizon case: Stabilizability and detectability

We proceed to the regulator problem on the interval $[0,+\infty$ ) (compare to (4.5)).

An operator algebraic Riccati equation is of the form

$$
\begin{equation*}
2\langle P A x, x\rangle-\left\langle P B R^{-1} B^{*} P x, x\right\rangle+\langle Q x, x\rangle=0, \quad x \in D(A) \tag{4.21}
\end{equation*}
$$

where a nonnegative operator $P \in L(H, H)$ is unknown.
Theorem 4.3. Assume that for arbitrary $x \in H$ there exists a control $u^{x}(t), t \geq 0$, such that

$$
\begin{equation*}
J\left(x, u^{x}(\cdot)\right)<+\infty \tag{4.22}
\end{equation*}
$$

Then there exists a nonnegative operator $\widetilde{P} \in L(H, H)$ satisfying (4.21) such that $\tilde{P} \leq P$ for an arbitrary nonnegative solution $P$ of (4.21). Moreover, the control $\tilde{u}(\cdot)$ given in the feedback form

$$
\tilde{u}(t)=-R^{-1} B^{*} \tilde{P} y(t), \quad t \geq 0
$$

minimizes functional (1.5). The minimal value of this functional is equal to

$$
\langle\widetilde{P} x, x\rangle
$$

Proof. Let $P(t), t \geq 0$, be the solution of the Riccati equation (4.9) with the initial condition $P_{0}=0$. It follows from Theorem 4.2(ii) that, for arbitrary $x \in H$, function $\langle P(t) x, x\rangle, t \geq 0$, is nondecreasing. Moreover,

$$
\langle P(t) x, x\rangle \leq J\left(x, u^{x}(\cdot)\right)<+\infty, x \in H .
$$

Therefore there exists a finite $\lim _{t \uparrow+\infty}\langle P(t) x, x\rangle, x \in H$. On the other hand

$$
\begin{equation*}
\langle P(t) x, y\rangle=\frac{1}{2}(\langle P(t)(x+y), x+y\rangle-\langle P(t)(x-y), x-y\rangle) \tag{4.23}
\end{equation*}
$$

for arbitrary $x, y \in H$.
Applying Theorem A. 5 (Banach-Steinhaus theorem), first to the family of functionals $\langle P(t) x, \cdot\rangle, t \geq 0$, for arbitrary $x \in H$ and then to the family of operators $P(t), t \geq 0$, we obtain that $\sup _{t \geq 0}|P(t)|=c<+\infty$. Hence for arbitrary $x, y \in H$, there exists a finite limit $a(x, y)=\lim _{t \rightarrow+\infty}\langle P(t) x, y\rangle$ and

$$
|a(x, y)| \leq\left(\sup _{t \geq 0}|P(t)|\right)|x||y| \leq c|x||y|, x, y \in H
$$

Therefore there exists $\widetilde{P} \in L(H, H)$ such that

$$
a(x, y)=\langle\widetilde{P} x, y\rangle, \quad x, y \in H
$$

The operator $\widetilde{P}$ is self-adjoint, nonnegative definite, because $a(x, y)=$ $a(y, x), a(x, x) \geq 0, x, y \in H$.

To show that $\widetilde{P}$ satisfies (4.21) let us fix $x \in D(A)$ and consider (4.9) with $h=y=x$. Then

$$
\begin{align*}
\frac{d}{d t}(P(t) x, x\rangle= & \langle P(t) x, A x\rangle+\langle P(t) A x, x\rangle  \tag{4.24}\\
& +\langle Q x, x\rangle-\left\langle P B R^{-1} B^{*} P x, x\right\rangle
\end{align*}
$$

Letting $t$ tend to $+\infty$ in (4.24) and arguing as in the proof of Theorem III.1.4 we easily show that $\widetilde{P}$ is a solution to (4.21).

The proof of the final part of the theorem is completely analogous to that of Theorem III.1.4.

Let $A$ be the infinitesimal generator of a $C_{0}$-semigroup $S(t), t \geq 0$, and let $B \in L(U, H)$. The pair $(A, B)$ is said to be exponentially stabilizable if there exists $K \in L(H, U)$ such that the operator $A_{K}=A+B K$, $D\left(A_{K}\right)=D(A)$ generates an exponentially stable semigroup (compare to §3.3). Note that in particular if the pair $(A, B)$ is null controllable then it is exponentially stabilizable.

Let $C \in L(H, V)$ where $V$ is another separable Hilbert space. The pair $(A, C)$ is said to be exponentially detectable if the pair $\left(A^{*}, C^{*}\right)$ is exponentially stabilizable.

The following theorem is a generalization of Theorem III.1.5.
Theorem 4.4. (i) If the pair $(A, B)$ is exponentially stabilizable then the equation (4.21) has at least one nonnegative solution $P \in L(H, H)$.
(ii) If $Q=C^{*} C$ and the pair $(A, C)$ is exponentially detectable then equation (4.21) has at most one solution and if $P$ is the solution of (4.21) then the operator $A-B R^{-1} B^{*} P$ is exponentially stable and the feedback $K=-R^{-1} B^{*} P$ exponentially stabilizes (4.1).
Proof. (i) If the pair ( $A, B$ ) is exponentially stabilizable then the assumptions of Theorem 4.3 are satisfied and therefore (4.21) has at least one solution.
(ii) We prove first a generalization of Lemma III.1.3.

Lemma 4.5. Assume that for a nonnegative operator $M \in L(H, H)$ and $K \in L(H, U)$

$$
\begin{equation*}
2\langle M(A+B K) x, x\rangle+\left\langle C^{*} C x, x\right\rangle+\left\langle K^{*} R K x, x\right\rangle=0 x \in D(A) \tag{4.25}
\end{equation*}
$$

(i) If the pair $(A, C)$ is exponentially detectable then the operator $A_{K}=A+B K, D\left(A_{K}\right)=D(A)$ is exponentially stable.
(ii) If in addition $P \in L(H, H), P \geq 0$ is a solution to (4.21) with $Q=C^{*} C$, then

$$
\begin{equation*}
P \geq M \tag{4.26}
\end{equation*}
$$

Proof. (i) Let $S_{1}(\cdot)$ be the semigroup generated by $A_{K}$. Since the pair $(A, C)$ is exponentially detectable, there exists an operator $L \in L(V, H)$ such that the operator $A_{L^{*}}^{*}=A^{*}+C^{*} L^{*}, D\left(A_{L^{*}}^{*}\right)=D\left(A^{*}\right)$, is exponentially stable. Hence the operator $\tilde{A}=\left(A^{*}+C^{*} L^{*}\right)^{*}=A+L C$, $D(\widetilde{A})=D(A)$ generates an exponentially stable semigroup $S_{2}(\cdot)$.

Let $y(t)=S_{1}(t) x, t \geq 0$. Since

$$
A+B K=(A+L C)+(L C+B K)
$$

therefore, by Proposition 4.1,

$$
\begin{equation*}
y(t)=S_{2}(t) x+\int_{0}^{t} S_{2}(t-s)(L C+B K) y(s) d s \tag{4.27}
\end{equation*}
$$

We show that

$$
\begin{equation*}
\int_{0}^{+\infty}|C y(s)|^{2} d s<+\infty \text { and } \int_{0}^{+\infty}|K y(s)|^{2} d s<+\infty \tag{4.28}
\end{equation*}
$$

Assume first that $x \in D(A)$. Then

$$
\dot{y}(t)=(A+B K) y \text { and } \frac{d}{d t}\langle M y(t), y(t)\rangle=2\langle M \dot{y}(t), y(t)\rangle, \quad t \geq 0
$$

It follows from (4.25) that

$$
\frac{d}{d t}\langle M y(t), y(t)\rangle+\left\langle C^{*} y(t), C y(t)\right\rangle+\langle R K y(t), K y(t)\rangle=0
$$

Hence

$$
\begin{equation*}
\langle M y(t), y(t)\rangle+\int_{0}^{t}|C y(s)|^{2} d s+\int_{0}^{t}\langle R K y(s), K y(s)\rangle d s=\langle M x, x\rangle \tag{4.29}
\end{equation*}
$$

By a standard limit argument, (4.29) holds for all $x \in H$.
Applying Theorem A. 8 (Young's inequality) in the same way as in the proof of Lemma III.1.3, we obtain that

$$
\int_{0}^{+\infty}\left|S_{1}(t) x\right|^{2} d t=\int_{0}^{+\infty}|y(t)|^{2} d t<+\infty
$$

By Theorem 3.1(i), the semigroup $S_{1}(\cdot)$ is exponentially stable. This proves (i).
(ii) Denote $M-P=W$. Then for $x \in D(A)$

$$
\begin{aligned}
2\langle W(A+B K) x, x\rangle= & -\left\langle C^{*} C x, x\right\rangle-\left\langle K^{*} R K x, x\right\rangle \\
& -2\langle P A x, x\rangle-2\langle P B K x, x\rangle
\end{aligned}
$$

Since $P$ satisfies (4.21) with $Q=C^{*} C$,

$$
\begin{align*}
2<W(A+B K) x, x\rangle= & -\left\langle K^{*} R K x, x\right\rangle-\left\langle P B R^{-1} B^{*} P x \cdot x\right\rangle  \tag{4.30}\\
& -2\langle P B K x, x)
\end{align*}
$$

Let $K_{0}=-R^{-1} B^{*} P$, then $R K_{0}=-B^{*} P, P B=-K_{0}^{*} R$, and from (4.30) we easily obtain that

$$
2<W(A+B K) x, x\rangle=-\left\langle\left(K-K_{0}\right)^{*} R\left(K-K_{0}\right) x, x\right\rangle, x \in D(A)
$$

Since $A+B K$ is the exponentially stable generator, operator $W$ is nonnegative by Theorem 3.2.

We return now to the proof of part (ii) of Theorem 4.4 and assume that operators $P \geq 0$ and $P_{1} \geq 0$ are solutions of (4.21). Let $K=-R^{-1} B^{*} P$, then

$$
\begin{align*}
& 2(P(A+B K) x, x\rangle+\left\langle K^{*} R K x, x\right\rangle+\left\langle C^{*} C x, x\right\rangle \\
& \quad=2\langle P A x, x\rangle-\left\langle P B R^{-1} B^{*} P x, x\right\rangle+\left\langle C^{*} C x, x\right\rangle  \tag{4.31}\\
& \quad=0
\end{align*}
$$

Consequently, by Lemma 4.5 (ii), $P_{1} \leq P$. In the same way $P \leq P_{1}$. Hence $P=P_{1}$. Moreover, by Lemma $4.5(\mathrm{i})$ and (4.31) the operator $A+B K$ is exponentially stable.

## Bibliographical notes

The direct proof of the existence of the solution $P(\cdot)$ to the Riccati equation (4.9) based on Lemma 4.3 is due to Da Prato [18]. Theorem 4.4 is taken from the author's paper [65]. More information on the subject can be found in the monograph by Curtain and Pritchard [17].

## APPENDIX

## §A.1. Metric spaces

A metric space is a pair composed of a set $E$ and a function $\varrho: E \times E \longrightarrow$ $\mathbf{R}_{+}$such that

$$
\begin{aligned}
& \varrho(x, y)=0 \text { if and only if } x=y \\
& \varrho(x, y)=\varrho(y, x) \text { for all } x, y \in E \\
& \varrho(x, y) \leq \varrho(x, z)+\varrho(z, y), \text { for arbitrary } x, y, z \in E .
\end{aligned}
$$

The function $\varrho$ is called a metric.
For any $r \geq 0$ and $a \in E$ the set

$$
\begin{equation*}
B(a, r)=\{x \in E ; \varrho(a, x)<r\} \tag{A.1}
\end{equation*}
$$

is called a ball of radius $r$ and centre $a$. A union of any family of balls is an open subset of $E$ and the complement $A^{c}$ of any open set $A \subset E$ is called a closed subset of $E$. The smallest closed set containing a set $A \subset E$ is denoted by $\bar{A}$ or $c l A$ and called the closure of $A$.

If there exists a countable set $E_{0} \subset E$ such that $\bar{E}_{0}=E$ then $E$ is a separable metric space.

A metric space ( $E, \varrho$ ) is complete if for arbitrary sequence $\left(x_{n}\right)$ of elements of $E$ such that $\lim _{n, m \rightarrow \infty} \varrho\left(x_{n}, x_{m}\right)=0$ there exists $x \in E$ for which $\lim _{n \rightarrow \infty} \varrho\left(x_{n}, x\right)=0$.

If $E_{1}, E_{2}$ are two metric spaces and $F: E_{1} \longrightarrow E_{2}$ a transformation such that for any open set $\Gamma_{2} \subset E_{2}$ the set

$$
F^{-1}\left(\Gamma_{2}\right)=\left\{x \in E_{1} ; F(x) \in \Gamma_{2}\right\}
$$

is open in $E_{1}$, then $F$ is called a continuous mapping from $E_{1}$ onto $E_{2}$.
A transformation $F: E \longrightarrow E$ is called a contraction if there exists $c \in(0,1)$ such that

$$
\begin{equation*}
\varrho(F(x), F(y)) \leq c \varrho(x, y), \text { for all } x, y \in E \tag{A.2}
\end{equation*}
$$

Theorem A.1. (The contraction mapping principle.) Let $E$ be a complete metric space and $F: E \longrightarrow E$ a contraction. Then the equation

$$
\begin{equation*}
F(x)=x, \quad x \in E \tag{A.3}
\end{equation*}
$$

has a unique solution $\hat{x}$. Moreover, for arbitrary $x_{0} \in E$,

$$
\lim _{n \rightarrow \infty} \varrho\left(x_{n}, \hat{x}\right)=0
$$

where $x_{n+1}=F\left(x_{n}\right), n=0,1 \ldots$

## §A.2. Banach spaces

A complete, metric space $(E, \varrho)$ which is also a linear space over $\mathbf{R}$ (or C) and such that

$$
\begin{aligned}
\varrho(x, y) & =\varrho(x-y, 0), \quad x, y \in E \\
\varrho(\alpha x, 0) & =|\alpha| \varrho(x, 0), \quad x \in E, \alpha \in \mathbf{R}(\alpha \in \mathbf{C})
\end{aligned}
$$

is called a Banach space. The function

$$
\|x\|=\varrho(x, 0), \quad x \in E
$$

is called the norm of $E$.
An operator $A$ acting from a linear subspace $D(A)$ of a Banach space $E$ onto a Banach space $E_{2}$ such that

$$
A(\alpha x+\beta y)=\alpha A x+\beta A y, \quad x, y \in D(A), \alpha, \beta \in \mathbf{R}(\alpha, \beta \in \mathbf{C})
$$

is called linear.
If $D(A)=E_{1}$ and the linear operator $A$ is continuous then it is a bounded operator and the number

$$
\begin{equation*}
\|A\|=\sup \left\{\|A x\|_{2} ;\|x\|_{1} \leq 1\right\} \tag{A.4}
\end{equation*}
$$

is its norm. Here $\|\cdot\|_{1},\|\cdot\|_{2}$ stand for the norms on $E_{1}$ and $E_{2}$ respectively.
A linear operator $A$ is closed if the set $\{(x, A x) ; x \in D(A)\}$ is a closed subset of $E_{1} \times E_{2}$. Equivalently, an operator $A$ is closed if, for an arbitrary sequence of elements ( $x_{n}$ ) from $D(A)$ such that for some $x \in E_{1}, y \in E_{2}$, $\lim _{n \rightarrow \infty}\left\|x_{n}-x\right\|_{1}=0, \lim _{n}\left\|A x_{n}-y\right\|_{2}=0$, one has $x \in D(A)$ and $A x=y$.
Theorem A.2. (The closed graph theorem.) If a closed operator $A: E_{1} \longrightarrow$ $E_{2}$ is defined everywhere on $E_{1},\left(D(A)=E_{1}\right)$, then $A$ is bounded.
Theorem A.3. (The inverse mapping theorem.) If a bounded operator $A: E_{1} \longrightarrow E_{2}$ is one-to-one and onto $E_{2}$, then the inverse operator $F^{-1}$ is bounded.

Theorem A.4. (The Hahn-Banach theorem.) Assume that $E_{0} \subset E$ is a linear subspace of $E$ and $p: E \longrightarrow \mathbf{R}_{+}$a functional such that

$$
\begin{aligned}
p(a+b) & \leq p(a)+p(b), \quad a, b \in E \\
p(\alpha a) & =\alpha p(a), \quad \alpha \geq 0, a \in E
\end{aligned}
$$

If $\varphi: E_{0} \longrightarrow \mathbf{R}$ is a linear functional such that $\varphi_{0}(a) \leq p(a), a \in E_{0}$, then there exists a linear functional $\varphi: E \longrightarrow \mathbf{R}$ such that

$$
\varphi(x)=\varphi_{0}(x), \quad x \in E_{0}
$$

and

$$
\varphi(x) \leq p(x), \quad x \in E
$$

The space of all linear, continuous functionals on a Banach space $E$, with values in $\mathbf{R}$ (in C) equipped with the norm \| $\left\|\|_{*}\right.$,

$$
\|\varphi\|_{*}=\sup \left\{\mid \varphi(x)\left\|_{;}\right\| x \| \leq 1\right\}
$$

is a Banach space over $\mathbf{R}$ (or C ) denoted by $E^{*}$ and called the dual or adjoint space to $E$.

Assume that $A$ is a linear mapping from a Banach space $E_{1}$ onto a Banach space $E_{2}$ with the dense domain $D(A)$. Denote by $D\left(A^{*}\right)$ the set of all elements $\varphi \in E_{2}^{*}$ such that the linear functional $x \in D(A) \longrightarrow \varphi(A x)$ has a continuous extension $\Psi$ to $E_{1}$. Then $D\left(A^{*}\right)$ is a linear subspace of $E_{2}^{*}$ and the extension $\Psi$ is unique and denoted by $A^{*} \varphi$. The operator $A^{*}$ with the domain $D\left(A^{*}\right)$ is called the adjoint operator of $A$.

If a bounded operator $A$ from a Hilbert space $E$ onto $E$ is such that $\|F x\|=\|x\|$ for all $x \in E$, then $A$ is called a unitary operator. A bounded operator $A$ is unitary if and only if $A^{*}=F^{-1}$.
Theorem A.5. (The Banach-Steinhaus theorem.)
(i) If $\left(A_{n}\right)$ is a sequence of bounded operators from a Banach space $E_{1}$ onto $E_{2}$ such that

$$
\sup _{n}\left\|A_{n} x\right\|_{2}<+\infty \quad \text { for all } x \in E_{1}
$$

then sup $\left\|A_{n}\right\|<+\infty$.
(ii) If, in addition, sequence $\left(A_{n} x\right)$ is convergent for all $x \in E_{0}$, where $E_{0}$ is a dense subset of $E$, then there exists the limit

$$
\lim _{n \rightarrow \infty} A_{n} x=A x
$$

for all $x \in E$ and $A$ is a bounded operator.
Let $X$ and $Z$ be Banach spaces and $F: U \longrightarrow Z$ a transformation from an open set $U \subset X$ into $Z$. The Gateaux derivative of $F$ at $x_{0} \in U$ is a linear bounded operator $A$ from $X$ into $Z$ such that for arbitrary $h \in X$

$$
\lim _{t \rightarrow 0} \frac{1}{t}\left(F\left(x_{0}+t h\right)-F\left(x_{0}\right)\right)=A h
$$

If, in addition,

$$
\lim _{\|h\| \rightarrow 0} \frac{\left\|F\left(x_{0}+h\right)-F\left(x_{0}\right)-A h\right\|}{\|h\|}=0
$$

then $F$ is called Fréchet differentiable at $x_{0}$ and $A$ the Fréchet derivative of $F$ at $x_{0}$ denoted by $F_{x}\left(x_{0}\right)$ or $d F\left(x_{0}\right)$. The vector $A h=F_{x}\left(x_{0}\right) h=$ $d F\left(x_{0} ; h\right)$ is the directional derivative of $F$ at $x_{0}$ and at the direction $h \in X$.
Theorem A.6. (The mean value theorem.) If a continuous mapping $F: U \longrightarrow Z$ has the Gateaux derivative $F_{x}(z)$ at an arbitrary point $z$ in the open set $U$, then

$$
\begin{align*}
\| F(b)-F(a) & -F_{x}(a)(b-a) \|  \tag{A.5}\\
& \leq \sup _{\eta \in I(a, b)}\left\|F_{x}(\eta)-F_{x}(a)\right\|\|b-a\|
\end{align*}
$$

where $I(a, b)=\{a+s(b-a) ; s \in[0,1]\}$ is the interval with the endpoints $a, b$.

## § A.3. Hilbert spaces

If $E$ is a Banach space over $\mathbf{R}$ (or $\mathbf{C}$ ) equipped with the transformation $\langle\cdot, \cdot): E \times E \longrightarrow \mathbf{R}$ (or $\mathbf{C}$ ) such that

$$
\begin{aligned}
\langle a, b\rangle & =\langle b, a\rangle, \quad(=\overline{\langle b, a\rangle}) \\
\langle a, a\rangle & \geq 0 \text { and }\langle a, a\rangle=0 \text { if and only if } a=0 \\
\langle\alpha a+\beta b, c\rangle= & \alpha\langle a, c\rangle+\beta(b, c\rangle \\
& \text { for } a, b \in E \text { and scalars } \alpha, \beta \\
\|a\|= & \langle a, a\rangle^{1 / 2}, \quad a \in E,
\end{aligned}
$$

then $E$ is called a Hilbert space and the form $(\cdot, \cdot)$ is the scalar product on $E$.
Theorem A.7. (The Riesz representation theorem.) If $E$ is a Hilbert space then for arbitrary $\varphi \in E^{*}$ there exists exactly one element $a \in E$ such that

$$
\begin{equation*}
\varphi(x)=\langle x, a\rangle, x \in E . \tag{A.6}
\end{equation*}
$$

Moreover,

$$
\|\varphi\|_{*}=\|a\|
$$

This way $E^{*}$ can be identified with $E$.
Norms on Hilbert spaces are also denoted by $|\cdot|$.
Typical examples of Hilbert spaces are $l^{2}$ and $l_{C}^{2}$. The space $l^{2}$ consists of all real sequences $\left(\xi_{n}\right)$ such that $\sum_{n=1}^{+\infty}\left|\xi_{n}\right|^{2}<+\infty$ and the scalar product is defined by

$$
\left\langle\left(\xi_{n}\right),\left(\eta_{n}\right)\right\rangle=\sum_{n} \xi_{n} \eta_{n}, \quad\left(\xi_{n}\right),\left(\eta_{n}\right) \in l^{2}
$$

The space $l_{\mathbf{C}}^{2}$ consists of all complex sequences $\left(\xi_{n}\right)$ such that $\sum_{n=1}^{+\infty}\left|\xi_{n}\right|^{2}<$ $+\infty$ and the scalar product is given by

$$
\left\langle\left(\xi_{n}\right),\left(\eta_{n}\right)\right\rangle=\sum_{n=1}^{+\infty} \xi_{n} \bar{\eta}_{n}, \quad\left(\xi_{n}\right),\left(\eta_{n}\right) \in l_{\mathbf{C}}^{2}
$$

## § A.4. Bochner's integral

Let $E$ be a metric space. The smallest family $\mathcal{E}$ of subsets of a metric space $E$ such that
(i) all open sets are in $\mathcal{E}$
(ii) if $\Gamma \in \mathcal{E}$ then $\Gamma^{c} \in \mathcal{E}$
(iii) if $\Gamma_{1}, \Gamma_{2}, \ldots \in \mathcal{E}$ then $\bigcup_{n=1}^{+\infty} \Gamma_{n} \in \mathcal{E}$
is called the Borel $\sigma$-field of $E$ and is denoted by $\mathbf{B}(E)$. Elements of $\mathbf{B}(E)$ are called Borel sets of $E$.

A transformation $F: E_{1} \longrightarrow E_{2}$ is called Borel if for arbitrary $\Gamma_{2} \mathbf{B}\left(E_{2}\right)$, $F^{-1}\left(\Gamma_{2}\right) \in \mathbf{B}\left(F_{1}\right)$. If $E_{2}=\mathbf{R}$ then $F$ is called a Borel function. Continuous mappings are Borel.

Assume that $E$ is a separable Banach space and let $E_{1}=(\alpha, \beta) \subset$ $(-\infty,+\infty)$ and $E_{2}=E$. If $f:(\alpha, \beta) \longrightarrow E$ is a Borel transformation then also function $\|F(t)\|, t \in(\alpha, \beta)$ is Borel measurable. The transformation $F$ is called Bochner integrable if

$$
\int_{\alpha}^{\beta}\|F(t)\| d t<+\infty
$$

where the integral is the usual Lebesgue integral of the real-valued function $\|F(\cdot)\|$. Assume, in addition, that $F$ is a simple transformation, i.e., there exist Borel, disjoint subsets $\Gamma_{1}, \ldots, \Gamma_{m}$ of $(\alpha, \beta), \bigcup_{j=1}^{m} \Gamma_{j}=(\alpha, \beta)$ and vectors $a_{1}, \ldots, a_{m}$ such that

$$
F(t)=a_{i}, \quad t \in \Gamma_{i}
$$

Then the sum

$$
\sum_{j=1}^{m} a_{j} \int_{\alpha}^{\beta} \chi_{\Gamma_{j}}(t) d t
$$

is well defined and by definition equal to the Bochner integral of $f$ over ( $\alpha, \beta$ ). It is denoted by

$$
\int_{\alpha}^{\beta} F(t) d t
$$

Note that for simple transformations $F$

$$
\begin{equation*}
\left\|\int_{\alpha}^{\beta} F(t) d t\right\| \leq \int_{\alpha}^{\beta}\|F(t)\| d t \tag{A.7}
\end{equation*}
$$

Let $\left\{e_{n}\right\}$ be a dense and a countable subset of $E$ and $F$ a Borel mapping from $(\alpha, \beta)$ into $E$. Define

$$
\begin{aligned}
& \gamma_{m}(t)=\min \left\{\left\|f(t)-e_{k}\right\| ; k=1, \ldots, m\right\} \\
& k_{m}(t)=\min \left\{k \leq m ; \quad \gamma_{m}(t)=\left\|f(t)-e_{k}\right\|\right\}
\end{aligned}
$$

and $F_{m}(t)=e_{k_{m}(t)}, t \in(\alpha, \beta), m=1,2, \ldots$ Then $F_{m}$ is a Borel, simple transformation and $\left\|F_{m}(t)-F(t)\right\|, t \in(\alpha, \beta)$, decreases monotonically to 0 as $m \rightarrow+\infty$. In addition,

$$
\begin{aligned}
\left\|F_{m}(t)-F(t)\right\| & \leq\left\|e_{1}-F(t)\right\| \\
& \leq\left\|e_{1}\right\|+\|F(t)\|, \quad t \in(\alpha, \beta), \quad m=1,2 \ldots
\end{aligned}
$$

Consequently, if $F$ is Bochner's integrable

$$
\begin{aligned}
\lim _{n, m \rightarrow \infty} & \left\|\int_{\alpha}^{\beta} F_{m}(t) d t-\int_{\alpha}^{\beta} F_{n}(t) d t\right\| \\
& \leq \lim _{m \rightarrow \infty} \int_{\alpha}^{\beta}\left\|F_{m}(t)-F(t)\right\| d t+\lim _{n \rightarrow \infty} \int_{\alpha}^{\beta}\left\|F_{n}(t)-F(t)\right\| d t=0
\end{aligned}
$$

and therefore there exists the limit

$$
\lim _{n \rightarrow \infty} \int_{\alpha}^{\beta} F_{n}(t) d t
$$

which is also denoted by $\int_{\alpha}^{\beta} F(t) d t$ and called the Bochner integral of $F$. The estimate ( $A .7$ ) holds for arbitrary Bochner integrable functions. Moreover, if ( $G_{m}$ ) is any sequence of Borel transformations such that

$$
\lim _{m \rightarrow \infty} \int_{\alpha}^{\beta}\left\|G_{m}(t)-F(t)\right\| d t=0
$$

then

$$
\lim _{m \rightarrow \infty}\left\|\int_{\alpha}^{\beta} G_{m}(t) d t-\int_{\alpha}^{\beta} F(t) d t\right\|=0
$$

One can asily show, using Theorem A.9, that for an arbitrary Bochner integrable transformation $F(\cdot)$ there exists a sequence of continuous transformations ( $G_{m}$ ) such that

$$
\lim _{m \rightarrow \infty} \int_{\alpha}^{\beta}\left\|G_{m}(t)-F(t)\right\| d t=0
$$

## §A.5. Spaces of continuous functions

Let $-\infty<\alpha<\beta<+\infty$ and $E$ be a Banach space. The space of all continuous functions from $[\alpha, \beta]$ into $E$ with the norm

$$
\|f\|=\sup \{\|f(t)\| ; t \in[\alpha, \beta]\}
$$

is a Banach space, denoted by $C(\alpha, \beta ; E)$. If the space $E$ is separable, the space $C(\alpha, \beta ; E)$ is separable as well. We have also the following result:
Theorem A.8. (The Ascoli theorem.) Let $K$ be a closed subset of $C\left(\alpha, \beta ; \mathbf{R}^{n}\right)$. Every sequence of elements from $K$ contains a convergent subsequence if and only if
(i) $\sup \{\|f(t)\| ; t \in[\alpha, \beta], f \in K\}<+\infty$
(ii) for arbitrary $\varepsilon>0$ there exists $\delta>0$ such that

$$
\|f(t)-f(s)\| \leq \varepsilon \quad \text { for all } f \in K
$$

and all $t, s \in[\alpha, \beta]$ such that $|t-s|<\delta$.

## §A.6. Spaces of measurable functions

Let $p \geq 1$. The space of all equivalence classes of Bochner's integrable functions $f$ from $(\alpha, \beta)<(-\infty,+\infty)$ into $E$ such that

$$
\int_{\alpha}^{\beta}\|f(t)\|^{p} d t<+\infty
$$

is denoted by $L^{p}(\alpha, \beta ; E)$. It is a Banach space equipped with the norm

$$
\| f \mid=\left(\int_{\alpha}^{\beta}\|f(t)\|^{p} d t\right)^{1 / p}
$$

If $E$ is a Hilbert space and $p=2$ then $L^{2}(\alpha, \beta ; E)$ is a Hilbert space as well and the scalar product $(\langle\cdot, \cdot\rangle)$ is given by

$$
\langle\langle f, g\rangle\rangle=\int_{\alpha}^{\beta}\langle f(t), g(t)\rangle_{E} d t
$$

If $E=R$ or $E=C$ we write $L^{p}(\alpha, \beta)$ for short.
Theorem A.9. (Young's inequality.) If $1 \leq p, q<+\infty, \frac{1}{r}=\frac{1}{p}+\frac{1}{q}-1$ and $f \in L^{p}(0,+\infty), g \in L^{q}(0,+\infty)$, then $f * g \in L^{r}(0,+\infty)(f * g(t)=$ $\left.\int_{0}^{t} f(t-s) g(s) d s, t \geq 0\right)$ and

$$
\left(\int_{0}^{+\infty}|f * g(t)|^{r} d t\right)^{1 / r} \leq\left(\int_{0}^{+\infty}|f(t)|^{p} d t\right)^{1 / p}\left(\int_{0}^{+\infty}|g(t)|^{\varphi} d t\right)^{1 / q}
$$

Theorem A.10. If $f \in L^{p}(-\infty,+\infty)$ then

$$
\lim _{\delta \rightarrow 0} \int_{-\infty}^{+\infty}|f(t+\delta)-f(t)| d t=0
$$

Theorem A.11. (Luzin's theorem.) If $f:[\alpha, \beta] \longrightarrow \mathbf{R}$ is a Borel function then for arbitrary $\varepsilon>0$ there exists a closed set $\Gamma \subset[\alpha, \beta]$ such that the Lebesgue measure of $[\alpha, \beta] \backslash \Gamma$ is smaller then $\varepsilon$ and $f$ restricted to $\Gamma$ is a continuous function.

A function $f:[\alpha, \beta] \longrightarrow \mathbf{R}^{n}$ is called absolutely continuous if for arbi$\operatorname{trary} \varepsilon>0$ one can find $\delta>0$ such that if $\alpha \leq \boldsymbol{t}_{0}<\boldsymbol{t}_{1}<\boldsymbol{t}_{2}<\ldots<\boldsymbol{t}_{2 k}<$ $t_{2 k+1} \leq p$ and

$$
\sum_{j=0}^{k}\left(t_{2 j+1}-t_{j}\right)<\delta
$$

then

$$
\sum_{j=0}^{k}\left|f\left(t_{2 j+1}\right)-f\left(t_{j}\right)\right|<\varepsilon
$$

A function $f:[\alpha, \beta] \longrightarrow \mathbf{R}^{n}$ is absolutely continuous if and only if there exists $\Psi \in L^{1}\left(\alpha, \beta ; \mathbf{R}^{n}\right)$ such that

$$
f(t)=f(\alpha)+\int_{\alpha}^{t} \Psi(s) d s, \quad t \in[\alpha, \beta]
$$

Moreover, $f$ is differentiable at almost all $t \in(\alpha, \beta]$, and

$$
\frac{d f}{d t}(t)=\Psi(t)
$$
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## Notations

$R$ : The set of all real numbers.
$\mathbf{R}_{+}$: The set of all nonnegative real numbers.
$C$ : The set of all complex numbers.
$E^{n}$ : The Cartesian product of $n$-copies of $E$.
$\mathbf{M}(n, m)$ : Set of all $n \times m$ matrices with real elements.
$\mathbf{M}(n, m ; \mathbb{C})$ : Set of all $n \times m$ matrices with complex elements.
$t^{2}$ : Hilbert space of all real sequences $\left(\xi_{n}\right)$ satisfying $\sum_{n}\left|\xi_{n}\right|^{2}<+\infty$ with the scalar product

$$
\left\langle\left(\xi_{n}\right),\left(\eta_{n}\right)\right\rangle=\sum_{n} \xi_{n} \eta_{n}
$$

$l_{\mathbb{C}}^{\mathbf{2}}:$ Hilbert space of all complex sequences $\left(\xi_{n}\right)$ satisfying $\sum_{n}\left|\xi_{n}\right|^{2}<$ $+\infty$ with the scalar product

$$
\left\langle\left(\xi_{n}\right),\left(\eta_{n}\right)\right\rangle=\sum_{n} \xi_{n} \bar{\eta}_{n}
$$

$\chi_{\Gamma}$ : Indicator function of the set $\Gamma: \chi_{\Gamma}(x)=1$ if $x \in \Gamma, \chi_{\Gamma}(x)=0$ if $x \in \Gamma^{c}$.
$L^{p}(\alpha, \beta ; E)$ : The space of all $E$-valued, Borel functions integrable in power $p$ on the interval $(\alpha, \beta)$.
$L(E, F)$ : The space of all linear bounded operators from $E$ into $F$.
$C_{0}^{\infty}(\alpha, \beta)$ : The space of all infinite differentiable real functions with compact supports included in $(\alpha, \beta)$.
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