Creating a Learning Society
Kenneth J. Arrow’s work has shaped the course of economics for the past sixty years so deeply that, in a sense, every modern economist is his student. His ideas, style of research, and breadth of vision have been a model for generations of the boldest, most creative, and most innovative economists. His work has yielded such seminal theorems as general equilibrium, social choice, and endogenous growth, proving that simple ideas have profound effects. The Kenneth J. Arrow Lecture Series highlights economists, from Nobel laureates to groundbreaking younger scholars, whose work builds on Arrow’s scholarship as well as his innovative spirit. The books in the series are an expansion of the lectures that are held in Arrow’s honor at Columbia University.
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Preface to the Reader’s Edition

IN THE few months since this book first came out, it became clear that we had hit a resonant chord. The book, growing out of a lecture in honor of one of the world’s greatest economists, Kenneth J. Arrow, was aimed at a more academic audience than our other, more popular writings. We unabashedly included complicated mathematical equations; mathematics has become the language among academic economists, and we wanted to speak to them—to persuade them that some of their most long held precepts, even the virtues of free trade, at least for developing countries, needed to be rethought. We wanted to challenge them to think more deeply about what had really brought the enormous increases to standards of living that have marked the last two hundred years: the creation of learning societies. Governments, we argued, should focus on what creates a learning society. Some of the policies which economists had traditionally argued for actually impeded that.

In the last two decades it had become conventional to describe the economy toward which we were moving as a knowledge economy and an innovation economy. But little attention was given to what that meant for the organization of the economy and society—or even for narrower subjects like economic policy. But our argument here was more general: creating a learning society is necessary for advancements in standards of living, even for economies well below the frontier that were not at the vanguard of advances in science and technology.

Accordingly, the reception that the book received—not just in advanced countries in Europe, but in developing countries and emerging markets—was heartening. So too in places like Malaysia, Singapore,
Turkey, Jordan, South Africa, and elsewhere where we had an opportunity to discuss the ideas. A major Dutch think tank, closely linked to the government, even released a report, *Towards a Learning Economy*, a blueprint for that country going forward.¹

Many editors, readers, and scholars from both the advanced countries and the emerging markets asked if we could produce a shorter version focusing on the core theoretical developments, the main messages, and the central policy prescriptions. This edition responds to that request. In the almost one year since we finished the draft of the first edition of the book, we have continued with our research, sharpening some of the results, clarifying some of the complex trade-offs, and linking some of the ongoing policy debates to our overarching framework. This edition incorporates some of these new ideas, especially in chapter 11.

Chapters 5 and 6 in the previous edition described the relationship between competition and innovation and discussed the efficiency of the market in innovation; in this reader’s edition, these chapters have been basically rewritten, but the message is the same: the relationship between competition and innovation is complex—far more complex than anyone previously realized. Still, we can identify some of the critical factors in this relationship (e.g., the role of government). Moreover, there is no presumption that the market is efficient in either the pace or direction of innovation. Insights from our analysis of the factors affecting the pace of innovation can and should help shape our innovation policies.

In the original version of the book, part 2 was devoted to developing the mathematical analytics underlying “creating a learning society.” But the basic insights can be conveyed in words, and chapters 7 and 8 attempt to do just that with the help of appendices providing simple diagrammatic expositions of the basic mathematical ideas. Readers interested in the formal models underlying the analysis are referred back to the original edition of the book and to the more extended papers that we cite.

The original version included commentary on the Arrow lecture by Robert Solow, Kenneth Arrow, and Philippe Aghion; a summary of the discussion that followed the Arrow lecture; and a complementary paper on industrial policy by Aghion. Because of space limitations, these have been omitted from this edition.
In addition to the acknowledgments listed in the preface to the original edition, we wish to acknowledge the assistance of Eamon Kircher-Allen and Feiran Zhang in preparing this edition of *Creating a Learning Society*.

Joseph E. Stiglitz  
Bruce C. Greenwald  
*New York, 2015.*
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Preface to the Original Edition

THIS VOLUME is the result of the first in a series of lectures to honor one of Columbia University’s most outstanding graduates, Kenneth J. Arrow, who received his Ph.D. from Columbia in 1951. His thesis, later published as *Individual Choice and Social Values*, was a landmark in economics, philosophy, and political science. In the more than sixty years that followed, Ken went on to become a giant in economics, political science, organization theory, and operations research.

Columbia University has had a long line of distinguished graduates and faculty—including six Nobel Prize winners in the past thirteen years. The faculty list for economics includes Milton Friedman, who taught at Columbia for ten years; Arthur Burns, who served on President Eisenhower’s Council of Economic Advisers from 1953 to 1956 and as chair of the Federal Reserve Board from 1970 to 1978; and Wesley Mitchell, who along with Burns played a central role in founding the National Bureau of Economic Research, one of the nation’s most important think tanks, which focused in its earlier years on enhancing understanding of economic fluctuations. There are a host of other greats, known more to those within the economics profession than those outside, including Harold Hotelling, Albert Hart, and John Bates Clark (whose namesake medal is awarded every year to the economist under forty who has made the most significant contribution to economics; Arrow was the fifth recipient of the honor).

With all of these potential luminaries, our decision to honor Kenneth Arrow was easy: No individual has done more to change how we think about economics—and about society beyond economics—during the past six decades. In a sense, virtually all theorists—and
most policymakers—of our generation are students of Arrow (and, it might be added, our students can be considered their “grandstudents”). Ideas that he first put forward a half-century ago have permeated our thinking.

A lecture series like this provides the opportunity to approach issues a little bit more expansively than one is able to in journal articles. When we initiated the series, we had hoped that it would open up a lively discussion about a variety of areas within economics, political science, and philosophy. The Committee of Global Thought spans multiple disciplines, and Arrow is one of the few scholars of recent decades whose work has cut across fields, having profound implications on each. One of the reasons why it is a particular pleasure to have Ken Arrow as the honoree of this lecture series is that we hoped to focus every year on one aspect of Ken’s work. Since Ken has written about so many different areas, this would make the lecture series broad, engaging people from throughout the university community.

The lecture series has lived up to our hopes. In the first lecture, in late 2008, Bruce Greenwald and I focused on one aspect of Arrow’s contribution to our understanding of growth: how technological progress is related to what we do. It was, in a sense, the founding paper in what has since blossomed into a huge literature on endogenous growth, where the pace of innovation is the central object of study.

The second lecture took up Arrow’s seminal thesis, in which he asked a question of greater generality than had ever been posed—and academia has struggled to come to terms with the disturbing answer that he provided. Nearly two hundred years earlier, the great French mathematician Nicolas de Condorcet had shown that a democracy, making a choice among three alternatives by a majority vote, might not be able to reach a determinate answer. Alternative A might be preferred over B by a majority, B over C by a majority, and C over A by a majority. Under a set of plausible hypotheses, Arrow showed that this problem could arise with any voting mechanism (with the obvious exception of giving all decision-making power to a single individual).

The implications of this—and the conditions in which this seeming paradox might not hold—were discussed in the Second Annual Arrow Lecture, delivered at Columbia University on December 11, 2009, by two distinguished Nobel Prize winners who have devoted considerable intellectual energies to understanding the Arrow Impossibility Theorem, Eric Maskin and Amartya Sen.
In 2010, we turned to his contributions to financial markets, with a lecture by Jose Scheinkman, then of Princeton University and now of Columbia (with discussions from Patrick Bolton of Columbia University and Sanford Grossman).

The 2011 lecture focused on Arrow’s contributions to the environment, and climate change in particular, with a lecture by Sir Partha Dasgupta, and discussions by Geoffrey Heal and Scott Barrett, both of Columbia University. In 2012, Amy Finkelstein of MIT, along with discussant and MIT colleague Jonathon Gruber, continued Ken Arrow’s pathbreaking work in the economics of health, a paper written forty-seven years earlier, whose influence continues today, and which was also a pathbreaking paper in the broader area of the theory of moral hazard.

In 2013, we returned once again to climate change, with a lecture by Christian Gollier of the Toulouse School of Economics entitled “Pricing the Planet’s Future: The Economics of Discounting in an Uncertain World,” with discussions by Bernard Salanié of Columbia, Stiglitz, and Arrow.

What made each of these occasions so exciting—and moving—was Arrow’s participation and his reactions to these lectures inspired by his own work.

What also made these occasions moving was that the speakers had not only a strong intellectual bond with Arrow but also close personal ties—sometimes as students, often as colleagues. No one that we have approached to give the Arrow Lecture has ever turned us down—everyone, as busy as they are, went to great lengths to rearrange their schedules so they could have this opportunity to show their respect and honor for one of the century’s great economists. Each delivered a lecture worthy of the person they were honoring.

The inaugural lecture of the series, on November 12, 2008, was an especially important event, because it brought together Ken Arrow and Robert Solow, two of the economists who were responsible for creating a new field of economics—growth theory—perhaps the most important area in the decades immediately after World War II. The events gave them an opportunity to reflect on what has happened to the subject in the half-century since their seminal contributions. Philippe Aghion of Harvard supplemented his comments on the lecture by offering his observations on industrial policy (one of the main topics of the talk) in the paper published here, “The Case for Industrial Policy.”
The original lecture has been extended (partly at the suggestion of Solow and Arrow) into a fuller treatment of the subject. In the original lecture, Bruce Greenwald and I had focused our attention on showing how Arrow’s insights into learning necessitated rethinking one of the most fundamental tenets of modern economics, the virtues of free trade. We showed that there was an infant-economy argument for protection. Solow and Arrow observed that our analysis showing the desirability of government intervention into the market applied equally forcefully to a closed economy, without trade. We publish here their comments on our original lecture. The research that we did subsequently, and report here, shows how right they were.

This volume begins with introductory remarks by Bruce Greenwald and me, our personal tribute to Ken, showing our affection and respect.

Joseph E. Stiglitz,
New York, 2014
IT WAS a real pleasure for us to deliver the First Annual Kenneth J. Arrow Lecture at Columbia University—to honor our teacher, someone who has had a lifelong influence on our thinking, as he has had on an entire generation of economists.

There is, in fact, a sense in which everyone in our generation was a student of Kenneth Arrow—even those who were not fortunate enough to take his class. His ideas influenced us, as did his style of research and his breadth of vision. He is a true model of a scientist. He could provide the definitive proof of the Pareto optimality of the competitive equilibrium (the first fundamental theorem of welfare economics), then go on to explain why the assumptions were wrong—and then go on to develop models incorporating more realistic assumptions, overturning the earlier conclusions about the efficiency of the market.

Both Arrow and Robert Solow, another of our teachers that our lecture honored, performed just those kinds of analytical feats in a series of papers that inspired this volume. The first was a paper that Solow wrote in 1956, which showed that an increase in the savings rate would not lead to an increase in the long-run growth rate—that was determined
by the rate of productivity growth. Then, in 1957 he decomposed the sources of economic growth and argued that most of economic growth was related not to increases in factors of production—like labor and capital—but rather to increases in productivity. Before that, economists focused on savings and capital accumulation, but not on the role of technological progress, as the source of the enormous increases in our standard of living over the past two hundred years.

In 1962 Ken Arrow published two important papers attempting to explain technological progress. One focused on research and development (1962b) and the other on learning by doing (1962a). This latter paper observed that, in the process of producing and investing, one learns. As we produce and invest, we get better at what we do. If one builds more ships, one becomes more efficient at building ships. Productivity increases. This was one of the earliest papers on what has come to be called endogenous growth theory, where the pace of innovation is determined within the model.

Each of the Arrow lectures is intended to build off one of Arrow’s pathbreaking contributions. For our lecture, we took his work on innovation, in particular his remarkable 1962 paper on learning by doing. That paper itself is in part a commentary on an earlier important Arrow paper. Two hundred and forty years ago Adam Smith talked about the efficiency of the competitive market economy. He argued that competitive equilibrium was efficient, that the pursuit of self-interest would lead, as if by an invisible hand, to the well-being of society. It took a long time for economists to determine in what sense that was true (what economists now refer to as Pareto optimality) and the circumstances under which it was true. The critical works proving the conditions under which competitive equilibrium was in fact Pareto efficient were Arrow’s (1951b) and, contemporaneously, Gerard Debreu’s (1952; also Arrow and Debreu 1954).

Arrow had assumed in that paper that technology was fixed, that is, that there was no innovation. His paper on learning by doing challenged that assumption. For a modern economy, innovation is clearly central. In that paper, as well as in his other 1962 paper on R & D (1962b), Arrow explained why the production of knowledge is very different from the production of conventional goods.

When technology is endogenous, markets are not, in general, efficient. But this immediately raises a further question: How should government intervene in the market to enhance efficiency and societal
welfare? Remarkably, in the fifty years since Arrow’s 1962 paper, that question has been addressed only in a piecemeal way (e.g., in discussions about intellectual property and patent policy).

In our lecture, we investigated the implications of learning by doing for the long-standing presumption in favor of free trade. It made for a good lecture topic, which gave way to a day of useful discussions and interesting reactions, many of which are included at the end of this volume. But as we prepared our lecture for publication—since the Arrow lectures’ inception, a book series was planned to accompany them—and we took to heart the comments made by Arrow and Solow, it became clear to us that to do justice to the issues we had raised required more than a short lecture. Arrow’s work had opened the door to a large body of fresh analysis on how to create a learning economy and society—and how government can and should intervene to improve societal well-being.

That we chose Arrow’s learning perspective as the foundation for our lecture—and the subsequent elaboration that resulted in this volume—is neither coincidence nor contrivance. Rather, Arrow’s work proved the perfect starting point for the same reason that the lecture series was named after him: The contributions he made to the field are still so important that half a century later they are often the ineluctable jumping-off point for present-day work.

Like other great economists of his generation (including Solow), Arrow has ultimately been interested in improving the practice of economic policy. Clarifying economic thinking, while valuable in itself, really accrues value in the course of being applied to particular situations where policy decisions are being made, in some cases being made badly, almost always in ways that can be improved upon. In approaching the question of free trade from Arrow’s learning perspective, not only do we honor his legacy and challenge the conventional views, but also hopefully we make a contribution to a key set of policy issues: how to increase the pace by which living standards increase, especially in developing countries.

The fact that markets on their own are not efficient when innovation is endogenous raised the question which is at the heart of our lecture and the book to which it gave rise: What should be the role of policy in promoting economic efficiency? Advocates of unfettered markets often respond to this question by championing the market’s ability to innovate. But there is remarkably little systematic inquiry into whether
markets generate the optimal level and form of innovation. Our lecture was intended to fill this gap, with specific applications to trade policy.

There was at the time we delivered our lecture already a long-standing exception to the presumption in favor of free trade in the idea that it might be appropriate to protect infant industries. Thus, if a particular industry grew with protection, and got stronger as it grew because it benefited from economies of scale, one might think there was an argument to protect that industry. There is a second exception to the principle of free trade associated with price manipulation. If a country has a large industry in the world economy, then it can manipulate the terms of trade (that is, international prices) to its benefit. These two exceptions are related, and under careful scrutiny the second argument enhances our understanding of the limits of the first: if one does not alter the terms of trade, it does not matter where the protected industry develops. Nigeria might, say, protect its auto industry until it was strong enough to compete in global markets. But if that industry can efficiently develop in England—and as long as the import prices reflect the productivity gains—Nigerians will benefit by buying and importing those cars just as much as people in England do.

In fact, the terms-of-trade argument has always been a fairly weak argument. The argument that countries, even the United States, can move the terms of trade is difficult to make in practice. Thus, the standard theories do not provide very persuasive reasons for trade interventions. Nevertheless, there seems to be a persistent pattern of successful economies practicing trade restrictions.

In thinking about this problem, we applied Arrow’s lessons in a way that brought us to a different conclusion, which forms the heart of this lecture and book. Our analysis shows that these successes are not based on the infant-industry argument for protection, where there are benefits within an industry to learning by doing. Instead, there is an infant economy argument for trade interventions. The intuition is remarkably simple: We explain why innovation is likely to be more centered in the industrial sector rather than the agricultural or craft sector. The industrial sector is not only better at learning, but it also generates more externalities—more learning benefits—than the rest of the economy. An economy that starts out without a strong urban industrial sector—one that is importing those goods—is unlikely to develop improvements in productivity, even within that sector. There is little learning, little innovation. Trade barriers are necessary to enable that economy to
develop those industrial enterprises even though it might seem inefficient to do so in the beginning, because it runs counter to the country’s current comparative advantage.

So far, the argument runs parallel to that of the standard infant-industry argument. But here is where the difference arises: enterprises in protected industries will generate productivity growth not only in their sector but also across different individual products within that sector—and also across agriculture and other sectors of the economy. It is the externalities generated by the sector that provide the real rationale for intervention.

The classic example of this is, of course, the Agricultural Extension Service in the United States, where principles of industrial research got applied to farms in an extraordinarily efficient manner. As much as anything, it accounts for the remarkable growth in agricultural productivity in the United States.

That was the basic idea that we proposed in our lecture. It calls for a kind of protection that is not industry specific. The classic complaint about infant-industry arguments—that trying to pick successful industries is a doomed effort—does not apply. This is an argument for a broad set of tariff barriers (or exchange rate interventions), within which one hopes that the best industries will survive and prosper.

A Guide to This Volume

In the years following the first lecture, our ideas took on new life. As we worked the ideas of our lecture into different papers and continued our research on related topics, it became clear to us that we had more than a slim conference volume’s worth of material. Our lecture on “creating a learning society” was growing into a full-fledged body of theory that required historical context, examples of general and specific applications, and discussions of political economy. With that realization, this book began to take shape. The result is something far more expansive than the original lecture, though the core intellectual inspirations for the book are the same as those that guided us in 2008.

In the first few chapters of this book, we lay out our basic theses: that most of the increases in standards of living are, as Solow suggested, a result of increases in productivity—learning how to do things better. And if it is true that productivity is the result of learning
and that productivity increases (learning) are endogenous, then a focal point of policy ought to be increasing learning within the economy; that is, increasing the ability and the incentives to learn, and learning how to learn, and then closing the knowledge gaps that separate the most productive firms in the economy from the rest. Therefore, creating a learning society should be one of the major objectives of economic policy. If a learning society is created, a more productive economy will emerge and standards of living will increase. By contrast, we show that many of the policies focusing on static (allocative) efficiency may in fact impede learning and that alternative policies may lead to higher long-term living standards. Thus, the theory that we develop provides one of the most compelling and fully articulated critiques of the Washington consensus policies that dominated development thinking in the quarter century before the Great Recession. The theory also provides the basis of a new theory of the firm—a new answer to the question posed more than 75 years ago by Ronald Coase: What determines the boundaries of firms, what goes on inside the firm? It also provides a new approach to thinking about both static and dynamic comparative advantage.

Part 1 also gives the reader a view of the historical, empirical, and theoretical background and justification for our learning-society perspective. We describe key aspects of creating a learning society: the processes and determinants of learning and some of their broad implications for economic architecture—the design of the economic system and its subcomponents (most importantly, firms)—and policy. We explain the implications of “localization of knowledge” (both technologically and spatially), extend the concept of learning by doing to learning to learn by learning, explain why geographically concentrated large enterprises, traditionally in the industrial sector but more recently in the modern services sector, have been at the center of growth—with high rates of productivity increases and large spillovers to other sectors of the economy. We explain, too, the link between macro-stability and long-run productivity growth—a new rationale for why real macro-stability is so important.

Having analyzed the basic determinants of learning, we address two critical questions: Is there likely to be more or less learning in economies that are more competitive (with more firms)? And is the market likely to be efficient in the level and pattern of innovation and learning? In asking the latter question, we note that the level of competition
(concentration) is itself endogenous—though it can be affected by government policies. As we have already noted, Arrow’s earlier work provided more than a little hint that the outcomes of market processes would not be efficient, though he did not directly challenge Schumpeterian views which championed the innovative virtues of the market. The picture that emerges from our analysis is complex: Joseph Schumpeter was overly optimistic about monopolies—he thought that they would be only temporary and that competition to be the dominant firm drove innovation. We show that monopolies may be far more persistent than he (and latter-day Schumpeterians) thought and that the fight to be the dominant firm may be far less effective in stimulating innovation than he thought. Still, Schumpeter was right that more competitive markets, with many small firms, are likely to be less innovative.

The central message that emerges is that there is an important role for government to play in shaping an innovative economy and in promoting learning. The later chapters in the book explore in more detail how the government can best do this.

Chapters 7 and 8 provide the key analytical results, moving from simple models to more complex. Chapter 7 looks at a two-good (agriculture and manufacturing) closed economy (no trade) model and explains how policies promoting the industrial (manufacturing) sector (such as subsidies) lead to higher rates of growth and welfare. The short-run (allocative) distortions are more than offset by the long-term learning benefits. Simple formulae describing the optimal subsidy are derived. In this simple setting, we can compare the rate of innovation if there is competition with that when the industrial sector is dominated by a single firm. Innovation will be higher with monopoly, but whether welfare will be higher is ambiguous and depends on learning elasticities and discount rates.

Chapter 8 extends the analysis to an open economy, establishing the infant-economy argument for protection. Because the industrial sector not only has a greater capacity for learning but also more learning spillovers, encouraging that sector through protection or industrial policies can lead to higher growth and societal welfare. The force of the argument for protection is much weaker in developed economies. In economies like the United States, Europe, and Japan, there is already a dense infrastructure that has the scale to develop ideas and innovations, though there may still be cross-sector or cross-industry learning externalities that might warrant government intervention.
The theory has a wide range of implications. To illustrate: Our analysis suggests that it is desirable for large groups of countries to work together to facilitate trade amongst each other, while erecting certain barriers to trade from the outside. Competition and incentives matter. Having broad collections of countries, like the European Union, competing behind broad barriers, has considerable attraction. The protection enables the development of the “learning” (industrial) sector; the size provides scope for competition. (Our earlier remark explains why the degree of protection should be reduced over time.)

The structure of trade policy in the successful developing economies, like Japan, Europe after the Second World War, or other economies in Asia, has been very much of this sort. They have not focused on particular industries and protected them; they have tended to have broad protection across a range of industries, and they have actually encouraged competition behind those barriers.

The question of how this affects financial markets also arises—a question that Arrow’s and Solow’s work is particularly well positioned to help answer. When a country exports capital, the owners of that capital are, in effect, importing capital services from overseas. Just as imports of manufactured and industrial goods fail to carry with them the learning that is associated with those sectors, imports of financial services fail to carry with them the important learning that is associated with that sector. If there are powerful arguments for broad barriers to imported industrial goods, those apply equally to restrictions on capital exports overseas and the import of financial services. In short this theory provides a new rationale for why capital and financial market liberalization may lead to lower rates of growth. Similar arguments also apply, we show, to labor exports overseas.

From these analytics, the book moves to a broader policy discussion, beginning with trade and industrial policy, moving on to macro, financial, and investment policies, and to intellectual property. We explain why the political economy objection to specific infant-industry protection—that, for instance, the special interests that benefit from such protection work to keep it in place long after the economic justification for such protection has gone—have much less force in the context of the infant-economy argument for protection. We show that political economy concerns affect not whether there should be industrial and trade policies, but which policies and how they are best designed. We show too that intellectual property laws, if not well-designed, may actually impede
learning and that “stronger” intellectual property regimes may be associated with a slower pace of innovation.

This part ends by moving beyond creating a learning economy to creating a learning society, and beyond the standard economic model, with its assumptions of rational individuals with predetermined preferences, incorporating insights from recent advances in behavioral economics, including the notion that preferences and beliefs are, at least in part, socially determined. We ask, for instance, whether there are policies that can help create a learning “mindset.”

We hope this selection of insights has provided enough tempting morsels to persuade the reader to delve deeper into what follows. As we attempted to exposit our ideas, we faced a major dilemma: Mathematics is the language of modern economics. It can help ensure that putative conclusions follow from the assumptions. It can help test the robustness of the results: Do changes in assumptions lead to markedly different conclusions? But it can also obscure: the complexity of the analysis can also hide the role of particular assumptions. Arrow and Solow taught us the value of simple models—that we should strive to find the simplest and most general model to explore and explain the particular issue at hand. We hope the exposition here lives up to the high standards that they set.

But even the simplest analysis in this area can be relatively complex. And testing the robustness of the results requires exploring multiple variants of the basic model.

This book provides an opportunity to honor another of our teachers, Robert Solow, the father of modern growth theory. Solow and Arrow taught us how simple ideas can have profound effects. Bringing in insights from the economics of knowledge and learning fundamentally changes one’s view about how to think about policies designed to promote growth. The infant-economy argument, inspired by Ken Arrow’s paper on learning by doing, is, we believe, in the broad tradition of Ken Arrow and Bob Solow, in extending economic insights to new areas. We hope that the insights it provides will help poorer countries employ novel and effective policies to promote their economic growth and development.
FROM ROMAN times, when the first data on per-capita output are available, until 1800, average human standards of living increased only imperceptibly if at all (see, e.g., Maddison 2001). Consumption for the great majority of human beings consisted predominantly of food, and food was largely limited to staples—rice, wheat, and other grains. Housing entailed barnlike living conditions with no privacy, and climate control consisted only of necessary heat in winter. Clothing was utilitarian and rarely involved more than single outfits with the seasonal addition of overclothes. Medical care was almost nonexistent. Travel was rare, largely local, difficult, and uncomfortable. Recreation was self-generated and primitive. Only a small aristocratic minority enjoyed what we would consider today an appropriate human standard of living—varieties of fresh food, including meat; private, well-warmed accommodations; multiple sets of clothing for varied occasions; rudimentary personal and medical care; and opportunities for travel and sophisticated entertainment.

Beginning in 1800 and accelerating markedly after the mid-to-late nineteenth century, that privileged standard of living began to diffuse
throughout Europe, North America, and Australia. The impact of this change is apparent even in critical contemporary commentaries. The Communist Manifesto is in many ways a paean to the potential of the newly apparent economic progress—the benefits of which had not yet been widely shared.

In the twentieth century, elite standards of living became pervasive in Europe, North America, Australia, and many parts of Asia; a trend which continues in much of Asia today.

The significance of these transformations can be seen in another way: until the beginning of the nineteenth century, most individuals spent most of their time meeting the basic necessities of life—food, shelter, clothing. Today, for most of those in the advanced industrial countries—and for an increasing number in the emerging markets—satisfying these basic necessities of life takes but a few hours of work a week. Individuals can choose how to spend the “extra” time available: to work, to earn enough to consume more (whether higher quality “necessities” or luxuries) or to enjoy more leisure.

What was the source of these societal transformations? Was it capital accumulation or technological progress? Although economists, such as Schumpeter (1943), had identified the major source of these transformative developments as technological progress, it was not until Robert Solow (1957) that there was a way of quantifying the relative importance of capital accumulation versus technical progress. Changes in capital intensity could account for at most a third of changes in output per worker. The remainder was attributable largely to various forms of technical progress.

Subsequent literature suggested that the quantification was perhaps less robust than it seemed initially, partly because the measurement of key inputs (capital, human capital) was more difficult and problematic than had at first been realized, partly because the underlying model, entailing a constant returns to scale aggregate production function and full competition, seemed more questionable. Some of the difficulties of parsing out the sources of growth was that they were intertwined—new machines (investment) were required to implement new technologies. Still, there is no doubt that there have been enormous increases in productivity and that advances in technology as well as “learning to do things better” have played a critical role in these increases in productivity. For our purposes, that is all that matters.
Not only is the pace of learning (innovation) the most important determinant of increases in standards of living, the pace itself is almost surely partially, if not largely, endogenous. The speed of progress has differed markedly both over time and across countries, and while we may not be able to explain all of this variation, it is clear that government policies have played a role. Learning is affected by the economic and social environment and the structure of the economy, as well as public and private investments in research and education. The fact that there are high correlations in productivity increases across industries, firms, and functions within firms suggests that there may be common factors (environmental factors, public investments) that have systemic effects or that there may be important spillovers from one learner/innovator to others. But the fact that there are large, persistent differences across countries and firms—at the microeconomic level, large discrepancies between best, average, and worst practices—implies that knowledge does not necessarily move smoothly either across borders or over firm boundaries.

All of this highlights that one of the objectives of economic policy should be to create economic policies and structures that enhance both learning and learning spillovers; creating a learning society is more likely to increase standards of living than is making small, one time improvements in economic efficiency or sacrificing consumption today to deepen capital.6

And this is even more so for developing countries. Much of the difference in per capita income between these countries and the more advanced is attributable to differences in knowledge. Policies that transformed their economies and societies into “learning societies” would enable them to close the gap in knowledge, with marked increases in incomes.7 Development entails learning how to learn (Stiglitz 1987c).

Solow, in his seminal paper on the economics of growth (1956), had, for simplicity, modeled the rate of technological progress as fixed and exogenous, unaffected by the decisions of firms. This left unexplained the most important source of increases in living standards—and thus provided little guidance on how economic policy might increase that pace. Thus, Solow’s 1957 paper showed that what his 1956 paper focused on, capital accumulation, was relatively unimportant; what was important was what his 1956 paper took as simply given. Not surprisingly, soon after Solow’s pioneering work, there developed a large literature in growth theory attempting to “endogenize” technological
change—starting at least as early as the 1960s, with further progress being made during the 1980s.

The best work tried, of course, to base the analysis of aggregate (macro) behavior on micro-foundations. There is, by now, a large literature on the microeconomics of technological progress, but many of the insights of that literature have not been incorporated into the macroeconomic growth models, which often take a simplistic view, ignoring, for instance, sectoral differences in the pace of innovation, the multitude of ways in which progress occurs, and the interrelationships among them and alternative policies. To deal with the complexities posed by endogenous growth, and the challenge of deriving long-run steady-state growth, much of the literature has focused on parameterizations that turn out to be very, very special. While some of the literature has recognized that when innovation is endogenous, markets are not likely to be fully competitive, the interplay between market structure and innovation is typically not at the center of discussion. Is even the kind of competition that Schumpeter envisaged really viable? Some of the literature makes assumptions that virtually prejudge the conclusions: If trade is assumed to enhance learning (and more effectively than a corresponding amount of domestic production), then trade barriers have an adverse effect on economic growth. As we show, alternative (and we would argue more plausible) assumptions about the innovative process suggest that some trade restrictions may be desirable.

If our contention that the success of modern economies is due to innovation and learning is correct, then understanding the processes of learning and innovation, and how policy can affect its pace, should be at the center of economic analysis. We can think of an economy’s “innovation system” broadly as running from basic research—typically financed by government, occasionally by a government sanctioned monopoly (like Bell Labs), and typically produced by research universities and government research laboratories—to applied research, sometimes building on these basic ideas, at other times refining and developing “prior art.” Ideas have to be disseminated and put into practice: much of the increase in productivity occurs as firms learn from each other or as technology improves through practice. More of our analysis ought to focus on how such learning occurs.

Kenneth Arrow was a pioneer in examining the economics of these “learning processes”—the factors which promote or retard them,
their likely response to normal market incentives, and their relationship to the broader macro- and microeconomic environment—notably in his papers on the economics of R & D and learning-by-doing (1962a, 1962b). He called attention to the fact that while some knowledge was produced as a result of the deliberate allocation of resources to research and development, much of technical progress was a by-product of production or investment.

One of the advances in modern economies has been improvements in the processes by which they learn—they have learned how to learn. There is not a single breakthrough that led to enhanced learning capacities, but rather a series of organizational innovations.

Consistent with this, subsequent work, including that of Nordhaus (1969a, 1969b), identified the greater part of such progress as arising from the continuous accumulation of small improvements in production processes rather than from dramatic technological breakthroughs, though some, perhaps many, of these small improvements may be based on or related to transformative changes. For example, computerization and electrification were big changes, but their full effects were brought about in small steps. So too, the separation between capital accumulation and “learning” is not a clean one: It is often through new investments that new ideas are discovered and new research is “embodied.” If the pace of investment determines the pace of learning, then of course it is impossible to neatly separate out what part of the increase in productivity is a result of capital accumulation and what part is a result of improvements in technology, because the two are inextricably intertwined.

The highly aggregate models that have been at the center of modern growth and development theory miss another key point: In the standard paradigm, except for market distortions (and the elimination of such market distortions is the passion of most economists), firms are always assumed to be on the production possibilities curve (in the jargon of traditional economics). Productivity increases, in this standard model, result from moving the production possibilities curve out, as a result either of more accumulation of human or physical capital or of R & D. Indeed, much of the literature treated knowledge essentially as another form of capital—“knowledge capital”—ignoring its distinctive properties, which will be the focus of discussion in later chapters, especially chapter 6. But in reality, most firms operate well below their production possibilities curve. There are large gaps between “best
practices” and “average practices.” Countries differ in the size of these gaps. Closing these gaps can, at least for a while, provide an important impetus to societal increases in productivity. And for the typical firm, even as it closes yesterday’s gap, new gaps open up. Most firms are forever “catching up.”

The most successful economies are those that have succeeded in not only moving out their production possibilities curve more rapidly but also ensuring that the gap between “average” and “best” practices is small. There is more diffusion of knowledge, more learning; it is these achievements in learning that largely account for the ever-rising standards of living in these successful economies.

In short, the transformation to “learning societies,” which occurred around 1800 for Western economies, and more recently for those in Asia, appears to have had a greater impact on human well-being than improvements in allocative efficiency or resource accumulation. If this is so, understanding how to create a learning society should be one of the central preoccupations of economists and other social scientists. Success in this endeavor can have a far greater impact on increasing long-term living standards than ascertaining how to increase resource accumulation or reduce short-term allocative inefficiencies.

This book seeks to present the simplest framework for understanding some of the critical determinants of the rate of progress—disaggregated enough for sectoral policies to make a difference, but aggregated enough to retain our focus on the determinants of the economy’s overall rate of progress.

Central to our enquiry are two basic questions: Do markets, by themselves, result in an efficient level and pattern of learning and innovation? And if not, what are desirable interventions by government?

1. Market Inefficiency

The answer to the first question is simple and straightforward: There is no presumption that markets are efficient in the production and dissemination of knowledge and learning. Quite the contrary, there is a presumption that markets are not efficient.

Modern notions of the efficiency of markets date back to the work of Adam Smith (1776) and his invisible hand: the notion that the pursuit of self-interest would lead, as if by an invisible hand, to the well-being
of society. It would take 175 years before Arrow (1951b) and Debreu (1959) would establish the sense in which that was true (markets are “Pareto efficient”; that is, no one could be made better off without making anyone worse off) and the conditions under which it was true. Arrow provided sufficient conditions for the Pareto efficiency of markets (see Arrow 1951b; Debreu 1959). Subsequent work showed that those conditions were also essentially necessary. For instance, his proof of the efficiency of markets required that information was exogenous (that is, it needn’t be perfect, but beliefs couldn’t change as a result of what individuals observed or did); it was subsequently shown that whenever markets were incomplete or information was endogenous and asymmetric (that is, essentially always), markets were not (constrained) Pareto efficient.14

For the purposes of this book, though, the central assumptions in the proof of the efficiency of the market economy were that markets were perfectly competitive and that the state of technology was fixed, exogenous. Arrow and Debreu, in their proof of the efficiency of the market economy, assumed away innovation. In doing so, they left unanswered the question of whether a market economy was efficient in innovation. Given that many advocates of markets assumed that their innovativeness was their central virtue, this was obviously a central lacuna. Indeed, earlier Schumpeter (1943) had gone so far as to argue that one of the distortions on which many economists had focused attention—monopoly—could actually be a virtue in an innovation economy: it provided the rents which supported R & D, and so long as there was competition for the market, one should not worry about competition in the market. But neither Schumpeter nor others arguing for the virtues of markets on the basis of their innovativeness were able to show that markets were efficient in innovation.

The reason that they did not do so is that they could not do so: the discussion that follows, building on the work of Arrow and others, shows that there is a presumption that markets on their own are efficient neither in the level nor the pattern of innovation. Arrow recognized that market failures in the production and dissemination of knowledge (whether as a result of the allocation of resources to R & D or as a result of learning) were pervasive. Thus, following Arrow’s lead in understanding the economics of learning processes—and the pervasive market failures in learning processes—is critical to formulating effective economic policies.
Analyzing the nature of these inefficiencies—and their implications for public policy—requires the construction of a general equilibrium model in which R & D or learning and market structures are both endogenous. The market inefficiencies are multiple and complex. We will explain, for instance, why some sectors may be more amenable to learning than others; why some sectors may generate more externalities (spillovers to other sectors) than others. We will see that sectors in which learning is important are often imperfectly competitive, so that not only may production—and learning—be constrained below its optimal level because firms fail to take into account the spillovers that their learning has for other sectors, but production—and learning—may be constrained as a result of the exercise of market power. We will explain why Schumpeter’s view that such market power was of positive value (it helped finance research that otherwise would not have received funds) and that abuses would be limited because of the discipline of “Schumpeterian” competition (competition to be the dominant firm through innovation) needs to be qualified. His view on monopoly was too panglossian.

Further inefficiencies in the innovation process are introduced as a result of capital market imperfections and imperfections in risk markets. The Arrow-Debreu analysis establishing the efficiency of markets required not only unreasonable assumptions about the nature of competition and innovation but also that there be a complete set of risk markets and perfect capital markets. The imperfections in these markets, especially as they relate to innovation, are not just a happenstance but an inherent feature of innovation, as we explain in chapter 6.

2. The Role of Government in Promoting a Learning Society

If learning, and R & D more generally, is at the center of the success of an economy, and if there is no presumption that markets are efficient in making decisions which affect the pace of learning (or R & D), then long-standing presumptions against government intervention are simply wrong. The financial crisis has called attention to the role of government in crisis prevention. Widespread environmental problems have called attention to the role of government in preventing pollution and potentially catastrophic climate change. These are examples of
government’s role in preventing negative externalities. The production of knowledge entails positive externalities. The private sector produces too much of goods that give rise to negative externalities, which is why government must either impose charges when firms generate pollution or otherwise regulate pollution-generating activities. By contrast, the private sector typically produces too little of goods that give rise to positive externalities. Again, to correct this market distortion requires some form of government intervention.

These interventions, though, are more complex than those that are necessary to correct the negative externalities; there are limited and well-identified environmental externalities and a well-developed set of tools for addressing these market failures. So too there is widespread understanding of the externalities that can be generated by underregulated financial markets and, especially in the aftermath of the financial crisis, even an understanding of what good regulation entails. But learning touches every aspect of a modern dynamic economy, and even more so of an emerging market struggling to become an advanced industrial country. If there are market failures in learning, then the market failures are pervasive in the economy. They are diffuse. More pervasive government interventions are required to correct them.

Many of these advances on which our dynamic economy is based rest on government-funded research, and without that support, the pace of innovation—and the pace of increases in standards of living—would have been far lower. And many of the advances attributable to the private sector are shaped by our legal framework, including those governing intellectual property. Critics on both the left and right assert, though, that this legal framework may be far from ideal, some suggesting that innovation is impeded as a result of insufficient protection of property rights, others that progress is hampered because of a poorly designed intellectual property regime, more focused on increasing the rents of, say, the pharmaceutical industry than advancing standards of living. Whatever one’s views on these questions, there is a consensus that public policy is central and unavoidable. Government has a responsibility in “creating a learning society.” If we are to understand what that responsibility is—and how it can best be fulfilled—we have to understand why it is that markets on their own don’t “work” and how innovation actually occurs in our society.

The analysis presented here thus changes the presumption about the desirability of government intervention: now there is a presumption
of market failure and a presumption for government to take actions to
correct these market failures.
This book, then, is an attempt to study the economics of “learning
societies,” focusing especially on the role of government in promoting
growth through the creation or strengthening of a learning society.
This book lays out simple models in which learning spillovers are well
identified. The models generate policy prescriptions which differ mark-
edly from standard policy recommendations focusing on enhancing
allocative efficiency. It is not just a difference in emphasis between clas-
sical economic policy prescriptions—based on notions of static alloca-
tive efficiency and the idea that growth in productivity arises chiefly
from resource accumulation (physical, human, and scientific capital)—
and those that we stress for creating dynamic learning environments.
Rather, our concern is that some of these classical policy prescriptions,
though well-intentioned, may actually lead to a reduction in the rate of
progress of societies and a deterioration in long-run societal well-being.
In the attempt to improve the static efficiency of the economy, learn-
ing may be impeded. Our analysis supports numerous policies that
have been proscribed by economists wedded to the neoclassical model
and suggests new measures that will help create a more dynamic learn-
ing economy. In that sense, our work is similar to that of Schumpeter
(1943), who criticized conventional economists for overemphasizing
competition. But while Schumpeter was correct in his critique of neo-
classical economics, he never formulated a coherent analytic norma-
tive or positive theory. The result is that some of his normative stances
were misguided. For instance, he was overly optimistic (as we shall
see) about the potential for what has come to be called “Schumpeterian
competition” to ensure, by itself, a dynamic economy, and he was
overly sanguine about the virtues of (temporary) monopolies.
This reassessment of policy is especially important for developing
countries and emerging markets. As we noted earlier, what separates
developed from less-developed countries is not just a gap in resources
but a gap in knowledge. Thus, a central focus of development policy
should be closing that gap—and that means enhancing learning. This is,
for instance, one of the central objectives of modern industrial policies,
which seek to promote particular industries and particular technologies
with greater learning capabilities and greater spillovers to other sectors.
(While industrial policies were originally targeted toward supporting
the industrial sector, today the term is used much more broadly, to
embrace any set of policies designed to encourage particular sectors or technologies. Policies promoting the agricultural sector, the research sector, or the service sector would thus be included under the term *industrial policy*.)

Policies that in any way impede learning—including those that seek to circumscribe the use of industrial policies—may, over the long run, lower well-being. This is but one example of many places where we argue that traditional developmental policy stances, such as those associated with the Washington consensus, are misguided: Well-designed trade restrictions, subsidies, and exchange rate interventions can play an important role in promoting learning. We argue, furthermore, that removing domestic content restrictions on foreign direct investment, as called for by trade and investment agreements, may impede learning.

One of the clearest points of departure between our focus and that of more traditional development economics concerns the role of institutions. Much of the standard literature has emphasized the role of institutions that protect *property rights*. As knowledge has become more important, there is an increasing emphasis on intellectual property rights and the institutions that protect them. By contrast, we take a broader view: Intellectual property rights is one institution that incentivizes innovation. But there are others that are as or more important. We ask what the institutions are that promote a learning society. We also argue for an intellectual property rights regime that is markedly different from the regulations incorporated into the TRIPS agreement of the WTO. Indeed, we argue that poorly designed “strong” intellectual property regimes actually impede learning and innovation.

There are, in fact, many examples where the approach we take leads to policy recommendations that are contrary to those of the Washington consensus: We argue against measures on financial market liberalization that have typically been included in agreements signed under bilateral trade agreements and under the Financial Services Agreement of the WTO. We provide an explanation for why trade and capital market liberalization have often failed to promote growth in the way that was hoped, and we suggest how these measures should be modified, once one takes a learning perspective.

Much of this book centers around the question of how to best promote learning, including how to balance optimally the dynamic gains from faster learning with the short-run (static) costs associated with interventions, and how best to design interventions. But
much of the debate around government intervention has centered on political economy concerns. These should not, and cannot, be ignored. We will argue that these have more to do with the form of government intervention than they do with whether there should be government intervention.

3. The Theory of Comparative Advantage Redefined

Perhaps the most important way in which our book differs from classical prescriptions is that we argue that there is an *infant economy argument for protection*. Growth and standards of living can be raised by *defying* a country’s seeming comparative advantage and imposing trade restrictions that encourage industrialization. But our book also provides a different perspective on what is meant by comparative advantage. The traditional theory of comparative advantage (as developed by Eli Hecksher and Bertil Ohlin), based on the notion that knowledge was fully available, focused on relative factor endowments. Portugal exported wine because it was endowed with weather more suitable for growing wine, England cloth. Countries that had an abundance of unskilled labor exported unskilled labor intensive goods.

Krugman’s (1979) research building on the Dixit-Stiglitz model of product differentiation made it clear that something besides factor endowments mattered. He observed that most trade today is between countries that have similar factor endowments. And he observed that they often traded similar products. Germany exports cars to the United States, and the United States exports cars to Germany and other countries. But in the Krugman-Dixit-Stiglitz model, there is no explanation of why Germany is exporting the kinds of cars that it does. There are multiple equilibriums: the United States could have wound up exporting the cars that Germany did and vice versa. Our analysis suggests that, to a large extent, these patterns are not just the outcome of fortune, the toss of a coin, but are related to the more fundamental endowments—the state of knowledge and learning capabilities.

Justin Lin (2012) has distinguished between industrial policies that defy comparative advantage, which he argues are likely to be unsuccessful, and those that are consistent with comparative advantage, which can be an important component of successful development. While there is considerable insight in this distinction, the key question is, what are
a country’s *endowments*, which determine its comparative advantage? This is equivalent to asking, what are the relevant *state* variables, those that describe the state of the economy today? And what is the “ecology” against which the country’s endowments are to be compared, i.e., what are the *relevant* endowments of other countries?

It has become conventional wisdom to emphasize that what matters is not static comparative advantage but dynamic comparative advantage. Korea did not have a comparative advantage in producing semiconductors when it embarked on its transition. Its static comparative advantage was in the production of rice. Had it followed its static comparative advantage (as many neoclassical economists had recommended), then that might still be its comparative advantage; it might be the best rice grower in the world, but it would still be poor. But a country’s dynamic comparative advantage is endogenous, a result of what it does. There seems to be a circularity here. The central question is, what should a country do today to create its dynamic comparative advantage?

Ascertaining a country’s static comparative advantage is difficult; ascertaining its dynamic comparative advantage is even harder. As we noted, standard comparative advantage focused on *factor* endowments (capital-labor ratios). But with capital highly mobile, capital endowments should matter little for determining even static comparative advantage. Still, capital, or more accurately, the knowledge of the various factors that affect returns and that is required to use capital efficiently, doesn’t move perfectly across borders; neither does knowledge about how effective a particular enterprise is in using various inputs to produce and market outputs. That means that the resident of country *j* may demand a higher return for investing in country *i* than they would demand for investing in their own country. There is, in practice, far less than perfect capital mobility.

The “state” variables that determine comparative advantage relate to those “factors” that are not mobile, which, in varying degrees, include knowledge, labor, and institutions.

Multinationals can, however, convey knowledge across borders. Highly skilled people move too. Migration has resulted in large movements in unskilled labor but, in most cases, not enough to change endowments of the home or host country significantly. Even institutions can sometimes effectively move across borders, as when parties to a contract may agree that disputes will be adjudicated in London and under British law. Still, there are numerous aspects of tacit knowledge,
about how individuals and organizations interact with each other, and norms of behavior that affect economic performance and, most particularly from our perspective, how (and whether) they learn and adapt. Such tacit knowledge does not typically move easily across borders. (Indeed, as we argue, it does not even move easily among or within firms. There are natural barriers to the flow of knowledge, including incentives on the part of market participants to take actions that would impede the flow of knowledge.)

The most important “endowment,” from our perspective, is a society’s learning capacities (which in turn is affected by the knowledge that it has; its knowledge about learning itself; and its knowledge about its own learning capacities), which may be specific to learning about some things rather than others. The spirit of this book is that a country’s policies have to be shaped to take advantage of its comparative advantage in knowledge and learning abilities, including its ability to learn and to learn to learn, in relation to its competitors, and to help develop those capacities and capabilities further. Even if it has the capacity to learn how to make computer chips, if a country’s learning capacity is less than its competitors, it will fall behind in the race. But each country makes, effectively, decisions regarding what it will learn about. There are natural nonconvexities in learning, benefits to specialization. If a country decides to learn about producing chips, it is less likely that it will learn about some other things. There will be some spillovers to closely related technologies—perhaps to, say, nanotechnology. The areas to which there are spillovers may not lie nearby in conventional product space. There may, for instance, be similarities in production technologies (as in the case of just-in-time production or the assembly line). That is why the evolution of comparative advantage may be so hard to predict.

But while standard economic analysis may provide guidance to a country about its current (static) comparative advantage (e.g., given current technology, for a country with an abundance of unskilled labor, what are the unskilled-labor intensive goods), guidance about its comparative advantage defined in this way (dynamic learning capacities) is much more difficult. In part, this additional difficulty is because this advantage depends on judgments by other countries about their dynamic comparative advantage and their willingness to invest resources to enhance those advantages. Whether ex ante the United States, Japan, or Korea initially had a dynamic comparative advantage in producing chips, once Korea had invested enough in learning
about certain kinds of chip production, it would be difficult for another country to displace it. Another country would have to leapfrog—and whether it could do so depends not only on the other country’s capabilities and its willingness to invest to enhance those capabilities but also on Korea’s responses to these competitive threats.18

Looking at what other countries at similar levels of per capita income did in the past or what countries with slightly higher levels of per capita income are doing today (as Lin suggests) may be helpful, but only to a limited extent. The world today (both in terms of global geo-economics and geo-politics, and technology) is different than it was in the past. Competing in textiles today requires different skills and knowledge than in even the recent past; a lagging country wanting to enter a market may (or may not) be able to displace a country that currently has a comparative advantage in some product; that country may (or may not) be in the process of attempting to establish a comparative advantage in some other area.

In short, the learning perspective redefines the theory of dynamic comparative advantage and does so in ways which make formulating development strategies more complicated—but more interesting. Less-developed countries today cannot simply imitate patterns of development that were pursued by earlier developers. That this is so should be evident by now. Those countries in the early to mid-twentieth century that followed the heavy industrialization strategy that was the basis of the success of the United States and Germany in the nineteenth century failed. African countries that try to follow blindly the export-led strategies of East Asia may find them far less successful than they were when they were employed in East Asia in the latter third of the twentieth century. While development economists are likely to praise East Asia’s export-led growth strategy, it was not growth in exports per se that led to their success; it was growth in particular kinds of exports that were associated with high levels of learning. Other countries pursuing export-led growth strategies but exporting goods for which there are not such learning benefits may find themselves sorely disappointed.

This discussion highlights the important ways in which the learning perspective redefines basic concepts, like comparative advantage, policies, and economic strategies. The learning perspective also leads to rethinking other long-standing notions. We have already noted that our theory calls into question the usefulness of the concept of an aggregate
production function, especially one predicated on the assumption that all firms (say, within the country) have the same knowledge and are equally capable of converting inputs into outputs. In chapter 2 we reconsider the concept of the production possibilities schedule, and in chapter 4 we consider the question, posed some 75 years ago by Ronald Coase, of the boundary of the firm—what activities go inside the firm and what goods and services are purchased in the market.
THE CENTRAL thesis advanced in chapter 1 was that what distinguishes the modern era of the last two hundred years from the millennia that preceded is learning—we have learned how to increase productivity, the outputs that can be produced with any inputs. There are two aspects of learning that we can distinguish: an improvement in best practices, reflected in increases in productivity of firms that marshal all available knowledge and technology, and improvements in the productivity of firms as they catch up to best practices. In fact, the distinction may be somewhat artificial; there may be no firm that has employed best practices in every aspect of its activities. One firm may be catching up with another in some dimension, but the second firm may be catching up with the first in others. In developing countries, almost all firms may be catching up with global best practices; but the real difference between developing and developed countries is the larger fraction of firms that are significantly below global best practices and the larger gap between their productivity and that of the best-performing firms.

While we are concerned in this book with both aspects of learning, it is especially the learning associated with catching up that we believe
has been given short shrift in the economics literature, and which is
central to improvements in standards of living, especially in develop-
ing countries. But as we noted in chapter 1, the two are closely related;
because of the improvements in best practices by the most innovative
firms, most other firms are always engaged in a process of catching up.

While the evidence of Solow and the work that followed demon-
strated (what to many seems obvious) the importance of learning for
increases in standards of living, to further explicate the role of learning,
the first three sections of this chapter marshal other macro- and micro-
economic evidence. In particular, we stress the pervasive gap between
best practices and the productivity of most firms. We argue that this
gap is far more important than the traditional allocative inefficiencies
upon which most of economics has focused and is related to learning—
or more accurately, the lack of learning.

The final section provides a theoretical context within which to think
about the sources of sustained increases in standards of living, employ-
ing the familiar distinction of movements of the production possibili-
ties curve and movements toward the production possibilities curve.
Using this framework, we explain why it is that we ascribe such impor-
tance to learning.

1. Macroeconomic Perspectives

There are several empirical arguments that can be brought to bear to
support our conclusion concerning the importance of learning. The
first is a simple argument: In theory, leading-edge technology is glob-
ally available. Thus, with sufficient capital and trained labor (or suffi-
cient mobility for capital and trained labor), all countries should enjoy
comparable standards of living. The only difference would be the rents
associated with ownership of intellectual property rights and factor sup-
plies. Yet there is an enormous divergence in economic performance
and standards of living across national economies, far greater than can
be explained by differences in factor supplies.1 And this includes many
low-performing economies with high levels of capital intensity (espe-
cially among formerly socialist economies) and highly trained labor
forces. Table 2.1 presents a comparison of formerly socialist countries
with similar nonsocialist economies in the immediate aftermath of the
collapse of the state-controlled model of economic activity.
<table>
<thead>
<tr>
<th>Region</th>
<th>Country</th>
<th>Per Capita GDP</th>
<th>Life Expectancy</th>
<th>Formerly Centralized</th>
<th>Per Capita GDP</th>
<th>Life Expectancy</th>
<th>Noncentralized</th>
</tr>
</thead>
<tbody>
<tr>
<td>Baltic</td>
<td>Lithuania, Latvia, Estonia</td>
<td>7,800</td>
<td>70.4</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Middle Europe</td>
<td>Czech Republic</td>
<td>7,350</td>
<td>73.5</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Agricultural Europe</td>
<td>Poland</td>
<td>4,920</td>
<td>73.1</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>China</td>
<td>China</td>
<td>2,500</td>
<td>68.1</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Southeast Asia</td>
<td></td>
<td>870</td>
<td>55.3</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Korea</td>
<td>North Korea</td>
<td>920</td>
<td>70.1</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Unweighted Average</strong></td>
<td></td>
<td><strong>4,060</strong></td>
<td><strong>68.4</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

In most of these cases, at the time communism was imposed after World War II, the subsequently socialist economies enjoyed higher levels of economic development than those of the “comparator.” Czechoslovakia was more highly industrialized than Austria. Finland was perhaps the poorest of the Baltic countries. Spain, a large Catholic agricultural country, was poorer than Poland. Taiwan, occupied by the Japanese for many years, was a relatively backward part of China. Vietnam and Cambodia were at least as well-off as Thailand. And North Korea was more heavily industrialized than South Korea. Over the intervening 40 years from the late 1940s to the late 1980s, the socialist economies focused strongly on the traditional growth prescriptions of capital accumulation and education. They had high savings and investment rates—far higher in many cases than those in the West—and even invested heavily in education, especially the kinds of technical education that might seem most directly relevant to production (and even some forms of innovation). Yet by the end of that period, they had levels of economic output less than one-half of that of the comparison economies (and often far less than one-half).

On one side of the line, economies developed based on steady improvements in economic performance over time. On the other side, economies largely failed to “learn,” even if they did better in accumulating factors of production and even, in some cases, if they did better at developing advanced products, like the Sputnik. These countries (and the firms within them) not only failed to make productivity-enhancing innovations, they failed to learn from the innovations and best practices that were going on in the other parts of the world.

It should be clear that the differences that emerged were beyond those that could be explained simply by static inefficiencies (e.g., those associated with distorted incentive systems and the misallocation of resources). If that had been the key problem, then the move from communism to a market economy would have quickly closed the gap; moving to market prices and incentive structures should have eliminated these static inefficiencies. In fact, in most countries of the former Soviet Union, output actually fell (see Stiglitz 2000c). This is not to say that, for instance, distorted incentive structures played no role. When China moved from collective farming to the individual responsibility system, there was a large increase in productivity; but even then, productivity remained markedly below that of other countries. The magnitude of the gaps and their evolution over time (both before and after
the end of communism) suggest that they cannot simply be attributed to static inefficiencies.

The same argument is, of course, true for changes over time. The same changes are available globally—especially for the many aspects of technology not protected by intellectual property—yet there are large differences in changes in productivity, differences not accounted for by differences in changes in other factor inputs. This is again illustrated by the economies in transition. Indeed, nothing could illustrate more the significance of learning and learning capacities than the experience of those (and other) economies since the transition. Movements to higher standards of economic performance after the transition have been far from uniform. Some countries adapted quickly and well. From 1975 to 1980, reported annual per capita income growth in China was 4.1 percent. From 1980 to 1985, after altering the conditions under which businesses could operate and learn, growth accelerated to 8.4 percent, and since 1985 has been about 10 percent per year.

This rapid turnaround could not be attributable either to education or to capital accumulation. A reformed education system would take at least 8 years before it could produce more highly trained graduates (since older classes would be inadequately prepared by their prereform training), and these graduates would transform the total labor force only slowly over time. As for capital accumulation, even if the fraction of GDP devoted to investment were to have increased by 25 percent, at a real return of 5 percent, the acceleration in growth would have been just 1.25 percent; if the real return were even 10 percent, the acceleration of growth would have been just 2.5 percent. Clearly what changed was the effectiveness with which capital and labor were being employed using technologies that were preexistent and widely available globally.

Of course, improved incentives in, say, agriculture and the reduction of sectoral misallocation of resources played some role in China’s growth. Improvements in productivity resulting from the removal of a static inefficiency result, as we discuss more thoroughly later, in a one-time (or short-lived) increase in productivity were important. But while that was true (to a large extent) in agriculture, it is striking that the most important sources of growth were in manufacturing, where one could visibly see improvements in productivity, quality, and practices, and these improvements were persistent.

Other formerly socialist countries experienced much slower convergence to high performance levels of per capita income. In general the
Baltic countries and many of those in Eastern Europe “learned” far more slowly than their Asian counterparts (at least as reflected in rates of increase in aggregate productivity\textsuperscript{8}), China and Vietnam. When they did eventually start to grow more rapidly, it was often through a real estate bubble: global financial practices—good and bad—seem among the easiest to move across borders.

India had a similar experience of accelerating growth after commercial reforms in the 1980s. It was these reforms, not the later trade liberalizations, from which one dates the rapid changes in India’s growth (see Rodrik and Subramanian 2005).

Other countries, both formerly socialist and in Latin America, Africa, and parts of Asia, have yet to experience such high rates of growth. This has been true despite their frequent embrace of accepted market principles, their access to global technology, high rates of savings, sound macroeconomic policies, and well-developed educational systems. What has failed in these countries is, to a large extent, their ability to adapt existing global technology and deploy resources effectively \textit{within each sector}. They remain mired well inside their \textit{theoretical} production possibility frontiers.

2. Microeconomic Perspectives

Even in highly developed economies, like the United States or Japan, there is substantial evidence (see, e.g., Baily and Solow 2001) that most firms operate well below their theoretical capabilities (the “best practices” within the industry), implying a large scope in productivity increases from movements to the production possibility frontier by each firm.\textsuperscript{9} Although, clearly, unrealized potential gains would eventually be exhausted without leading-edge research and development, for practical purposes, “learning” to exploit existing opportunities and the diffusion of existing technology contribute more to rates of productivity growth \textit{at any particular moment} than leading-edge technological improvements.

One of the most striking aspects of firm-level studies of productivity is the existence of large and persistent productivity differences across firms, both at the level of overall output and at the level of the individual processes that generate overall output. At the firm level, differences in productivity of two-to-one or more between leading firms in an industry
and the industry average were first documented systematically by Baily et al. (1992) and have been confirmed by most subsequent studies.¹⁰

An example for mutual life insurance underwriters is presented in table 2.2. Northwestern Mutual, the acknowledged industry leader, was able to process life insurance premiums at a cost of about 40 percent of that of an average performer, like Phoenix Mutual, and less than a third of that of a relative laggard like Connecticut Mutual. Correcting for differences in operations, like product mix and organizational form (e.g., using proprietary sales agents versus independent agents), actually increased Northwestern’s measured performance advantage. For example, Northwestern Mutual sold a higher proportion of term-life policies (as opposed to whole-life policies) than its competitors, and term-life policies with lower premiums per policy typically required a higher administrative effort per premium dollar than whole-life policies.

Just as strikingly, another feature of table 2.2 appears to be broadly representative of within-industry performance differences: There is only limited convergence in productivity levels between leading companies and their less efficient competitors. (An equilibrium model explaining why that might be so was presented in the appendix to this chapter that was included in the unabridged version of this book.) Baily et al. (1992) and others (see, e.g., Dwyer 1998) typically find that rates of convergence for productivity levels across firms within an industry are very slow indeed. Leading firms with successful learning environments appear to increase productivity at rates which are comparable to those of their less efficient competitors despite being necessarily nearer the industry production possibility frontier. These firms seem more capable of learning.¹¹
Of course, to remove redundancy, leading-edge firms are also likely to be operating well below what might be feasible, even with reasonable levels of investment, say, in engineering or new technology. This highlights a point of general relevance: the distinction between learning involved in moving toward the leading-edge technology and learning by those at the frontier may be less than is commonly thought. Moreover, even advances in leading-edge technology are typically the result of small improvements—not big innovations of the kind covered by the patent system. They are the result of learning—learning from doing and learning from others, figuring out what ideas and practices in other industries, for instance, are relevant to, or can be adapted to, the industry or enterprise in question.

The inescapable conclusion from this firm-level data is that most firms operate well within their industry production possibility frontier. But if firms operate inside their production possibility frontiers, then it follows that economies as a whole operate below their levels of optimal output. The potential for learning-driven output growth is clearly apparent in the microeconomic data.

3. Evidence from Episodes of Rapid Productivity Increases

The existence of this unexploited potential productivity is confirmed under some special historical circumstances where there was a sudden necessity to increase output. For example, a labor agreement in the U.K. engineering industry in the 1980s provided for a workweek reduction from five to four days at proportionately reduced wages. The idea was that employment would increase so that the available work would be spread among more union members. In response, process changes at the firms, forced to accommodate new working schedules, led to further significant reductions in employment despite increasing industry output.\(^\text{12}\)

Another firm-level example of unexploited productive capacity can be seen on the occasion of a strike at the New York Telephone and New England Telephone companies in 1989. The firms had 80,000 workers prestrike; of these, 57,000 went on strike. During the first week of the strike, 22,000 of the 23,000 managers were assigned to cover for the missing union members. Their learning curve was so sharp that during the second week of the strike, half of these workers (11,000) were able
to be reassigned to their original jobs and all the prior management work continued to be performed. The only normal work not being done during this second week was residential phone installations that involved rewiring the network and some new plant construction. Both functions could have been completely covered by hiring an additional 3,000 workers (using prestrike industry productivity norms). Under the special pressures of the strike, 26,000 workers fulfilled the role of 80,000 prestrike workers, a threefold increase in productivity. The evidence again argues for a substantial gap between where economies typically operate and the true frontier of potential production.

The fact that it is possible to increase productivity quickly—without dramatic changes in technology or inputs—provides further evidence for the potential role of learning.13 If firms were indeed achieving their full productive potential, then further improvements in performance should be relatively slow, steady, and positive. Changes in the quality of a firm’s labor force take place only slowly; most employees do not turn over during the course of a year, and new employees tend to have qualifications similar to existing ones. Capital additions during any particular year also tend to occur at a relatively stable rate and change the existing stock of capital only marginally. Finally, dramatic technological breakthroughs are rare, and firms most often adopt proven technologies rather than transformative leading-edge new ones.

In practice, however, productivity growth at the firm level tends to be highly episodic. The question is, why are such opportunities recurrently available? A firm on or near its production possibility frontier should not be able to achieve such sharp short-term improvements in operations (usually without significant investment or employee turnover), and it shouldn’t be able to achieve such cost reductions repeatedly. All of this strongly suggests that productivity shifts at the firm level often, or even typically, consist far more of movements toward the production possibility frontier than of movement in the frontier itself.14

**Macroeconomic Episodes**

At the macroeconomic or sector level, there is also strong evidence of the disproportionate importance of “learning” environments. The most compelling example of this was the performance of the United States economy during World War II. Notwithstanding the massive shifts in production to war material and of manpower to the armed
forces, output of consumption goods actually increased between **1941**, by which time mass unemployment had largely disappeared, and **1945**.

Another major example is suggested by the performance of the U.S. manufacturing sector between the **1970s** and early **1980s** on the one hand and the late **1980s** and **1990s** on the other. Between these two periods, the annual rate of growth of U.S. manufacturing productivity rose from **0.9** percent to **2.9** percent. The improvement coincided with a marked rise in U.S. real interest rates (normally associated with less investment in technology) and government deficits, a decline in U.S. research and development spending, and no detectable improvement in the performance of U.S. education (as measured by standardized tests). At the same time, it cannot be attributed to the availability of new technology. Such technology would have been equally available to other G7 economies. Over the period in question, the U.S. improvement in annual manufacturing productivity growth was **1.9** percent higher than that of the other G7 countries. The improvement was thus a U.S., not a global, phenomenon. What seems to have changed in U.S. manufacturing was an intensified focus on improved operations management through the rigorous implementation of procedures like benchmarking, total quality management, and reengineering—in our language, an intensified focus on learning. America seemed to have learned how to learn.\(^{15}\)

Table 2.3 illustrates that something similar took place in the U.S. economy as a whole during subsequent years. After decades of productivity growth at rates well below those in Europe and Japan, U.S. productivity growth performance outstripped that of all these rivals in the years between **1995** and **2001**. And again the relative changes involved were not related to changes in either capital accumulation (U.S. investment rates were little changed\(^{16}\)), educational improvements, or formal R & D spending. They appear to have been rooted in improved learning in the United States.\(^{17}\)

### 4. Alternative Theories of Growth

So far, we have presented convincing evidence that economies and firms operate well below the production possibilities frontier—what they could have produced, given the current state of knowledge, the best practices that are available within the economy—and that much of
the growth in productivity can be related to moving toward the frontier. While this is especially true in developing countries, it is even true in advanced industrial countries, highlighted by the marked differences among firms within the same industry in the same country.

We have suggested, moreover, that much of what occurs in this process of moving to the frontier can be described as “learning,” catching up to best practices.

A standard analysis breaks down increases in productivity (output per worker, say) into two parts: How do we move economies to the frontier, and how do we move the frontier out? By the same token, policy analysis focuses on why the economy might be below the production possibilities curve (looking for reasons other than learning, with a focus on static inefficiencies), and why it might not be moving the frontier out in the optimal way. Such an analysis begins with the presumption that well-functioning economies operate at or near this frontier—as opposed to the presumption suggested in the first part of the chapter that even in a well-functioning economy, most or, indeed, even all firms operate well within the frontier of what is possible. In traditional approaches, learning plays little or no role, and, if it occurs, it is simply exogenous, that is, goes on independent of anything we do, how we structure the economy, how we restructure firms, and so forth. All firms have access to and make full use of all relevant knowledge.
In the traditional perspective, moreover, the only reason that firms would not operate at the frontier is if the government imposed distortionary taxes or regulations or did not prevent monopolies.\(^{18}\) (There are a few other instances in which markets might “fail” to produce efficient outcomes, such as pollution, where one firm’s pollution damaged another firm, but these too typically were given short shrift, particularly because they are easy to resolve, at least in principle, simply by imposing optimal corrective taxation [abstracting from the difficulties of politics]. Externalities mattered not so much for producers as for consumers, who might live a shorter life as a result.) A first task of policymakers, then, is to eliminate these sources of allocative efficiency.

However, dating back to the work of Harberger (1954), there has been a strong sense that the loss in welfare arising from these distortions is small. Hence these interventions, while beneficial, have impacts which are an order of magnitude smaller than the effects of movements in the frontier as well as those arising from macroeconomic disturbances, the periodic recessions and depressions that have plagued capitalism since its beginning and which leave large amounts of resources idle (so the economy is operating well below the production possibilities curve).\(^{19}\)

Moreover, a movement toward the frontier results in a one-time increase in GDP, not a persistently higher level of growth. Even small increases in such growth rates—in the pace at which the frontier moves out—can, in the long run, lead to far larger increases in long-term GDP than the elimination of allocative inefficiencies.

**Moving the Frontier Out by Investments in Capital and People**

In the standard theory, then, sustained increases in standards of living, at least within developed countries, are largely associated with investments in capital and people that move the frontier outward. Within the United States, for instance, public discourse about the challenges of slow growth and the loss of international competitiveness have focused on increasing the amount and quality of physical and human capital. Concretely, discussions have centered on the quality of education (viewed as the major impediment to increases in human capital) and low levels of savings (the household savings rate reached near zero in the years before the 2008 crisis).
But Solow’s brilliant 1956 paper laid to rest the view that higher savings and investment rates (including investments in human capital) would lead to sustained higher growth rates. He showed that a higher savings rate would lead to higher levels of per capita income but not permanently higher growth rates. The growth benefits might last longer, but the costs were more apparent than those associated with improving allocative efficiency. While the latter were typically described as (potential) Pareto improvements—in which everyone, now and in the future, could be made better off—the former entailed sacrificing current consumption for higher future consumption.

Hence, in the absence of a market failure, there is no presumption that individuals will save too little—that growth will be too low even in the short run. Whether increasing growth was socially desirable depended on intertemporal judgments—weighing the higher standards of living of future generations against the lower standard of living of the current generation. When, because of technological progress, future generations are likely to be much better off than the current generation in any case, it is not always convincing to ask further sacrifices of today’s workers.

Conceptually, even with a low savings rate, there were two other ways of increasing GDP, the production that occurred within a country, within the standard paradigm. One was to import capital, though the benefits of the increased domestic output might accrue largely to the suppliers of capital. Within developing countries, there was much discussion of what they could do to attract more investment, from taking actions which ensured that the citizens of the country would receive ever less of the benefits of growth (e.g., as a result of tax holidays and land and other grants), to eliminating artificial impediments to the movement of foreign firms into the country. In some cases, so enthusiastic did governments become in recruiting investment that they “gave the company store away”; that is, while GDP went up—the value of what was produced inside the country increased—GNP, the income of the citizens, decreased. It is the latter (correctly measured) that matters, of course, and in many cases once the environmental and health effects were taken into account, the benefits to those living in the country were even more negative.

In these circumstances, it is not surprising that foreign direct investment in some areas can generate enormous opposition. Later in this book, we will explain why this neoclassical analysis leaves out one of the
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most important potential benefits—those associated with learning—but that these learning benefits won’t necessarily come on their own: policies have to be designed to maximize them. And some international agreements are designed to limit the benefits that can accrue to developing countries. In some arenas, the net learning benefits may even be negative; that is, from the perspective of learning, given the constraints imposed by these international agreements, the country might be better off without (at least some of its) foreign direct investment.

There is a second way to improve the outward movement of the production possibilities curve with a given rate of savings, and that is to improve the allocation of capital—how it is deployed. In the standard neoclassical economy (which is serving as a foil to the learning economy that we analyze here), capital goods are allocated efficiently, or at least would be in the absence of government distortions. One could not obtain more growth from the given level of savings.

In short, we have argued that prospects for sustained increases in growth rates under the traditional neoclassical perspective are limited. There is a once-and-for-all gain as a result of eliminating static inefficiencies. If these are eliminated quickly, there is a rapid increase in growth while they are being eliminated, but then growth slows down to the rate at which the production possibilities schedule moves outward. Even the “growth” perspective focusing on increased savings has limited growth benefits, and these have to be offset by the significant costs associated with sacrifices in current consumption. Traditional analyses provide an uncompelling case for government intervention to increase the savings rate, and therefore even growth in the short run.

The one argument for government intervention that we have raised (beyond the direct role of government in enhancing societal learning, which is the focus of this book) is itself beyond the neoclassical model; it is that markets by themselves may be associated with inefficiencies in the allocation of capital and excessive instability. But even here, we argue that the standard analysis does not fully capture what is going on. Chapter 4 explains why instability is adverse to learning. There is thus a further long-run benefit to government policies directed at stabilizing the economy—not only do such policies result in fuller and more efficient utilization of resources, they may lead to systematically higher rates of productivity increase.
Reexamining Conceptual Foundations

Our analysis calls into question not only the traditional frame for parsing the sources of economic growth but even the underlying notion of a production possibilities schedule. If we assume that it represents the maximum level of output of, say, one product, given the output of others, given the state of knowledge of each firm, then it subsumes the knowledge of each market participant. It begs the key questions of why differences in knowledge persist, what can be done to reduce the gaps, or what limits the scale of production of, say, the more efficient firms.

Many years ago, Nicholas Kaldor similarly argued against the notion of a production possibilities schedule for a firm—and, by implication, for an economy, on a somewhat similar basis. He suggested that a firm typically had knowledge of its own production processes and knowledge of some nearby deviations. To be sure, there might be markedly different capital-labor ratios for which technologies could be developed, but such technologies did not exist and could only be brought into existence by investments in engineering (see Atkinson and Stiglitz 1969).

By the same token, the traditional approach encourages tautologies, such as treating differences in the knowledge of workers which might affect their productivity as differences in human capital. By definition, then, outward movements of the production possibilities curve as a result of learning are transformed into outward movements of the curve as a result of the accumulation of human capital. One might argue that this is a distinction without a difference; but there is a difference: Here (as we shall emphasize shortly), we want to understand the learning process. Are there, for instance, ways of organizing the work experience that accelerate the learning process? Is there something that can be done to enhance the learning capacities of individuals? What are the trade-offs? What does a firm, or a society, have to give up if it is to become more dynamic?

5. Concluding Comments

It follows from the analysis of this chapter that it is possible for countries to increase their rate of growth, if not permanently, at least for an extended period of time, well beyond that associated with a one-time
improvement in allocative efficiency, or even beyond that associated with an increase in the savings rate. (In some of the models we construct later, we are able to show that countries can permanently increase their rate of growth.) The way they can do this is to create a learning society. For developed countries, this means ensuring that all firms learn quickly to improve their productivity, as best practices themselves improve, so that the gap between average and best practices is reduced; distorting resource allocations toward sectors with more learning and more learning spillovers; and investing more in R & D and in learning to learn. For developing countries, it means doing all of this, but with an eye mostly on closing the gap between their firms and best practices in the advanced industrial countries. Some resource allocations have more potential for doing so than others; the learning generated in some sectors and with some technologies has a greater potential of generating spillovers to others and enhancing societal learning capacities.

As we have emphasized, the fact that as firms move toward the frontier, the frontier itself has moved out means, of course, that the gap between best practices and average practices is never eliminated: learning is a perpetual process. And as we have suggested at a number of points, there may be less to the distinction between the two types of learning—moving the frontier out and moving closer to the frontier—for there is typically room for improvement in even the industry leader, and it may have something to learn from other firms both in its industry and in others.

This book focuses on learning as the basis of sustained growth and development, either to catch up with the best practices or to improve upon them. This chapter has presented micro- and macro-evidence supporting in particular the proposition that the productivity of firms and economies is well below what it might be, given the extant state of knowledge, and has highlighted the importance of learning in closing that gap. The appendix to this chapter (not shown here but included in the unabridged version of this book) constructs an equilibrium model in which it is optimal for some firms always to remain at some distance from best practices. There is always a knowledge gap. The next chapter takes a closer look at how learning takes place and the determinants of the pace of learning, the critical ingredients in creating a learning society.
A “LEARNING society” perspective takes a very different view of growth and development strategies from the standard neoclassical approach in several respects. It begins, as the last chapter explained, by focusing on the knowledge embedded in individuals, firms, and in society more generally—and how that knowledge changes, is transmitted, and is put to use. It recognizes that the state of knowledge of each individual in the economy can be (and typically is) markedly different. Knowledge, like information, is asymmetric. Each individual knows things that others don’t. From the perspective of the individual, an advance in his or her knowledge is simply knowing something that he or she had not previously known. Indeed, in perhaps most cases, the knowledge that an individual obtains is already known (in some sense) by someone else; in a few cases, the knowledge that an individual obtains may not be known by anyone else, at least in a form which is easily recognizable. While the consequences of information asymmetry have been extensively explored over the past forty years,¹ the consequences of differential knowledge have not.²
Creating a dynamic learning society has many dimensions: individuals have to have a mindset and skills to learn. There has to be some motivation for learning. Knowledge is created by individuals, typically working within organizations, and transmitted to others within the organization. It is then transmitted from one organization and individual to another. But the extent, ease, and rapidity of transmission of knowledge is itself one of the central features of a learning society: for the new knowledge spurs new thinking; it is the catalyst as well as the input out of which new ideas and creativity emerge.

Some societies are better at learning than others—both in ensuring that the gap between best and average practices is smaller and in the pace with which the knowledge frontier moves out.

This chapter explores some of the elements that make for a learning society, asking how we can create an economic architecture that facilitates learning. Conventional discussions, especially among certain policy circles, focus too narrowly, for instance, in providing better incentives through greater appropriation of returns through stronger intellectual property rights (IPR). Not only is this view too narrow—as we explain later in this chapter, nonpecuniary intrinsic incentives may play a more important role in motivating learning than IPR—but it may be misguided, with stronger IPR encouraging secrecy and impeding the transmission of knowledge. As we showed in appendix A to chapter 5 of the unabridged version of this book, the result may be that innovators take more out of the pool of opportunities than they contribute, resulting in a smaller pool of opportunities and a slower pace of innovation. This book will explain how many other aspects of the legal, institutional, and policy framework affect learning—including not just education and labor market policies, but also trade and industrial policies.

The first three parts of the chapter discuss what is to be learned, the process of learning, and the determinants of learning. We provide a taxonomy of the basic ingredients to a learning society. The next parts of the chapter look in depth at two of the major determinants of a learning society—spillovers and motivation. After then discussing some of the important impediments to creating a learning society, the final section of the chapter analyzes some of the key trade-offs in the design of a learning society.

Much of learning occurs within firms. The next chapter uses the ideas developed in this chapter to examine more closely what enables some firms to learn better than others and to explain why policies that
help promote the industrial sector are likely to be particularly conducive to creating a dynamic learning society.

1. What Is to Be Learned

Most of this book focuses on learning how to use inputs better to produce outputs: how to increase productivity, getting more output per unit labor, capital, energy, or other resource inputs.

When we think of societal learning (and a society’s learning capacities), we need to think broadly, not just in terms of particular production processes, upon which much of our discussion so far has focused. Societies also have to learn what products are best suited for their environment, an environment which is always changing, as both preferences and market conditions change. Sometimes, it is best to think of the outputs as certain “services” that are enjoyed by consumers, and innovation consists of new products that provide these services in better and less expensive ways.

*Learning about Comparative Advantages*

Some individuals in society are more capable than others, or at least better suited for particular jobs. Part of the role of the education system is to identify these absolute and comparative advantages. But some education systems perform these “learning” tasks better than others (see, e.g., Stiglitz 1975b).

*Learning to Manage Organizations and Societies*

One of the most important aspects of learning is learning to “organize,” to manage collectivities of individuals. Large organizations can do things that small organizations can’t, but managing large organizations requires knowledge that is different from that associated with managing small organizations. One of the main advances of the twentieth century was figuring out how to manage large research projects—divide tasks into components that could be undertaken by different groups, with pieces that could be subsequently put together.

In each arena of our society, there has been learning that has enabled our complex society to function. Keeping accounts is
necessary for the functioning of a modern firm and a modern society. Thus, learning about accounting is essential; and keeping accounts for large organizations or in a modern large economy requires ever more complex systems.

Our complex society could not function without regulations, either. But again, there is considerable scope for learning—learning, for instance, how to regulate in ways which control externalities without imposing undue costs. The failure of banking regulations—both to ensure that financial markets perform the societal functions that they are supposed to perform and that they not impose the enormous adverse externalities that they did in the crisis of 2008—shows that there is still much to be learned. This is part of a broader theme: learning how to make markets act like markets are supposed to behave.

This book argues that there are a number of government policies that could foster creating a learning economy and society. But managing these policies well may not be easy; there will have to be a learning process. Part of the learning process will be failures; decisions will be made which, at least in retrospect, look wrong or misguided. The conclusion that one should reach from these failures is not that the policy should be abandoned, but that one has to learn how to better manage the policy.

The crisis provided an illustration. It showed that monetary policies, as they had been formulated in the United States and many other countries, were badly flawed. Inflation targeting would not necessarily lead to macroeconomic stability. Financial markets were not necessarily very good at self-regulation. It was at least equally important that Central Banks focus on financial stability. (Indeed, it provided another lesson for developing countries: some of what they had learned from the developed countries as “good” policies and institutional frameworks was itself misguided. Some of the problems that they had experienced were not because they hadn’t done a good enough job learning what was required to manage an economy well; it was because what their teachers had been teaching them was wrong.)

But the lesson to be learned from the failure of, say, America’s monetary policy and institutions was not that monetary policy should be abandoned and the central bank shut down. Rather, it was that monetary policy and the central bank should be changed. In particular, we argue here that there is an important role for industrial policies—policies designed to promote certain sectors and/or
technologies. There have been failures of such policies. But there have also been notable successes. Countries will have to learn how to do a good job at conducting these policies, including what kinds of institutional arrangements are most conducive to success. But just as one can only learn how to better produce steel by producing, one can only learn how to conduct industrial policies by having such policies. There has to be learning by doing.

Firms and societies have to learn how to compete. They have to learn how to export as well.

In short, everything we do—as individuals, as organizations, as societies—requires learning. Things can be done better; we can be more successful in accomplishing our ends—in ways which require less resources and less time.

*Learning Capacities and Learning to Learn*

Not only do firms (and societies) differ in their ability to transform inputs into output (i.e., they differ in their knowledge), they also differ in their ability to learn. Some individuals, firms, and countries are quicker at picking up changes that have occurred elsewhere, discovering knowledge that might be relevant, and adapting technology to their circumstances.

But just as knowledge itself is endogenous, so is the ability to learn. Some economic activities (conducted in certain ways) not only facilitate learning, they may facilitate learning to learn.

Paul MacCready’s attempt to design a human-powered flight vehicle illustrates a recent instance of “learning to learn.” He realized that key to designing such a vehicle was learning to learn. Previous attempts involved large investments based on often well-conceived theories, but when the vehicle crashed, there was no opportunity to make refinements. He focused on how to build a plane that could be rebuilt in hours. That enabled him to learn, to correct mistakes at reasonably low costs, and in short order, he was then able to construct the desired device.5

Learning abilities can, of course, be specific or general, and there may be trade-offs between the two: Some individuals may have an ability to learn quite generally, while others have developed more focused capacities. We can direct our efforts at enhancing specific learning abilities—that may serve an economy well if it is pursuing a narrow niche; or efforts can be directed at more general learning abilities, which may serve it well in periods of rapid transition and great uncertainty.
Learning for Development

Within developing countries, skills that are of especial relevance but particularly scarce are those associated with entrepreneurship. One of the attributes of good entrepreneurs is their ability to learn and adapt. Some societies do a better job at learning who is better at this kind of learning, of selecting potential entrepreneurs.

So too, developing countries have to learn what products they are best capable of producing and are best suited to their conditions (see Hoff [1997] and Hausmann and Rodrik [2003]; later in the chapter, we discuss these issues further).

One of the key problems facing many developing countries is that they are exposed to high levels of volatility, and they have weak institutions for coping with this. Learning to manage risks is thus also important for successful development.

2. The Process of Learning

Some learning is a result of explicit allocation of resources to research and development, but much learning is a by-product of production and investment.

Learning by Doing

We learn by doing. We learn how to produce more efficiently by producing—and as we produce, we observe how we can do it more efficiently. There is ample empirical evidence supporting this hypothesis at the micro-level, both before and after Arrow’s classic work. Much of the formal analytics of this book is predicated on the assumption that much learning occurs by doing. While this assumption greatly simplifies the analysis, it is a straightforward matter to extend the model, and at a few points, we show how this can be done.

How much we learn by doing is affected by how we do what we do. If we consciously experiment on the job, looking for alternative ways of doing what we are doing, we are likely to learn more than if we passively wait for a eureka moment, when we have a brilliant insight about an alternative way of doing what we have been doing.

Arrow’s model itself linked learning with investment. Many advances in technology are embodied in new capital goods (Solow 1962b). The
more “machines” that are made, the better the machines and the higher productivity. But interestingly, much of the cited evidence on learning by doing relates learning more directly to production, for instance, to the number of airplanes constructed.

But investments can promote learning and productivity improvements in other ways as well. Technological knowledge is embodied in machines, and a machine constructed for one purpose can often be adapted for quite another. It is not an accident that the Ohio Valley (stretching up to Michigan) gave rise to innovations in bicycles, airplanes, and cars. While the products were distinct, the development of these products shared some of the same technological know-how. This illustrates the principle that it may be difficult to identify ex ante what are “nearby” products, products such that advances in learning in one affect the other. (We will return to these themes later.)

New machines can also be a catalyst for learning. Computerization provides an important example. In the process of computerization, firms had to rethink their business operations, to codify much of what they had done without thinking. Through that process, they came to learn, to think about how much of what they did could be done better.

So can new production methods be a catalyst for learning. Just-in-time production not only served the function of reducing inventory costs. But following the motto “you only find out who is swimming naked when the tide goes out,” just-in-time production exposed problems in the production process, forcing firms to address them. In a sense, it forced learning.

It follows from the fact that we learn by doing, that what we do and how we do it affects what we learn and the evolution of our economy and society. When a society focuses on learning how to save labor, reducing the labor input per unit output, it increases its capacities for this type of learning; conversely, if it chooses to focus on learning how to reduce the environmental footprint of products and production, its learning capacities in that direction can be enhanced.¹⁰

Learning by Learning

Just as we learn by doing, we learn to learn partly by learning. Hence, there may be a virtuous cycle: Countries that have managed to advance technology, providing more opportunities (and a greater necessity) for learning, may simultaneously enhance the ability to learn.
Learning from Others

We also learn from others, both in formal education and, even more importantly, in everyday contact with others. Knowledge is embodied in people and is transmitted by contact among people. This is especially relevant for what is called **tacit knowledge**, understandings that are hard to codify, to articulate as simple prescriptions that can easily be conveyed through textbooks or classroom learning. Workers move from firm to firm and thus convey some of the learning that has occurred in one firm to those in others.

Equally importantly, what we learn from others (or from achievements of others) can be a **catalyst** for our own learning: it may lead us to ask new questions or to see things in a slightly different way, and the result of this may be new insights, new learning.

Knowledge is also embodied in firms that supply inputs to multiple firms. What they learn in dealing with one firm in one industry may be relevant for another firm. There can be backward, forward, and horizontal linkages (Hirschman 1958).

The structure of the economy (including policies and regulations) affects the extent to which learning from others occurs. An economy with more mobility and openness is likely to be one in which there is more such learning. Some labor contracts are designed both to reduce mobility and to reduce the scope for ideas to be transmitted through mobility. Universities have traditionally been structured to maximize the extent to which there can be learning from others. More recently, however, the intrusion of IPR through the Bayh-Dole Act (which enables universities to appropriate some of the returns to research which goes on within them) may have provided increased incentives for secrecy and for less openness. On the other hand, the Internet has provided a technology which has facilitated learning from others.

More openness and mobility affects the flow of information through society, but it may have adverse effects on incentives to learn. This is another example of a kind of trade-off that is pervasive in the analysis of learning economies. In later chapters, we will show that the market solution—for instance, the level of mobility that results as part of a Nash equilibrium in which each firm tries to recruit workers from others but imposes restraints on others from recruiting from itself—is not in general efficient.
A Learning Economy

One of the objectives of industrial policies (broadly construed, as described earlier in this book) is to facilitate learning from others. This is especially true in agriculture, particularly in developing countries, where “model farms” have sometimes been used to help disseminate best practices. One of the objectives of colleges and universities has traditionally been to facilitate learning from each other.

Learning by Trade

Trade, of course, facilitates interactions and thus learning. Advocates of free trade suggest that expanding trade is important because it facilitates learning. Successful exporters have to learn what it is that customers want; they have to learn about what competitors are supplying and figure out how to outperform. Domestic producers exposed to foreign competition from imports have to learn how to compete—how to produce products that are at least as good as those by foreign competition. More broadly, opening up to the rest of the world catalyzes learning and provides contacts from whom one can learn.

Later, we will explain why some trade restrictions may actually enhance societal learning. In making this argument, we are not arguing for autarky; we are not even denying that there are learning benefits from trade. What we are saying is that there are also learning benefits from domestic production and that the free trade literature has essentially ignored these benefits. We are also arguing that in assessing the learning benefits from trade, one has to be more precise in the analysis: (1) What are the sectors/products/technologies being traded? (2) What are the learning spillovers from abroad to the domestic agents? (3) What are the learning spillovers from those domestic agents to the rest of the economy? (4) What is the counterfactual learning: If the product had not been imported, or imported to the same extent, what is the level of learning that would have occurred? With what spillovers? Could the government have shaped the domestic production (e.g., the choice of technology) in a way which enhanced learning, more effectively than it can shape learning that is brought about through trade?

In the simple models presented in later chapters, we provide unambiguous answers to these questions, showing that there are contexts in which trade restrictions can help promote learning and hence raise long-run living standards to a far higher level than would have been achieved through free trade.
Changes in technology affect what and how we learn (and what and how we should learn). One might caricature the “old” learning model as one in which the teacher pours knowledge, viewed as relevant at the time the kid is going to school, into the brain of the child, which he will then draw upon the rest of his life to solve problems. This model was never fully appropriate: at least the better schools prided themselves in also providing analytic skills critical for problem solving.

More recent years have seen a shift in focus to lifelong learning, with the recognition that what one is going to need to know in twenty years can’t be adequately anticipated today. But the Internet and the vast store of knowledge instantaneously accessible there has changed matters further. Why store in the brain information that can be accessed in a moment? Some suggest that all that one needs to store in the brain is knowledge relevant to accessing information quickly, but that is clearly wrong. There is a plethora of information that flows over the Internet, and one must constantly make judgments about the quality (veracity) and relevance of the information. One must put the information received into context and be able to use it in conjunction with other information.

By the same token, much of what goes on in the workplace is constantly changing, and employers do not expect employees to come to them equipped to be a fully productive member of the workforce. The expectation is that there will have to be on-the-job training—and this on-the-job training will be ongoing. Hence, we can think of our lifetime education system as consisting of two parts, a formal part (“schools”) and an informal part (“jobs and elsewhere”). The two are complementary as much as they are substitutes: if the first does its job well, it increases the returns to expenditures by the second. But unfortunately, there is little coordination between the two, at least in most countries, and hence formal schooling is often of limited relevance to on-the-job learning in many sectors.

What should be clear is that changes in production and knowledge technologies have altered the way we do and should learn, and a well-functioning learning society adapts itself to these changes.12

In the previous section, we discussed the learning associated with trade. But that too can be affected by technology. If a country produces a complex product (like an automobile), for which it imports most of
the parts but makes some of the parts locally, there is some learning associated with the manufacturing of these local parts. But when the technology becomes highly complex, all of the components may be made and assembled abroad; even the technology for assessing whether the object is working effectively may be imported from abroad. There may be learning associated with how to use the technology but little learning relevant to production. The extent of spillovers may be lower, and thus the learning benefits of trade may be reduced.

3. The Determinants of Learning

A central thesis of this book is not just that learning provides the key explanation for the remarkable increases in standards of living in the past, but that the rate and direction of learning is endogenous, differs across countries and over time, and can be affected by the decisions of individuals, firms, and governments. The central policy issue of this book is how to enhance learning—how to create a learning economy and society.

With our previous discussion of the objectives and processes of learning as background, this section provides a taxonomy of the major determinants of learning: (1) learning capabilities; (2) access to knowledge; (3) the catalysts for learning; (4) creating a creative mindset—the right cognitive frames; (5) contacts—people with whom one interacts—which can catalyze learning, help create the right cognitive frame, and provide crucial inputs into the learning process; and (6) the context for learning.

Learning occurs at all levels within a society—individuals learn, but so do enterprises, and even governments. More generally, there may be “social learning,” changes in societal beliefs that lead, in turn, through the political system, to different public actions.\textsuperscript{13}

The analysis of these determinants provides the crucial ingredients for the design of a \textit{learning architecture}: designing structures (e.g., firms, institutions, and frameworks in which they interact), policies, and societies more generally that promote learning and innovation. While some firms—the most innovative ones—have worried about how to design themselves in ways that promote learning within themselves,\textsuperscript{14} surprisingly—given the importance ascribed to innovation in modern capitalism—the subject of how to design the overall economy
to promote innovation has been given short shrift. The objective of this book is to fill this lacuna.

**Learning Capabilities**

The most important determinant of individuals’ learning is their capabilities, their ability to learn, and perhaps the most important determinant of that is education. As we emphasized earlier, individuals have to learn how to learn. Well-designed education systems (not those focusing on rote learning) are concerned precisely with learning to learn. As we have noted, modern education and labor market policies focus on “lifelong learning,” enhancing the ability to adapt to an ever-changing marketplace. This facilitates individuals moving from one firm to another, with large private and social benefits to the ensuing flexibility. Since much, if not most, economically relevant learning occurs on the job, not in formal schooling, one should see formal education and on-the-job training as complements, with the former designed to enhance the productivity of the latter.

Much of traditional economics focuses on education’s role in increasing human capital, the stock of knowledge embodied in individuals. It is typically measured by years of schooling. Our emphasis is quite different. Years spent on rote learning might (or might not) increase the stock of (even relevant) knowledge and, in that sense, increase productivity, at least temporarily, until that knowledge becomes obsolete. But such schooling would not necessarily increase the ability to learn—increasing capacities for lifelong learning—and could actually impede it, especially if, as part of such education, there is an attempt to inculcate ideas that are antithetical to science.

Earlier, we emphasized trade-offs between static efficiency and dynamic gains. This is also true in education. In the short run, we might be able to impart more knowledge through an education system that demanded frequent testing of what students have learned and that focused less on enhancing analytic skills and cognitive abilities; but the learning capacities and creativity of those emerging from such an education system might be less.

**AGE STRUCTURE** Among the determinants of a society’s (or firm’s) ability to learn is its age structure—and possibly the age profile of its management structure. As the old saw has it, you can’t teach an old dog
new tricks. On average, younger individuals are more capable of (and open to) learning. In a sense, they have no choice: they have to learn the skills and knowledge that will enable them to succeed.

They also are likely to have greater incentives for learning. They are not invested in old ideas and ways of doing things; indeed, they even can have incentives to create new ways of doing things in which they excel. They have a lifetime to benefit from such learning, and such learning gives them a competitive advantage over those who are older.

One of the concerns facing Western societies (including Japan) is their changing demographics, in which the proportion of young people in the workforce will diminish markedly. The effects of this can be partially offset in economic systems in which there is a rapid pace of turnover of firms—with new firms, dominated by younger individuals, playing a vital role.

Access to Knowledge

All knowledge builds on preexisting knowledge. As Isaac Newton described his own path-breaking work, “If I have seen further, it is by standing on the shoulders of giants.” That is especially true in our fast-moving innovation economy, where producing a complex product requires solving dozens, perhaps even hundreds, of problems. That is why access to knowledge is key to learning and to the further advancement of knowledge. We have noted the special importance of this in the process of development, given the recognition that what separates developing from developed countries is more a gap in knowledge even than a gap in resources.

Many aspects of the design of the economic system affect access to knowledge. The open-source movement is motivated by a commitment to access. As we noted, universities and modern science too work hard to maintain a culture of openness which ensures access to knowledge.

Later (chapter 12), we will discuss the ambivalent role played by intellectual property: while it may provide greater incentives for undertaking research, it simultaneously restricts access to and use of knowledge.

Catalysts

Learning requires individuals and organizations to have the capabilities to learn, but individuals and organizations have to be spurred to
learn. In a learning society, individuals are exposed to many catalysts. We use the term catalyst deliberately. As we have noted, much knowledge (innovation) builds on other innovations. But sometimes, one idea can incite new ideas—even if the new ideas do not “use” the old idea or build on it directly. In that sense, they are like a catalyst—a chemical that facilitates a reaction but is not itself used (or used up) in the process.

We learned from the discovery of rayon that it was possible to create (at affordable prices) synthetic fibers. Simply knowing this—even without knowing the precise way that rayon was constructed—can be an important spur to further learning and research. But we learn even more—we can be stimulated even more—from the disclosure of information that is contained in a patent application, even if, because of the patent, we cannot use (without paying for it) the patented product itself.

Advances in technology are among the most important catalysts to learning: We can learn more if there is more to learn. Policies, including government expenditures, that result in faster movements outward of leading-edge technologies mean that there is more for others to learn—if we do not impose impediments to their learning (e.g., through intellectual property).

Contacts

Earlier, we described the learning process, and central to the learning process is people learning from other people. These interactions both provide the knowledge input that is the basis of learning and provide the catalyst which enhances innovation.

Knowledge, in this sense, is like a (good) disease: it can spread upon contact. But some kinds of contact are more likely to lead to the transmission of knowledge than others. Some of the people who might possibly come into contact with the knowledge are “susceptible”; i.e., they are more likely to learn, to use the knowledge, and perhaps even to develop it further. And some types of economic structures can facilitate individuals coming into contact with each other—while other structures can impede contact. Universities and research institutes try to create an interactive environment to enhance the range and depth of contacts. Economic systems that encourage mobility may increase the extent of contacts that bring with them learning and catalyze learning. Structured interaction can be even better—that is, organizational
architectures that help bring individuals who might stimulate each other into contact. Some firms have policies of regularly shifting their employees, partly because in doing so, it facilitates the spread of ideas across the firm and promotes learning within the firm.

Traditionally interactions were largely affected by geographical proximity, and this helps explain the development of learning clusters—locales at which learning, especially in particular areas, occurs at a more rapid pace than elsewhere. The strength of these local interactions provides one of the main sources of agglomeration economies—why it makes sense for certain activities to congregate together in particular places. The “localization” of contacts and the ability to communicate provides one of the explanations for why knowledge moves more freely within a country than across national boundaries. Differences in language are a barrier to the movement of ideas; sharing a common education system can, by contrast, facilitate the movement of ideas. 22

One of the benefits of globalization is that it has expanded individuals’ exposure to new ideas. 23, 24 Contacts, of course, don’t have to be face-to-face; the Internet has vastly expanded the ability of individuals to communicate with each other, improving both access to knowledge and the possible range of contacts. 25

Cognitive Frames

Individuals and firms have to adopt a cognitive frame, a mindset, that is conducive to learning. That entails the belief that change is possible and important—and can be shaped and advanced by deliberate activities. 26 Part of the reason for the relative stagnation in living standards that persisted for thousands of years before the industrial and learning revolutions was that there was not this cognitive frame. 27 And of course, the absence (or slow pace) of change meant that these beliefs were self-reinforcing. In a world with little change, there are few catalysts to learning, and little effort is spent on creating change and adapting to it. And because people were so bad at adapting to change, because they had not learned how to learn and did not have the institutional structures that helped them bear the costs of change, there was often large resistance to change (e.g., the Luddite movement of the nineteenth century). 28

In the West, the Enlightenment—with its belief in science and rationality, careful experimentation, and close inference—was pivotal in creating the learning mindset. It represented a marked departure from a
mindset that saw truth as being revealed from on high. It is curious that while those in developing countries are striving to embrace the scientific method, in the United States, the country which has led the world in the development of technology, large swaths of the population cast aspersions on the results of modern science, most notably evolutionary theory and climate change.\(^{29}\) Policymakers trying to promote learning and the advancement of science and technology often seem to face the task of relitigating the Enlightenment.

How a learning mindset is created is a complex matter.\(^{30}\) Fundamental beliefs, such as those that we have been discussing (such as that change is desirable and can be created), are, to a large extent, social constructions. We believe what we believe partly because those that we talk to believe similarly. This can result in societal rigidities—it is hard for any individual to change his mindset on his own, or for any single individual to bring about a change in the collective mindset. But such changes are essential for development—for the transformation of countries from stagnation to growth, to becoming a learning economy.

At the same time, beliefs have to confront reality. A large gap between beliefs and reality provides a strong impetus for a change in beliefs. But ideas matter and have a life of their own. The spread of the Enlightenment and the scientific method was partly based on their ability to provide convincing interpretations of observations that seemed otherwise inexplicable, to make predictions that could not have otherwise been made, but it was partly based, too, on the power of the ideas themselves.\(^{31}\)

While we may not fully understand the spread of the “learning mindset,” what is clear is that education is pivotal. A well-designed education system can help create the right cognitive frame, but there are also education systems that can “inoculate” individuals against the Enlightenment and the development of a learning mentality.

**Context: General Observations on a Learning Environment**

Learning occurs in a context. Most learning occurs within a firm. Some environments (e.g., the culture of some firms or societies) are more conducive to learning than others. They can help create learning capabilities and a learning mindset and establish networks of contacts that provide strong catalysts for learning. Some environments can stifle learning, failing to develop learning capabilities, inhibiting the flow of knowledge, and
making it difficult to put to use learning that occurs, and because much learning, as we noted, is a result of “doing,” this inhibits further learning.

The extent of learning can be affected both by the macro-economy and by the structure of the firms in which individuals work. Later in this chapter, we’ll discuss two key aspects of the learning environment, spillovers and motivations, and we’ll discuss in greater detail some of the other more salient aspects of the learning environment in the next chapter. (Later chapters will discuss still other aspects of a learning environment, touching on social protection, labor legislation, and laws affecting finance and investment.) We note that both the macro-environment and the system of social protection—as well as the level of inequality and other attributes of the economic system—can affect learning. For instance, individuals who are preoccupied with survival or who face high levels of stress typically cannot learn as well as those who have a modicum of security. The prevalence of stress and anxiety is likely to be greater in societies in which there is a low level of trust.32

Here, we note that there may be multiple societal equilibria. More dynamic societies with larger change create a greater demand for learning; they reward those with learning capabilities more and incentivize individuals to acquire those skills and mindsets. Societies with little change put little value in these skills and thus fail to incentivize individuals to acquire them. The result is that there is little change. (Assume, for example, that some individuals are better in bureaucratic skills, others at innovation. There is one societal equilibrium which can be thought of as “bureaucratic,” where those who are better in bureaucratic skills thrive, and individuals within this society learn to better manage bureaucratic processes. Other societies become more innovative. In such societies, those with more innovative abilities prosper, relative to those who are better at managing bureaucratic processes, and individuals develop the learning capacities that enable them to prosper in such societies.)33

4. A Closer Look at Learning Spillovers

We emphasized earlier that there are important positive externalities from learning. Such spillovers are pervasive and large, and they are larger in some industries than in others. Obviously, markets will not take into account these externalities—a critical market failure which is at the heart of the analysis of this book.
Localized Learning

There are many aspects of learning spillovers. As Atkinson and Stiglitz (1969) noted, learning is localized: it affects production processes that are similar to those for which there has been learning more than it affects production processes that are markedly different. Improvements in a capital-intensive process of making textiles may have little impact on hand-loom technology. But the learning is not limited to a single process and related processes for a particular product. Innovations in one sector may benefit seemingly unrelated sectors, because the production of any good involves many stages, and some of the stages may involve processes that are similar to those used in another seemingly distinct sector. Sectors that are, in one way or another, more similar may, of course, benefit more. Indeed, the spillovers may be greater to other products using analogous technologies than to firms using dissimilar technologies within the same industry.

The spillovers involve more than learning about technology. There are especially important spillovers in methods of production. Inventory control and cash management techniques affect virtually every firm in an economy. Just-in-time production or assembly lines are examples of production processes that affect many industries.

There are, by the same token, “institutional” spillovers. The development of a financial sector suited to serve, say, the manufacturing industry may have enormous benefits to other sectors of the economy. Many of these spillovers can be economy-wide. Similarly, improvements in the education system, necessary for an effective industrial sector, too can have benefits for the service sector or the agricultural sector; indeed, the benefits are likely to be economy-wide.

The spillovers involve not just technologies but people. Improvements in skills in one sector have spillover benefits to other sectors in which analogous skills are employed.

The theory of localized learning suggests that spillovers may flow more naturally not only from one technology to other similar technologies but from one product to certain other products. This may due to institutional factors—people flow more frequently from firms producing one product to those producing another—or due to technological factors, related to the similarities in certain aspects of the production processes. Hidalgo and colleagues (2007) characterize the product space, attempting to identify where there are the most significant
spillovers, e.g., which sectors entail similar “capabilities.” Presumably, if two products entail similar capabilities, learning that enhances a particular capability in one sector will have spillover benefits to related sectors for which that same capability is relevant. Capabilities, in this sense, can include not only worker skills but organizational learning and institutional developments. They map out industries that seem related, i.e., where the development of one industry is associated with the development of another, but this describes the spillovers that exist under current institutional arrangements. It does not describe the spillovers that might occur under alternative institutional arrangements, e.g., with a more active industrial policy.

**Geographical and Cultural Localization**

There are other aspects of localization: geographic and cultural. Learning is geographically localized, in part, because knowledge relevant to one locale is less so to another. It is also localized because information flows are localized. When people are spread apart geographically, there is a less dense set of contacts, and because of language and cultural differences, communication may be less effective. Transportation networks, too, facilitate interactions, say, within a country rather than across national boundaries. Because learning itself is a complex process, one may be able to learn more easily from those who speak the same language and are attuned to how one thinks and perceives the world—and so there may be larger learning spillovers.

Thus, learning spillovers may be larger to countries (regions, locales) that are similar in some fundamental ways. This is obviously the case in agriculture, where agriculture improvements suitable for one locale may not be for another, where soil types and rainfall and other aspects of climate may be markedly different.

Geographical localization is one of the reasons that knowledge flows less freely across borders than it does within borders—something which should be apparent from the large disparities in productivities across countries and which is central to the analysis of later chapters.

While geographical localization means that some learning that is relevant in one locale will be less relevant in another, most changes in technology and many changes in institutional learning, however, could confer benefits across borders. The extent to which that is the case may depend on the level of skills (human capital) and the institutional arrangements.
In chapter 4, we will note another aspect of “localization,” the fact that knowledge or learning flows more easily within a firm than across firm boundaries. Multinational firms have facilitated the movement of knowledge across national boundaries—but often have been effective in restricting the flow of knowledge within firm boundaries, limiting, as a result, the benefits of foreign direct investment (FDI). Chapter 11 discusses government policies which can enhance the learning benefits that can be reaped from FDI.

Localized learning to learn Not only is knowledge (learning) localized, so too may be learning how to learn. Countries (firms) are likely to learn about this learning more easily from neighbors. It is not an accident, in this view, that Japan’s neighbors were the first to learn how to learn—they observed, and imitated, what Japan had done. This knowledge of learning how to learn then diffused around Asia. Korea was attentive to the policies that Japan had pursued that had allowed it to close the knowledge gap between it and the more advanced industrial countries. (Some of these policies will be the subject of subsequent discussion.)

There is another aspect of localized learning to learn. Learning involves specialized skills, and improvements in learning in one area may be at the expense of learning to learn in other areas. Western firms have learned how to save labor—even when there is a high unemployment rate, so there is a high social cost to such labor-saving innovation. But they have not done well in learning how to protect the environment and reduce their resource footprint.

Localized learning, conventional economic theory, and why history matters The fact that much learning occurs within a firm (or a country) and does not easily or costlessly move across (firm or country) boundaries has profound implications for conventional economic theory. It means that firms (countries) necessarily have different production functions. To assume that they have the same knowledge is as silly as assuming that they have the same factor endowments. Indeed, much of the modern theory of trade is predicated on the imperfect mobility of factors of production but the perfect mobility of knowledge (that is, it is assumed that production functions are the same); but the movement of knowledge across boundaries (whether of firms or countries) is even more difficult than the movement of
factors. Indeed, it is imperfections of information that represent the most important impediment to the movement of capital: if information flowed perfectly, it is arguable that so too would capital.

If, of course, at least some learning/knowledge never moved, then we could still approach the problem of resource allocation using conventional frameworks. Given the state of knowledge of each enterprise, we would allocate factors to ensure marginal returns are the same for each use. But a central message of this book is that that approach is misguided: we can affect the flow of knowledge; we can affect learning; these are affected by economic policies, institutions, the design of economic structures, and resource allocations (both sectoral allocations and choices of technologies).

The fact that learning is specific to a particular technology (a particular technique) means that, in a sense, the set of techniques available at any point of time is likely to consist of techniques presently used or used in the past. Of course, there are a range of techniques which, with additional investments, could be developed. But it means that, for practical purposes, the distinction between movements along an isoquant and “technical” change may be less important than is usually assumed.

It means too that history matters—in a way that is not the case in the standard model. Figure 3.1. shows an isoquant of a firm, entailing two techniques of production, a capital-intensive technique labeled A and a labor-intensive technique labeled B. The notion of localized technical change means that an improvement in A may leave B unaffected, and vice versa. Thus, common formulations of technological change, which see it as shifting the production function in some smooth way (reducing the input requirements for all technologies), are fundamentally misguided.

There are other elements of strategy: Though one can learn more easily “locally,” i.e., about products and processes that are similar to those that one currently employs, there is less to learn. Thus, we spoke earlier of the large knowledge gap between developing countries and developed. They have more to learn. If they can learn how to learn about these more advanced technologies, because there is more to learn, there may be more learning—higher rates of productivity growth. At a given set of learning capabilities, the relationship between productivity increases may be complex, e.g., exhibiting an initial phase of increasing returns with respect to the size of the gap (one can learn very little if
there is virtually no gap), a phase of diminishing returns and, finally, if the gap is too large, even decreased learning.

The fact that there is more to learn from more distant technologies but weaker learning capabilities poses a difficult strategic choice: Should one follow a strategy of incrementalism (small changes) or of a “big leap”?

The appendix to chapter 2 that was included in the unabridged version of this book described “equilibrium knowledge gaps.” There are large costs associated with overcoming knowledge gaps, and if the knowledge gap is too large, it may not be optimal to do so; that is, it pays a firm (country) to remain a laggard, absorbing knowledge (with a lag) as it filters down from those in technological leadership.
There is one further factor that may be relevant to a big leap: conventions, institutional arrangements, and mindsets are forced to change, thus facilitating the process of change. Rigidities in these represent a major impediment to learning and are the focus of the next section of this chapter.

5. Impediments to Learning

Earlier, we referred to the importance of the Enlightenment in helping create a learning society. But even within an enlightened society, there are barriers to learning at the individual, organizational, and societal level. Understanding these barriers—and doing what can be done to remove them—is central to creating a learning society.37

Biased Perceptions

Learning involves seeing what works and doesn’t work—learning from experience. In science, we learn through controlled experiments. In real-life situations, it is often difficult if not impossible for individuals to conduct controlled experiments. We attempt to make inferences from our experiences about what works and what doesn’t. But the inferences we make are themselves affected by our beliefs. What information we process, the way we process it, and the weight we give to various observations are all affected by our prior beliefs. The tendency to see the world through lenses that are shaped by our prior beliefs—to discount information which is inconsistent with those beliefs and to see information that is consistent with those beliefs as particularly salient—is called confirmatory bias (see Hoff and Stiglitz [2010] and the references cited there). The result is that we can live in a world which Hoff and Stiglitz describe as an “equilibrium fiction.” The world—as we see it—confirms our prior conceptions.

The notion that a belief system can be a fiction—even an equilibrium fiction—does not mean that it is necessarily bad. Long ago, Frank Knight (1921) argued that entrepreneurs systematically overestimate returns to innovation, or (to use more modern terminology) exhibit irrational exuberance. This irrational exuberance can be a major spur to innovative activity, offsetting in part the underinvestment that results from firms paying too little attention to the externalities to
which their innovative activity gives rise. The irrational exuberance
of the dot com bubble left in its wake a host of thriving enterprises
(such as Google) that might not have otherwise obtained financing. The excessive investment in fiber optics played a key role in spurring India’s technology boom, as the cost of interconnectivity fell dramatically (see Stiglitz 2006a).

At the same time, shorter term bursts of irrationality—fictions that come to be believed and are seemingly validated by the selective framing of evidence—play a key role in the booms and busts (both in credit and equity markets) that have marked capitalism from the beginning.

Belief Systems as Social Constructs

Belief systems themselves are to a large extent social constructs: What each individual believes is affected by what others believe. It is not just belief systems that are social constructs. The prisms through which we see the world are largely socially determined. (This is sometimes referred to as preconfirmatory bias.) Sociologists and anthropologists (such as Mary Douglas [1986]) have long argued for the need to incorporate belief systems into our understanding of how societies (including economies) perform. Firms are, of course, mini-societies, and understanding their behavior requires an understanding of the belief systems of the firm, a key ingredient in what is commonly called corporate culture.

Countries don’t exist in isolation, and not everyone within a country shares the same belief systems. Belief systems within a country are affected by those outside and especially so by those that are nearby and similar and with whom the members of the country are closely linked. So too for a firm. And if the linkages of members of a firm with members of other firms is more dense, the belief systems of outsiders have a greater impact; it is harder for those within a firm to have a belief system that is markedly at variance with those outside. With globalization, those in one country encounter, and have to come to terms with, other belief systems.

Cognitive Frames and Learning

Earlier, we discussed cognitive frames as a critical determinant of learning. Our cognitive frames affect whether we learn. There is a “learning” cognitive frame, and that enhances our ability to learn. In some societies
(in some firms), there is an attempt to constantly assess whether what is being observed is consistent with prior beliefs and models, and when it is not, to change beliefs and models. Other societies (firms) are far more conservative. More weight is given to inherited truths, and such societies resist evidence that contradicts those truths. (Some of our earlier discussion provides a partial explanation of the differences; societies with more educated individuals have a greater capacity to learn and are more likely to learn.)

Because what one individual believes is affected by what others believe, it is hard for belief systems to change. No individual or firm on its own can change societal cognitive frames; the result is that cognitive frames are a major source of institutional and societal rigidities. If a society is trapped into a belief system in which particular categories of individuals (women, individuals ascribed as lower caste or assigned to a particular ethnic group) are viewed as less productive, they will be treated in that way, there will be less investment in, say, their education, and their behavior may reflect that treatment (thus partially validating the differential treatment). Even if there were some isolated individuals who understood the notions we have just presented, including that of an equilibrium fiction and what gives rise to it, it would be hard for them to move the society to a different (say, nondiscriminatory or pro-learning) equilibrium. So too for a firm: Though the head of a firm may have disproportionate influence, what she can do is circumscribed by the beliefs of others within the firm, who almost inevitably are closely linked to those outside the firm, and the (head of the) firm will have at most a limited ability to change their beliefs.

These cognitive impediments to learning and change are reinforced by economic interests: Change always has winners and losers, and losers have an incentive to mount a challenge to the change. They have an incentive to see the world through a lens which sees the change in a less positive light.

Third, cognitive frames affect not only the extent of our learning but what we learn. As we argued before, those with a strong ideological commitment to a particular view will resist information that seems to contradict it—they will either totally ignore it or, if they can’t ignore it, discount it. The world is a complex place, and we can almost always put a spin on what we observe to make it consistent with prior beliefs—and this means that we can, at least for a long while, not learn from what is occurring.
In spite of these impediments to change and learning, change and learning do occur. The dynamics of change are themselves complex, affected by changes in the outside world (including changes in technology and advances in science) and by economic interests. But unlike naïve Marxians, we do not believe that economic interests alone drive change. Change is often affected by the evolution of ideas, and particularly of overarching beliefs. Once the Enlightenment notion that “all men are created equal” was accepted (however that idea came to be accepted, whatever the drivers), it was no surprise that it evolved in directions that brought within its ambit women and slaves.

The uber-ideology of the Enlightenment—the questioning of authority and the belief in meritocracy, the notion that change is possible and desirable, the respect extended to science and technology—have created preconditions that are favorable to the creation of a learning society and to learning institutions (firms) within our society.

Finally, not only is it possible for belief systems to change, belief systems are malleable—though not perfectly, and not instantaneously. Thus, over time we can help create a learning society. We can do this partly by understanding the limitations in our perceptions—how our perceptions and learning are shaped (e.g., by ideologies, by confirmatory and preconfirmatory biases). We can do it partly by creating a learning culture—a culture that respects and reflects science and the values of the Enlightenment, including the questioning of authority. We can do it partly by rewarding successful learning. Both the public policies described in this chapter and the policies pursued by individual firms can, if appropriately designed, assist in creating a learning society. By the same token, the wrong policies can impede the creation of a learning society.

**Impediments to the Transmission of Knowledge**

There are other impediments, both natural and “manmade,” to the creation of a learning society, most notably with respect to the transmission of knowledge. Knowledge does not diffuse on its own; it has to be transmitted and received, and there are barriers at both ends.

The previous section described some of the impediments to learning, to extracting information out of the cacophony of signals with which the individual is bombarded. There are also barriers on the “sending” side. It is plausible that a market economy engages in excessive secrecy
A Learning Economy

This, of course, has been the contention of the open-source movement. Collaborative research in the open-source movement is still economically viable, both because there are still economic returns (e.g., because of the tacit knowledge that is created by the learning/innovation process itself and from the advantages that come from being first in the market) and because there are important noneconomic returns to and incentives for innovation, which we will discuss briefly.

But these impediments are augmented by legal frameworks (including prosecutorial norms and decisions) that have been increasingly adopted. For instance, intellectual property regimes can not only create an impediment to the transmission of knowledge but encourage a culture of secrecy and a lack of openness. And while the disclosure requirements of patent laws have as their intent the dissemination of information upon which further innovation and learning can occur, in practice these requirements have been ineffectively enforced, and some firms (e.g., in software) actively promote weakening them. We will discuss these issues further in chapter 12.

It is worth noting that the “ideology” that emphasizes the comparative efficiency of the private sector in all matters, including research, and that stresses the importance of monetary incentives in promoting private sector activities, has in large measure led to these policies, the effect of which may in fact be counterproductive. This is itself an example of what may be an equilibrium fiction: Those who believe this believe that the “evidence” supports that belief. To them, any observed deficiencies in the performance of the economy must accordingly be traced to some government intervention. It was not the market’s irrationality that led to the housing and credit bubble, but rather government’s encouragement of home ownership among the poor. If the private sector appears less innovative than it should (or less innovative in one place than in another), it is because of government regulations that stifle innovation.++

The proclivity for secrecy by private firms may be only one of the reasons that the state has played a central role in creating an innovative economy and a learning society (see Mazzucato 2013). Innovation is very risky and often entails large investments—even large firms are risk averse; capital markets are imperfect—especially when it comes to investments like R & D that are risky and can’t be collateralized; and the most important innovations have large societal spillovers. Hence, as
we explain in chapters 5 and 6, there is a strong presumption that there will be underinvestment in research, and especially in the kind of basic research from which all else flows.

6. Motivating Learning

Because learning requires effort and resources, individuals and firms have to be incentivized to do research and to learn. But it is important to realize that it is not just monetary (pecuniary) rewards that are important. Indeed, much of the most important advances are motivated by curiosity, or by a desire for recognition by one’s peers (see David 2004a, 2004b; Dasgupta and David 1994), or by the excitement of solving a difficult problem that no one else may have even posed, let alone solved. (In fact, it should be apparent that the first sentence of this paragraph is itself a reflection of a prevailing way of framing the issue by economists: Many individuals, particularly those who are successful scientists, do not necessarily have to be motivated to learn. The pleasure of learning is its own reward.)

There is a large literature suggesting that such intrinsic rewards can be a far stronger motivator than extrinsic rewards, like money (see, e.g., Stiglitz [2001a, 2012b] and the references cited there). Most of the most important discoveries (such as the decoding of DNA) were motivated not so much by financial rewards as by these other factors. And to the extent that extrinsic rewards do play a role, it is more from peer recognition than from monetary returns.

Appropriability

For those who believe that the major issue in motivating learning is financial rewards, the question of the appropriability of returns becomes central: Only a fraction of the social returns to innovation can be captured by the innovator. There are learning spillovers, externalities. This suggests that, to the extent that learning depends on financial returns, there will be underinvestment in learning. (Later, we will explain that there are many circumstances in which the returns to innovation may well exceed the social returns; much innovation in a market economy can be thought of as rent seeking, and some of the returns to innovation represent rents that otherwise would have
accrued to others. This implies that there may be too many resources allocated to such activities.)

Spillovers occur even in the presence of a patent system. Many advances cannot be patented (many advances in mathematics, for example), and the benefits of much of what is learned in the process of research cannot be appropriated. Indeed, the disclosure requirements of a patent are intended to enhance these societal benefits.

An idea like just-in-time production, replaceable parts, or assembly lines spreads quickly throughout the economy and can’t be protected by intellectual property laws. Firms may engage in experiments, e.g., about what products will be well-received by consumers, but successful experiments may quickly be imitated, so the benefits of such learning may not be appropriated by those engaging in the experiment.46

Consider an “experiment” to discover whether conditions in a country are particularly suitable for growing a particular kind of coffee. If the experiment fails, those who conduct the experiment lose money. Because learning what grows well in a particular climate with a particular soil is information that is not patentable, if the experiment succeeds, there may be quick entry. The country benefits, but the “innovator” can’t capture much of the returns. As a result, there will be underinvestment in this kind of experimentation.

A similar argument holds for why private markets will lend too little to new entrepreneurs. There is a learning process in the discovery of who is a good entrepreneur. A bank that lends money to a young entrepreneur who proves her mettle may find that the entrepreneur can easily be poached away by a competitive bank. Assume in the initial period that it cannot be ascertained who is a good entrepreneur and will repay her loan and who is a bad one and will not. The bank loses money on the bad entrepreneurs, but may not be able to be adequately compensated by “excess” returns from the good entrepreneurs. Because of the threat of poaching, the interest rate that the bank can charge a good entrepreneur (after the entrepreneur has demonstrated her success) will be limited to the competitive rate. But Stiglitz-Weiss adverse selection and adverse incentive effects limit the interest rate that can be charged in the initial period, which implies that there will be limited lending to new entrepreneurs.47

Market responses to the appropriability problem can impede learning—it leads to more extensive patenting and greater secrecy. As we explain later, the former can result in a patent thicket, imposing
significant barriers to the use of knowledge. The latter can lead to impediments in the transmission of knowledge and undermine the open architecture that has traditionally been so important in the advancement of knowledge.

7. Trade-Offs

Previous sections have described a number of factors that can contribute to creating a learning society. But there are a number of subtle and complicated trade-offs.

Trade-Offs Between the Efficient Utilization of Knowledge and Incentives to Produce Knowledge

One trade-off centers around the benefits arising from the free flow of knowledge and the attenuation of (financial) incentives to learn: With the free flow of knowledge, it becomes more difficult for someone investing in knowledge to appropriate the returns. The issues are the same as those at the root of the Grossman-Stiglitz (1976, 1980) critique of the efficient markets hypothesis: If knowledge were perfectly transmitted, there would be no incentive to expend resources on gathering and producing knowledge. There would be underinvestment in knowledge creation (and in the case of developing countries, gathering knowledge from others). One of the costs of relying on the private finance of knowledge production is that it must entail the imperfect transmission of knowledge. And indeed, this is one of the advantages of public support for the creation of knowledge.

There can then emerge a number of complex and subtle trade-offs, at the level of the individual, the firm, and the economy: Not sharing knowledge will typically mean not receiving knowledge, or at least not as much knowledge. Knowledge is often “traded” not through market mechanisms, but in a process better described as gift exchange. In an academic community—out of which the most important advances occur—there are tacit understandings about the culture of exchange. An individual who did not share would be cut off from her colleagues, and the likelihood that (at least in most fields) she could make a significant breakthrough would be limited, since every innovation is based on dozens, or hundreds, of smaller ideas and concepts.
An organization might want to keep knowledge that it produces “private” so that it could appropriate more of the returns, but it wants knowledge to be shared fully within the organization, so that anyone in the organization can build on it. But here too there are trade-offs: The more individuals in the organization that have the knowledge, the more likely that the information will leak out.

We noted earlier that the free mobility of people, ideas, and products helps disseminate ideas and can be a catalyst for learning. But again, such mobility may make it more difficult to appropriate the returns to investments in innovation. That is why many firms impose mobility restrictions in contracts with employees: It may lead to short-run inefficiencies in the allocation of labor, but these may be partially offset by long-run dynamic benefits—or at least firms insisting on these contracts believe it enhances their long-run profits.49 (The appendix to chapter 4, which was included in the unabridged version of this book, explained why it is likely that the market equilibrium may result in insufficient mobility.)

**Intertemporal Trade-Offs: Static Inefficiencies Versus Dynamic Gains**

The earlier discussion of the process of learning highlights the importance of intertemporal trade-offs in the process of learning. Learning is an investment. We normally have to sacrifice current consumption—the additional experimentation from which we may be able to learn more comes with a cost. Even if (as in the simpler models presented later in this book) learning followed automatically from production, we can learn more—lower future production costs—by producing more today than we would have produced from the perspective of short-run static efficiency.

Investments in “technology capital” or “knowledge capital” are, in this respect, much like investments in human and physical capital, with one important difference, to which we have already alluded: Because of the importance of knowledge spillovers, there is a presumption that there will be underinvestment in learning (in technology capital), while there is no such presumption concerning human and physical capital. More precisely, as we will explain in later chapters, social and private returns are not likely to be well aligned.

As in the case of the savings rate, there is thus (often) a short-run versus long-run trade-off. But in the case of the savings decision, there
is no general theoretical presumption that government intervention is desirable—future generations are normally expected to be better off, so asking the current generation to make still further sacrifices so that future generations could be still better off is problematic. Moreover, even with such sacrifices, the increase in the growth rate is only temporary. In the case of learning, there is a presumption (shown more fully in chapter 6) that the market allocation is inefficient and that government intervention can enhance societal well-being; and intervention can lead to a permanently higher growth rate. *It may be desirable to distort resource allocations in the short run, to operate below the production possibilities curve, or to force consumption patterns that do not maximize short-run “utility,” in order to achieve dynamic benefits—higher growth rates.* This trade-off is at the heart of the analysis of this book.

Indeed, if there were not such a trade-off, one could view growth and efficiency policies as complementary. The neoclassical (Washington Consensus) policies move the economy to the production possibilities curve as quickly as possible, and then the growth policies move the production possibilities curve out as rapidly as possible. If the first policy is successful, then the benefits of the second policy—say, an increase in the growth rate of potential output (the rate at which the production possibilities curve moves out) by a given delta (denoted by $\Delta g$)—are even greater, since the level of output which is multiplied by $\Delta g$ (the change in growth rate) is greater.

Much of modern growth policy analysis is based on this kind of dichotomy. Growth theory is based on the “supply” side, assuming that the economy is on its production possibilities curve—i.e., resources are fully used and allocated efficiently. This book will explain why that approach is misleading, if not just wrong.

Our “learning society” perspective even sees the reason that the economy might perform below its production possibilities schedule differently, and accordingly, it sees the short-run versus long-run trade-offs differently. As chapter 2 explained, even well-functioning economies operate well within the output limits set by a traditionally defined production possibility frontier. The gap arises not so much from market distortions (associated, say, with taxes) but from disparities in knowledge and practice that exist even within a country. For most firms, as we noted in the last chapter, there is a significant gap between their productivity and “best practices.” Current output can be expanded, therefore, without significant creation of new technology
through the better use and wider deployment of existing technologies. If those who use less-efficient technologies can only "learn" best practices, there will be large increases in output. Output can be expanded by the more-effective deployment of labor within a firm, if only firms learn how better to use their workers—not just the reallocation of labor across firms caused by labor market rigidities. Typically small detailed changes in production processes can lead to large increases in productivity, without significant improvements in the quality of labor emerging from formal school systems. To assume that knowledge flows freely within and across firms (or across national boundaries) is as unrealistic as to assume that production could occur without inputs. Knowledge is as important a constraint on output as conventional inputs.

But policies that focus on static inefficiencies and their removal may, at the same time, reduce incentives for learning, or even impede learning. There can be, as a result, a trade-off between static inefficiency and dynamic efficiency. For instance, as we have repeatedly noted, intellectual property regimes (or other impediments to the free flow of knowledge) mean that knowledge is not being efficiently used (see chapter 12). Such impediments contribute to static inefficiency. But they may lead to enhanced incentives to research—to dynamic efficiency. But as chapter 12 also explains, poorly designed intellectual property regimes can be a lose-lose situation—less efficient use of knowledge today, less innovation and less growth in the future. Earlier in this chapter we noted another example of such a trade-off—creating a less competitive banking sector may introduce a static inefficiency, but at the same time, it reduces the chance of a good entrepreneur being poached away, and hence may lead to more lending to new entrepreneurs, enhancing the dynamic efficiency of the economy.

In each of these instances, of course, there may be policies which change the nature of the trade-off, that is, induce as much learning with a lower loss of static efficiency.

There are many other trade-offs in the construction of a learning society. Learning abilities can, for instance, be specific or general, and there may be trade-offs between the two: We can direct our efforts at enhancing specific learning abilities, which may serve an economy well if it is pursuing a narrow niche; or efforts can be directed at more general learning abilities, which may serve it well in periods of rapid transition and great uncertainty.
8. Concluding Comments

This chapter has focused on several of the critical determinants of learning, in the hope that by understanding better the factors that affect learning, we can be more successful in creating a learning society—in the case of a developing country, one which more quickly closes the gap between itself and the more advanced countries; in the case of a developed country, one which moves out the frontier of knowledge at a faster pace; in the case of all economies, one which reduces the gap between average and best practices. It should be obvious that the conditions (the institutions, the legal frameworks, the contractual arrangements, etc.) which facilitate learning for different economies facing different circumstances may differ markedly. In particular, those which are appropriate for an economy trying to catch up may differ markedly from those appropriate for one at the frontier—trying to move that frontier out further. (Later chapters will illustrate this.)

There are several questions to which we have so far given short shrift. Much of the learning in our society occurs within firms. What are the determinants of the learning that goes on within a firm? Are firms in some sectors better at learning? Is there a tendency for firms in some sectors to provide greater externalities to the rest of the economy? Are there macroeconomic conditions that facilitate learning? And what policies can help bring about those macroeconomic conditions? We turn to these questions in the next chapter.
THE PREVIOUS chapter described many of the ingredients of a “learning society”: what is to be learned, how learning occurs, and the central determinants of learning, including the role played by learning spillovers and appropriability. Among our central objectives was to describe some of the components of an economic architecture (including all the attendant institutions and laws, such as intellectual property rights) which would best facilitate learning.

This chapter focuses on creating two critical aspects of this learning architecture: a learning firm and a learning macro-environment.

1. The Learning Firm

A subproblem within the systemic problem of creating a learning economy is the design of the component institutions (e.g., corporations). This is especially important because so much learning occurs within organizations and because so much knowledge resides within firms. Chapter 2 described the marked differences in productivity across firms.
Somehow, knowledge that resides in the more productive firms does not seamlessly get transmitted and absorbed by the less productive.

Learning and the Boundaries of Firms

Within any institution, there may be incentives to develop knowledge and to hoard or transmit it. The issue of the architecture of a learning firm is parallel to that of the architecture of a learning economy. In some ways, the two cannot be separated. Traditional discussions of the boundary of firms (Coase 1937) focused on transaction costs, but equally important is the structure of learning. It may be easier to transmit information (knowledge) within a firm than across enterprises, partly because the “exchange” of knowledge is not well-mediated by prices and contracts. If so, and if learning is at the heart of a successful economy, it would suggest that firms might be larger than they would be in a world in which learning is less important.

While firms seek to maximize the flow of information/knowledge within themselves, realizing that knowledge is power (or at least money), they seek to limit the transmission of knowledge to others, for instance, requiring employees to sign nondisclosure agreements. Thus, firms go to great lengths to maintain secrecy. While for the advancement of society, it is desirable that knowledge, once created, be transmitted as broadly and efficiently as possible, profit-maximizing firms have traditionally sought to limit to the extent possible the transmission of knowledge.

The Design of a “Learning” and “Innovative” Firm

There is a large literature—too large to reference here—that describes how to “create” a learning firm. We describe some of the significant advantages that large firms have in financing research and bearing the associated risk. But large enterprises often develop bureaucratic structures to manage resource allocations, and while they prevent waste and even bad projects from being undertaken—reining in the excessive optimism that is often associated with the entrepreneurial spirit—those same processes may at the same time stifle innovation. So too, bureaucratic structures may reinforce the excessive loss aversion to which behavioral economists have called attention (see Kahneman 2011). And even if knowledge is supposed to flow freely within an organization,
individuals realize that “knowledge is power” and attempt to hoard it, to impede its free flow. Innovative firms create organizational designs and incentive structures that attempt to address each of these problems.\(^3\)

It is worth noting that a key aspect of this large literature on innovative firms is a notion that parallels one of the main themes of this book, on learning-by-doing—what is referred to as “learning by experience.” (See, for instance, Morgan McCall’s [2004] discussion of “Leadership development through experience” and the references cited there.)

Most of this book, though, is not concerned with how to design a firm to maximize learning, but rather how government policy can affect the structure of the economy to maximize societal learning. Accordingly, in the discussion that follows, we mostly abstract from microeconomic structures, focusing on broader policies: on the principles which should guide government intervention and on alternative instruments.

**Why Industrial Firms Are the Source of Innovation**

In the analysis in the ensuing chapters, a key assumption is that the industrial sector is the source of innovation. The justifications for such an assumption are rooted in the nature of industrial activity. Innovation activity takes place in firms that (relative to firms in other sectors) are

1. large,
2. long-lived,
3. stable, and
4. densely concentrated geographically. Agricultural and craft production, by contrast, typically takes place on a highly decentralized basis among many small, short-lived, unstable firms.

In the following paragraphs we describe in more detail why these attributes are conducive to learning, some of the reasons for the comparative advantage of the industrial sector in learning, and why that sector is more likely to give rise to learning externalities.\(^4\)

1. **LARGE ENTERPRISES** Since particular innovations are far more valuable to large organizations that can apply them to many units of output than to smaller ones with lower levels of output (see Arrow 1962b), there is far greater incentive to engage in R & D in large enterprises; because enterprises are larger in the industrial sector than in the agricultural/craft sector, there is likely to be more innovation in the industrial sector. The result will be higher investments in innovation in the former sector than the latter. This can be looked at another way: Large firms can internalize more of the externalities that are generated by learning.
Moreover, innovation is highly uncertain, and firms and individuals are risk averse. Large enterprises are likely to be less risk averse, and thus better able to bear the risks of innovation. Moreover, because of information imperfections, capital markets are imperfect, especially so for investments in R & D, which typically cannot be collateralized. Capital constraints are less likely to be binding on large enterprises.

(This does not necessarily mean, however, that within the industrial sector the largest firms are the most innovative. The difficulties of developing appropriate incentives for the reward of innovation may militate against large enterprises. There is an ongoing debate over whether large or small enterprises are most conducive to innovation. Large firms may have the resources to finance innovation, typically lacking in smaller enterprises, but there is an impressive record of large firms not recognizing the value of pathbreaking innovations, including Microsoft being too wedded to the keyboard, and Xerox not recognizing the importance of a user-friendly interface in its bid to bring its earlier computing innovations to consumers.)

(2) Stability and Continuity The accumulation of knowledge on which productivity growth is based is necessarily cumulative. This, in turn, greatly depends on a stable organization for preserving and disseminating the knowledge involved and on continuity in jobs and personnel to support these processes. In large organizations, with the resources to provide redundant capacity where needed, the required degree of stability and continuity is much more likely to be present than in small, dispersed organizations, where the loss of single individuals may completely compromise the process of knowledge accumulation. As a result, steady productivity improvement will be much more likely to arise from industrial than agricultural and craft production.

There is another way of seeing why stability and continuity contribute to learning. As we noted earlier, the benefits of learning extend into the future. Long-lived firms can value these distant benefits more. Also, because industrial firms are typically longer lived and more stable than firms in other sectors, they can access capital at lower interest rates. They are likely to be less capital constrained, to act in a less risk-averse manner, and to discount future benefits less.

(3) Human Capital Accumulation Opportunities and incentives for accumulating general human capital are likely to be far greater
in large, complex, long-lived, stable industrial enterprises with a wide range of interdependent activities than in small, dispersed, narrowly focused agricultural or craft enterprises. There is a greater likelihood of benefits from the cross-fertilization of ideas.

Long-lived stable firms have a greater incentive to promote increased human capital that leads to greater firm productivity and a greater ability to adapt to changing circumstances. As we noted in the previous paragraph, they also have a greater capacity to finance these investments and an enhanced ability and willingness to bear the risks. The resulting human capital accumulation is a critical element in both developing the innovations on which productivity growth depends and in disseminating them as workers move within and between enterprises and across sectors.

(4) Concentration and Diffusion of Knowledge Across Firms Diffusion of knowledge among densely collocated, large-scale industrial enterprises (often producing differentiated products) is likely to be far more rapid than diffusion of knowledge among dispersed, small-scale agricultural or craft enterprises. The fact that they are producing different products enhances the likelihood that they will make different discoveries. The fact that they are producing similar products enhances the likelihood that a discovery relevant to one product will be relevant to another.

Recall that earlier we emphasized the importance of the diffusion of knowledge and stressed the key role that geographical proximity plays. More recent discussions of the role of clusters have reemphasized the importance of geographical proximity (see Porter 1990). Geographical proximity promotes cross-firm mobility, an important catalyst to learning and an important way in which learning gets transmitted. (Firms try to restrict the mobility of their workers out—it reduces the return to their investments in human capital and may reduce their competitive advantage over other firms, as the firm’s knowledge is shared with others; at the same time, they try to encourage the mobility of other workers to their firm.

(5) Cross-Border Knowledge Flows While learning is facilitated by geographical proximity, especially developing countries (where many firms are operating far below “best practices”) can learn from advances in other countries. While agricultural conditions may
Creating a Learning Firm and a Learning Environment

differ markedly from one country to another, the potential for cross-border learning may be greater in the industrial sector. The existence of large, stable enterprises with the incentives and capacities to engage in cross-border learning enhances the role of that sector in societal learning. Indeed, it is widely recognized that success in the industrial sector requires not just knowledge but also the ability to acquire knowledge that is common across borders.

Why There May Be Significant Spillovers from the Industrial Sector to the Rest of the Economy

Learning by one firm or subsector spills over to other firms and subsectors within the industrial sector, through, for instance, the movement of skilled people and advances in technology and capital goods that have cross-sector relevance. But the benefits spill over more broadly, even to the agricultural sector. In the following paragraphs we describe some of the ways that this occurs, especially as a result of the tax revenues that a growing industrial sector can generate. Large-scale, densely concentrated activities are by these very attributes far easier to tax than small-scale, dispersed activities.

1. The Ability to Support Public Research and Development

One of the important uses to which tax revenues can be put is to support publicly sponsored R & D. This factor may be especially important in the support of agricultural research, like that undertaken by the Agricultural Extension Service in the United States. These activities directly contribute to agricultural productivity growth but could not be supported without a taxable base of industrial activity. And the private sector, on its own, would not have undertaken this research, let alone the widespread dissemination which was so critical to the growth of agricultural productivity.

2. Public Support for Human Capital Accumulation

Another important use of these funds is investment in human capital. Our earlier discussion focused on investments in human capital by the firm. These investments are, to a large extent, complementary to investments in human capital that occur within the formal education system. Just as in the case of R & D, private capital market failures mean that
public support in the form of free primary and secondary education is a critical component of general human capital accumulation and yields high social returns. Moreover, the high returns to education in the industrial sector lead to a greater demand for an educated labor force. And again, as workers migrate across sectors, ultimately higher productivity growth in the agricultural and craft sector will be engendered as well. Moreover, eventually public education gets extended to all parts of the economy, not just urban areas.

(3) the development of a robust financial sector In chapter 3, we noted that the spillovers from one sector to another may take many forms. Much of the discussion focuses on technological spillovers. But there are important spillovers from the institutional developments that are necessary to make an industrial economy function. The previous paragraph stressed the benefits to the rest of the economy from the development of a general publicly supported education system. The heavy investment of a modern industrial economy requires finance. It is not surprising, then, that an industrial environment should be characterized by a more highly developed financial sector than that found in an agricultural/craft environment. Once developed, a strong financial sector facilitates capital deployment throughout the economy, even in the rural sector.

The above discussion highlights both why learning (innovation) may occur more rapidly within the industrial sector and also why the learning and innovation (broadly understood, to include institutional innovations) developed there have spillovers, not only within the industrial sector but to the rest of the economy. These spillovers involve knowledge, human capital, and institutional development. For instance, improvements in financial institutions and education have systemic benefits. While knowledge moves more freely within a country than across countries, it moves more freely across borders in the industrial sector, but some of the knowledge thus transmitted—including learning to learn—may be of value to other sectors.

There are still other channels through which spillovers occur. For instance, industrial mechanization improved agricultural productivity. There are, in short, multiple channels through which the technological and institutional innovations of the industrial sector get translated into higher productivity growth for the economy as a whole.
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Geographical Localization

The analysis in later chapters makes three critical assumptions: (i) the industrial sector is more successful in learning; (ii) spillovers are concentrated within national boundaries; and (iii) the learning spillovers across sectors within a country are significant—more significant than the cross-border spillovers. We have discussed at length the rationale for the first and third assumptions.

The second assumption rests on four factors: (1) geographic proximity, (2) international restrictions of the movement of labor (and associated movements in knowledge and human capital), (3) language and cultural barriers, and (4) historical patterns of social interactions, which are strongly affected by national boundaries and which get reflected not just in language and culture but also in transportation systems, social networks, and institutional arrangements. Individuals are the main carrier of learning, and the factors listed above imply that, by and large, labor mobility is easier within a country than between countries. Moreover, as we noted earlier, learning is local, and much of the knowledge which is relevant in one country may be less relevant in others.

The results of our analysis in later chapters, however, require only that transmission of knowledge to the agricultural and craft sector be stronger within a country than between countries. Indeed, our results are strengthened if there is some element of transmission across countries within the industrial sector, so long as that transmission increases with the size of the industrial sector in the developing country. For then, for the developing country, there is a further reason for promoting the industrial sector: It is the “window to the world,” the channel through which more advanced knowledge gets transmitted to the developing country for both industry and agriculture. A manufacturer of textiles, for instance, absorbs information about textile production from other countries (perhaps because he buys machines from other countries). But some of that knowledge may be relevant for the agricultural or other sectors of the economy.

2. Macro-Conditions for Creating a Learning Society

Most of this book is concerned with microeconomic policies. But creating a learning society requires creating an economic environment that
is conducive to learning. For this, the macroeconomic environment is central. Stability is important to the learning process.

Evidence for this comes from the experience of developed economies during recessions. Productivity growth is normally low during contractions, and there is no offsetting gain during subsequent expansions. The productivity loss during the dislocation associated with the recession appears to be permanent.

There are several reasons why stability is important for societal learning. The first is that much information is embodied within existing institutions, in complex webs of interactions. Key institutions—firms—often die in the face of high levels of instability. They are not simply brought back to life when the economy recovers. There are important hysteresis effects. New institutions may be created, but much of the knowledge that was embedded in the old institutions (especially knowledge that is typically referred to as “tacit”) has to be re-created.

Contrary to the popular impression, it is not just the worst firms that die. For instance, during the East Asian crisis, the Korean firms that died differed little from those that survived—except that they were more encumbered with debt. Their main mistake was committed by the financial officers (who undertook excessive debt) and was predicated on (ex post) excessive confidence in macroeconomic stability. In short, though the evolutionary process showed itself to be enormously destructive (with 50 percent of all firms facing bankruptcy), it was not very creative.

Moreover, managerial attention is limited. When firms are focusing on survival, they have less attention to devote to “learning,” except learning how to survive.

Third, high levels of macro-instability lead firms to act in a more risk-averse manner. When firms go into recessions, among the first things to be cut are investments in R & D, and this is even true among firms that are relatively dependent on innovation. Part of the reason is that learning is future oriented. One has to make sacrifices today and undertake risks today for future benefits. But in the presence of instability, there is a risk that there will be no future—and hence less reason to make the requisite investments today. Instability weakens future-oriented incentives.

Fourth, learning requires resources, including access to capital. Instability may make capital less accessible and more costly. In downturns, capital is likely to be rationed, and investments in R & D are often sacrificed (Greenwald, Salinger, and Stiglitz 1990). Because
investments in research cannot be collateralized and because they are particularly risky, they may be particularly hard hit in economic downturns.

Deep downturns have even more adverse effects, since in that case, not only are the balance sheets of firms hit but so are those of financial institutions. Hence, there can be system-wide constraints on credit availability, even for working capital, forcing firms to cut back even more on their investments, including and especially investments in innovation. Similarly, cutbacks in production mean that there will be less learning-by-doing.

Thus, finally, instability affects the average level of output (that is, the average “output gap”—the difference between what the country could have produced and what it actually produces—is larger) and the structure of output. Capital-intensive industries, with larger learning potentials and more learning spillovers, may be disadvantaged relative to other sectors with less learning and less learning spillovers.

Thus, our view is markedly different from that which sees recessions as having a purging effect on the economy—the idea that the silver lining in the cloud of a recession is the shake out that results. In that view, firms cut out fat, fire unnecessary workers, and restructure the firm to make it leaner and meaner. Firms that are less efficient, that have been surviving off previously earned capital, can no longer do so. The Darwinian struggle for the survival of the fittest means that those firms that are less fit don’t make it through a serious downturn, and thus recessions speed the process of natural selection. Schumpeter trumpeted these virtues. He wrote, on recessions:

They are but temporary. They are the means to reconstruct each time the economic system on a more efficient plan. But they inflict losses while they last, drive firms into the bankruptcy court, throw people out of employment, before the ground is clear and the way paved for new achievement of the kind which has created modern civilization and made the greatness of this country.

—SCHUMPETER 1934, 113

Schumpeter’s views were much more in line with those of Andrew Mellon, secretary of treasury under President Hoover, who famously said:

Liquidate labor, liquidate stocks, liquidate farmers, liquidate real estate . . . it will purge the rottenness out of the system. High costs of
living and high living will come down. People will work harder, live a more moral life. Values will be adjusted, and enterprising people will pick up from less competent people.

Indeed, Schumpeter seems to have believed that, net, depressions were good for the economy, more in the nature of “a good cold douche” (Heilbroner 1980, 311).

While there may be some virtues in the process of “creative destruction” that is associated with innovation, the destruction that occurs in the process of cyclical fluctuations is not offset by any creation, and the anticipation of future volatility dampens investment in learning and R & D. The long-term benefits from the purging effect—the incentive to reduce slack posed by a recession—are outweighed by the costs associated with cutbacks in R & D. Part of the reason for this is that because of the learning spillovers upon which we focus here, in general, private firms underestimate the benefits of R & D; and because, especially in a recession, the social costs of unemployment are high, firms underestimate the social costs of “purging” and thus take it too far (Stiglitz 1994b). In short, volatility is bad for the long-term growth of the economy.

**Policy Implications**

This has important implications for policy: Policies which expose countries to a high level of instability or which increase the economy’s instability (e.g., by weakening automatic stabilizers) have an adverse effect on learning. Examples of policies that have exposed countries to greater risk include financial and capital market liberalization and deregulation.

By the same token, policies that focus on price stability, at the expense of real stability, may be counterproductive (see Stiglitz et al. 2006). Inflation targeting, with its focus on price stability attained by interest rate adjustments, may be “doubly” bad: Responding to inflation by increasing interest rates—even when the cause of the inflation is an exogenous supply shock—is an example of a pro-cyclical policy. And the increases in interest rates have a disproportionate effect on certain sectors, those that are most interest sensitive and which rely most on bank financing. Small businesses, in particular, bear the burden. We have already noted that firms that die in a downturn don’t come back to life when the economy recovers. There is a loss of informational capital.
So too, firms that may be killed when interest rates are raised dramatically don’t come back to life when they are subsequently lowered. This is especially important in developing countries, where there may be a dearth of entrepreneurship. If, as some claim, much of the learning and innovation in society occurs within small and young enterprises, then these policies increase the burden on these key “learning” sectors. But whether that is the case or not, these policies exacerbate the already adverse effects on learning and investments in R & D arising from the cyclical volatility in the “shadow” cost of capital.
ADVOCATES OF free market economies often stress the virtues of a market economy in promoting innovation. Remarkably, in spite of the constant praise of the market system’s “innovativeness,” there appear to be no general theorems on the efficiency of markets with respect to the pace and direction of innovation.

Joseph Schumpeter (1912, 1943), who argued for the centrality of innovation, cast aspersions on standard economic theory and its policy prescriptions, which had lauded the virtues of competition and castigated monopolies as the “supreme evil.” To Schumpeter, not only was the heart of capitalism innovation, but innovation required some degree of monopoly power. If competition were perfect, and knowledge flowed freely, innovators would not be able to appropriate any returns to their innovations, and without innovations, economies would stagnate. Moreover, competitive firms would have difficulty raising the finance that investments in innovation require. Monopolies could generate the profits necessary to fund research—especially important in an era when financial markets were less developed and venture capital firms did not exist. Borrowing to finance speculative research
was limited because, if the research project failed, there was nothing for the lender to seize. In real estate, at least there is some collateral.

Schumpeter clearly took a more benign view of monopolies than did the rest of the economics profession. Indeed, he looked with some jaundice at the conventional economists’ single-minded preoccupation with the dangers of monopolies and their hagiography of competitive markets. Schumpeter thus countenanced monopoly: He saw the monopolist’s constraints on output as a small price in static inefficiency to pay for the speedier innovation that he thought was associated with monopoly.

Writing after a period in which the capitalist economies’ performance was less than stellar—the Great Depression, in which large fractions of the capital and human resources had been left idle, at great human suffering, for an extended period of time—Schumpeter could still look at the great sweep of history. Such fluctuations had happened repeatedly, and even taking the loss in output during such episodes into account, he noted the huge increases in living standards which capitalism had brought about and which it was likely to continue to bring about. He was even optimistic about the elimination of poverty: With little evidence of an increase in inequality, as average incomes were increased, it was likely that those at the bottom would see newfound prosperity.

Schumpeter did think competition was important, but the kind of competition that he thought was central was markedly different from that modeled in standard competitive theory, in the models growing out of the work of Walras, later to be refined by Arrow and Debreu. In those models, there were a large number of firms in each market, so many that each took the price it received for its goods as given. Schumpeter replaced the notion of competition in the market with competition for the market, argued for the benefits of the kind of creative destruction that arose out of the innovative process, and suggested that the monopoly power thus created would only be temporary. One monopolist succeeds another, and the threat of competition induces the incumbent monopolist to engage in a high level of innovation.

This and the next chapter address several related questions: (a) Does more market competition (that is, more competition within a market at a particular point of time) result in more innovation? (b) Was Schumpeter correct in his analysis of Schumpeterian competition, i.e., that competition for the market would sustain a high level of innovation? (c) Are markets efficient in the level and nature of the innovation and learning?
This chapter focuses on the link between competition and innovation, a link which is controversial and remains unsettled. The traditional view is that competition provides a spur to innovation, while monopolies are lethargic (see Leibenstein 1966). But Schumpeter, as we noted, saw the traditional economists’ view as a fetish. Indeed, as we explained in the last chapter, large enterprises have distinct advantages in learning and innovation.

This chapter is divided into two parts. In the first, we analyze the market structure with innovation. We explain why, consistent with Schumpeter’s insights, sectors where innovation is important are likely to be characterized by very imperfect competition. We also explain why Schumpeter’s claim—that at any point of time there was likely to be a monopoly (or limited competition), but that such monopoly was only temporary—was wrong. Monopoly power is likely to persist. In the second part of this chapter we analyze the effect of market structure on innovation, explaining why the relationship is so ambiguous and why Schumpeter’s claim that competition for the market was an important spur for innovation—more effective than competition in the market—is not, in general, correct.

This chapter primarily provides descriptive analytics. It simply compares (under certain idealized assumptions) the level of innovation under different institutional arrangements. It does not ask whether there is too much innovation under monopoly or too little under competition. That is the subject to which we turn in the next chapter.

1. Market Structure with Innovation

Markets with innovation are naturally not perfectly competitive. Investments in innovation are fixed costs. Consider a simple model where there are constant (marginal) costs of production. Those costs can be lowered by investing more in research; but the knowledge, once acquired, can be used no matter what the scale of production. If costs of production of one unit are lowered by a dollar, total costs are lowered by \(1,000\) if the firm produces 1,000 units, and by \(1\) million if the firm produces a million units. Because the value of any cost reduction is proportionately greater to larger firms, they have an incentive to “learn” more and engage in more R & D, giving them a competitive advantage over smaller firms. Over time, their cost advantages increase,
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to the point that they come to dominate the economy. We obtain a natural monopoly, so long as marginal costs are constant.

Even if one can write down a model in which there appears to be an equilibrium in which several firms operate (as Spence [1983] has done), the equilibrium is fragile and unstable. With learning by doing, even if the firms start out at exactly the same productivity, if one firm happens to sell or produce a little more than its rival(s), it will have a cost advantage, and the equilibrium with multiple firms quickly unravels, as described earlier.

Consider, for instance, a Nash-Cournot model and assume that the monopolist has a high discount rate—sufficiently high that it ignores the benefit of future learning. And assume that one of the firms has infinitesimally lower marginal costs than the other. It follows that it will produce more. But that means that it will learn more. And that means that in the following period, its level of production will be relatively greater, compared to that of its rival. Over time, one of the firms has an increasing competitive advantage over the other, until the firm that began with just an infinitesimal advantage becomes dominant—it becomes the monopolist.

Of course, if the firms are less myopic, then the firm with the competitive advantage realizes that it will be growing relative to the other, and that implies that it has an incentive to expand production now even more, relative to its rival. It would appear that convergence to the monopoly equilibrium would be even faster.

With Bertrand competition, divergence is still more rapid, for the firm with the slight competitive advantage grabs the entire market; it learns, and its rival does not.

Thus, the situation where identical firms might cohabit the market is a knife-edge equilibrium, unlikely to persist.

These results hold even if there are spillovers, so long as spillovers are imperfect. For as long as that is the case, the firm engaging in learning (R & D) will have a cost advantage over rivals that engage in less learning (R & D). In practice, there are likely to be some imperfect spillovers, so that markets where innovation is important are likely to be marked by large externalities and high levels of imperfections of competition. Thus, both the level of production and the level of innovation will be distorted.

The only way that there can be effective competition in the situation just described (constant marginal costs of production) is that there be
full spillovers to others in the same industry; but if that is the case, then each firm will free ride off the research efforts of others and, if the number of firms is large, there will be no incentive to engage in R & D.

In the analysis that follows, we make two important distinctions. The first concerns the structure of the product market, the second the nature of the spillovers. In the discussion in the following chapters, we use a general formulation that has as limiting cases no and perfect spillovers.

As we have noted, endogenous learning makes some market structures infeasible: In the absence of full within-industry spillovers, a natural monopoly may exist. The market might then best be described as monopolistically competitive, with only one firm in each “industry” but with spillovers to other industries. In this case, we will see two distortions: underproduction as a result of the exercise of monopoly power and underproduction as a result of failing to take into account the learning benefits that accrue to others.

With full spillovers, there can be many firms in the industry; there will be competition, but as we have noted, there will be no investments in research.

Table 5.1 outlines the three cases. Much of our attention will focus on the cases with perfect competition and full spillovers, or monopolistic competition and no spillovers. As we have explained, the only case which is consistent with competitive markets (in the absence of some other source of strong decreasing returns to scale) is full spillovers.

The arguments that we have given for why markets with learning are likely to be dominated by a single firm also apply for markets where innovation arises from R & D. Here, the question of exclusivity becomes central; does the innovator have exclusive rights to the technology, or can others also use the technology (just as others “learn”

<table>
<thead>
<tr>
<th></th>
<th>No Cross-Firm Spillovers</th>
<th>Full Cross-Firm Spillovers</th>
</tr>
</thead>
<tbody>
<tr>
<td>Perfect Competition</td>
<td>X (not feasible)</td>
<td>Underinvestment in learning</td>
</tr>
<tr>
<td>Monopolistic Competition</td>
<td>Restricted output</td>
<td>Both market distortions</td>
</tr>
</tbody>
</table>
from the advances of the leading firm)? While in many cases, it is patents that give rise to exclusivity, there are other ways that the first firm to innovate can come to dominate, if not the market, at least the new technology. There is a first mover advantage; the first firm can succeed in developing loyal customer relations, establishing a reputation as the innovator. His higher level of production gives him a learning advantage, a head start, which others will be hard pressed to overcome.

**Why There May be Some Competition Even in Highly Innovative Markets**

Schumpeter seemed to agree with the view that the “natural” market structure at each moment was a monopoly. While there are some instances in which this is the case, there are many highly innovative markets in which it is not. Understanding why this is so is important if we are to understand the effects of competition on innovation.

Competition can, of course, be sustained if there is some offsetting force for decreasing returns (e.g., diseconomies of scale arising from, say, limits to managerial span of control). But in sectors in which learning is important, even then there are likely to be only a limited number of firms, and thus very imperfect competition. The extent of competition will depend on the importance of decreasing returns, on the one hand, and the extent of spillovers, on the other. When there are large spillovers (from the technological leader to others), then the other firms can still provide an effective challenge to the leading firm.

Even with patent exclusivity in controlling a technology, patents do not lead to a single firm dominating the product market. Those with the prior technology may still be able to compete, though with a cost (or product) disadvantage. This still can greatly circumscribe the innovators’ monopoly power. (More generally, there are typically products which are partial substitutes for the product in question.)

Moreover, there may be alternative technologies for producing the same product. Even if Xerox had a sufficient hold on patents associated with the Xerox technology, there are alternative technologies for photocopying. Improvements in these alternative technologies eventually ensured effective competition for Xerox.

In addition, it is often possible to innovate around a patent. Pharmaceuticals are an industry in which patents have played an important role, yet particularly with very valuable drugs, companies have
found “me too drugs” that have similar therapeutic effects but do not conflict with the patent. In some industries, like some types of metallurgy, it is so sufficiently easy to invent around a patent that patents do not play a major role.

Thus, Schumpeter’s characterization of markets being characterized by a succession of monopolists is overly simple. There may be some products for which this is true, but, more generally, there is both competition in innovation and competition in the product market. And for reasons that we have already explained, the two are closely linked: firms that are producing are in an advantageous position for innovating. Still, analytically, it is useful to separately analyze the effects of competition in the market from the effects of competition for the market (innovation competition), and we do this in the discussion in the second half of this chapter.

The Temporary Nature of Monopoly Power

Schumpeter was not much worried about the domination of the market by a single firm at any point of time. He believed, as we noted, that that domination would only be temporary and that the fight to be the next monopolist would spur innovation.

While Schumpeter was correct, as we have seen, that at each moment of time markets may be dominated by a single firm, monopolies can be far less temporary than Schumpeter thought; while in some cases the threat of entry can be an important impetus to innovation, in other cases, to maintain their monopoly power, firms devote considerable resources to creating socially unproductive entry barriers. In doing so, incumbents can discourage the overall pace of innovation. Microsoft has become the poster child of how an incumbent can discourage innovation. Modern monopolists have become highly innovative—in creating new forms of entry barriers and in extracting rents out of their monopoly power.

By controlling the “platform” (PC operating system), Microsoft could use anticompetitive practices to leverage and extend its market power in the operating system to other areas, and in so doing undermine, and in some cases drive out, potential innovative competitors: Netscape in the browser market, Real Networks in the multimedia market. By bundling, for instance, Internet Explorer into the operating system, it was charging in effect a zero price—and it is hard to compete
against a zero price. It was clear that a zero price did not maximize Microsoft’s short-run profits, but the company seemingly believed that (if it could get away with it) such predatory behavior was consistent with long-run profit maximization. (Indeed, it turned out that even after it was found guilty of anticompetitive practices and some of these practices were enjoined, Netscape did not revive. Effective competition was brought about only by Mozilla’s open-source Firefox.)

Dasgupta and Stiglitz (1980b) established a general result showing that monopolists have not only the ability but the incentive to preserve their monopoly power by doing more research than competitors and thus preempting them.

The reason the monopolist will always preempt potential competitors is intuitively clear. If any other firm were to win the patent, the industry would be characterized by a duopoly structure. However, the existing monopolist can always ensure that it remains a monopolist by spending a little more on R & D than any potential competitor would find profitable. It is always in the monopolist’s interest to do so, because by remaining a monopolist it can earn a flow of profit in excess of the sum of the two firms’ profits under duopoly.

The argument is, of course, reinforced if the existing monopolist is more efficient than its competitors in R & D activity or in ancillary services (e.g., in distribution). One of the implications of the analysis of this book is that incumbent firms do have a knowledge advantage. Thus, if there is competition in R & D activity, there are strong tendencies for a monopolized industry to remain a monopoly. The fact that the monopolist is threatened by potential competitors at most spurs the monopolist to spend more on R & D than it would otherwise. But (at least in this model), the industry remains a monopoly.

The results are in many ways far more general than this model suggests. There can, for instance, be uncertainty in the research process, both about time and the eventual cost of production; but if there is any research project which is worthwhile for an entrant to undertake, it is profitable for the incumbent to preempt.

**Why Contestability Doesn’t Suffice to Ensure Innovation, Efficiency, or Zero Profits**

Even if the monopolist perpetuates itself, it is possible that the threat of competition spurs innovation—forcing the level of innovation to be so
high that profits are actually zero (so that, in the absence of government subsidies, there could not in fact be any higher pace of innovation)—or so the advocates of Schumpeterian competition claim. The notion that all that is needed for markets to be efficient is that there be competition for the market (potential competition), rather than competition in the market, is obviously very appealing and applies to all natural monopolies, not just those that arise out of the fixed costs associated with innovation. Were it true, it would mean that government wouldn’t even have to worry about regulating natural monopolies. Potential competition would provide the necessary market discipline. Potential competition would ensure that the monopolist not exploit its market power by charging a price in excess of average cost. In the context of an innovation economy, it would mean that the monopolist would be forced by potential competition both to innovate and not to exploit its (temporary) monopoly power by earning excess profits.

This idea gained currency at the time that the AT&T monopoly began to be attacked in the 1970s. The defenders of monopoly argued that potential competition would ensure that profits would be driven down to zero. Markets where potential competition was sufficiently strong to do this were called contestable.9

It turns out, however, that the notion of contestability is not robust. Even if there are arbitrarily small sunk costs, even very strong potential competition will typically not result in zero profits. This can be seen in a simple example, where there are small sunk costs and fixed marginal costs. Assume the entrant is just as efficient as the incumbent and that after entry, the two engage in Bertrand competition (i.e., each takes the price of the other as given). Then after entry, the price will be driven down to marginal costs; there will be no profits. But that means that the entrant will lose its sunk costs. Knowing this, the entrant will not enter. The incumbent can charge the monopoly price with impunity.

What matters is not, of course, the level of competition now, but that after entry. And if there is keen competition after entry, then potential entrants will be deterred from entering. Ironically, the stronger competition is in markets after entry, the less likely that there will be entry and the more likely that a monopoly will be sustained (Stiglitz 1987c; Farrell 1986).

Since R & D expenditures (or investments in learning) are by their very nature sunk costs, and in the sectors with which we are concerned, where R & D or learning is important, they are significant, it should
be clear that the contestability notion is of little relevance; potential competition does not suffice either to ensure efficiency or zero profits (see, in particular, Dasgupta and Stiglitz 1988b).

**Entry Deterrence**

The analysis of the previous section argued that potential competition does not ensure effective competition or efficiency—prices may remain sustained well above marginal costs, and potential competition will not force the incumbent to engage in the efficient level of research. But matters may be even worse, for firms may undertake costly actions to deter entry (Stiglitz 1981, 1987c). They may, for instance, hold excess capacity, so that potential entrants will know that there can be a strong competitive response to entry. Or they may invest in high levels of cost reduction to preempt rivals from entering—levels that are greater than the most efficient or socially optimum.

Not surprisingly, efforts at entry deterrence can be welfare decreasing (Stiglitz 1981). In particular, they can discourage innovation. A potential innovator knows that a dominant firm like Microsoft can engage in predatory and other behavior that will result in the innovative firm not capturing much of the benefits of its innovation.

**Why Patent Races May Provide Only a Limited Spur to Innovation**

In the context of innovation—patent races—entry deterrence may be even easier than the above static analysis suggests. Patent races are dynamic. The first firm to patent gets a big prize; the losers get nothing—or at least very little. (The knowledge that they acquired may have considerable value, enabling them to compete more effectively in some other race. For purposes of simplicity, we will ignore this in the subsequent discussion.)

One of the problems of contests in general is that if there is some firm (individual) that is viewed as likely to win, others will drop out of the competition. Why put up the effort if the chances of winning are low? But if this happens, contests may be much less effective in spurring effort than is generally assumed. Nalebuff and Stiglitz (1983b) studied equilibrium behavior in contests (with possibly many contestants). They show that contests have to be carefully designed to avoid this pitfall. For instance, one way of ensuring that all participants exert effort
is to punish the loser (the one in the last place), rather than rewarding the winner. But in the context of innovation races, we can only tell who is the winner—the person who makes the discovery.

Thus, in a patent race, the optimal strategy of the incumbent is simply to get far enough ahead of the rivals that they are discouraged from entering—and having done that, it can rest on its laurels. Patent races may provide only limited spurs to innovation (Fudenberg, Gilbert, Tirole, and Stiglitz 1983).

(Matters may not be as bad as this analysis suggests, since there are often multiple dimensions to product innovations. One innovator may succeed in getting a product that is better in one dimension, another in another. What matters is that one is not dominated in all dimensions. Those who fail in every dimension are the “losers,” and market competition may drive them out of business. Thus, the force of competition may serve to encourage high levels of research by punishing the laggards, consistent with the Nalebuff-Stiglitz analysis.)

Some Caveats on the Ability of a Dominant Firm to Perpetuate Dominance

There are three caveats to these conclusions suggesting that a firm, once it becomes dominant, will remain so. The first concerns diseconomies of management: the monopolist, which has to manage the task of production as well as innovation, may become less nimble in its research. If the entrant has, as a result, a cost advantage, then it may not pay the incumbent to preempt its rival. This is especially so if there are multiple avenues to be pursued. If the firm attempts too many diverse research projects, performance will deteriorate.

Second, the rival may be irrationally enthusiastic about its abilities, and this may lead it to engage in an excessive level of research. Given this irrational exuberance, the level of R & D that the incumbent would have to undertake to preempt the rival may be very high—so high that the incumbent may decide not to preempt. This is especially so because there is a great deal of uncertainty about the outcome of R & D.

Alternatively, the entrant may engage in a sufficiently low level of R & D that the incumbent thinks that there is a low probability of the entrant being successful enough to become a major player. (It may in fact share some of the same overconfidence in its relative abilities.) Given this low probability, it simply doesn’t pay to engage in even more
R & D to drive the entrant out. But even at the low level of research, there is a chance that the entrant will be successful—and the incumbent will not be—so that the entrant displaces the incumbent as the dominant player.

Finally, there may be multiple technologies for producing the same goods or services. While the incumbent may have a comparative advantage in the current technology, there may be an alternative technology, related to a technology employed elsewhere in the economy; firms employing that technology may have a comparative advantage in lowering costs associated with that technology.

In other words, it may not pay the incumbent to explore every possible technology and preempt potential entrants in each of these areas; so long as that is the case, stochastically, one of the other researchers will, eventually, succeed in developing an alternative technology.

In any of these cases, there can be entry, and the new entrants can even displace the existing firm. But the lesson of this chapter is still relevant: monopolies can persist for a long time. While they persist, markets are distorted, and, as we shall see more clearly, the threat of competition does not, in general, induce the optimal amount of research and learning.

2. The Effect of Increased Competition on Innovation

The thrust of the previous section was that the degree of competition in the market was endogenous, and that there were many circumstances in which there might be both a limited number of firms (in some cases only one) producing and a limited number of firms competing to be the next monopolist. What can it mean, then, to ask what is the effect of competition (say the number of firms in a market and how they interact) on innovation? There are two thought experiments: We could ask, what is the effect of a policy which prohibited mergers that firms believe would enhance their profitability? The number of firms, in this case, would be greater than would occur in an unrestrained equilibrium, and it is meaningful—and important—to ask what the effect of such a policy on innovation is. Alternatively, we can ask what is the effect of, say, a change in the cost of innovation (for instance, as a result of subsidy for research). Such a change will have two effects: a change in the level of investment in innovation at any level of competition (number of firms), and a change in the
number of firms (and the level of investment of each resulting firm). The change in the pace of innovation as a result of this change in the number of firms is what we mean by the effect of competition on innovation.

Whether more competition leads to more or less innovation turns out to be a complicated question which depends on whether we are referring to competition in the product market (ex post competition) or competition among innovators (ex ante competition); the nature of competition in the product market; the nature of the innovative process itself (for instance, the riskiness of the innovative process); and whether there is exclusivity and the source of that exclusivity—whether the patent system gives the first to innovate at least temporary monopoly rights, or whether the first to innovate obtains de facto exclusivity as a result of its first mover advantage.

It is important to recall, as we emphasized earlier, that more investment in innovation does not necessarily translate into a higher pace of increases in standards of living—what we mean by societal innovation. The market innovation process can be highly inefficient. Patents can be used to block the real innovation of others—what are called hold-ups—and to extract rents from the “real” innovators. Innovations can be used to attempt to enhance market power—monopoly distortions—for instance, by extending the patent life (in a process called evergreening). Innovation can be used to circumvent regulations designed to ensure the stability and efficiency of the economy (arguably, much of the innovation in the financial sector was of this form).

The previous chapters have shown why competition in the product market and competition in the “innovation market” are interconnected: one learns from producing, and, in the process of production and marketing, one learns much about what are likely to be the most profitable avenues of exploration even if knowledge is not just the byproduct of production but the result of the explicit allocation of resources to R & D. This is one of the reasons that market dominance persists.

While the two forms of competition are interlinked, analytically, it is convenient to separate the effects of more competition ex ante from the effects of more competition in the market.

**Effects of Ex Ante Competition**

Increased ex ante competition has several effects which can lead to a greater or slower pace of innovation. Competition can affect both the
ability and willingness of firms to engage in research, and the outcomes of the research process.

**A diversification effect** When there are many researchers pursuing different research strategies, it is more likely that at least one will succeed. Of course, the benefits of diversification are reduced if the different firms engaged in research follow very similar research strategies. And it is possible that a single firm pursue multiple research strategies. Still, the culture and mind-set of a firm is likely to induce it to think that a particular strategy (or a limited set of strategies) is most likely to succeed, and accordingly, a greater diversity of firms is likely to lead to a greater diversity of strategies.

**A pro-competition (contest) effect** This is the effect seemingly most stressed by Schumpeterians: the competition to be the monopolist (if only a temporary monopolist) spurs each competitor to work harder, to beat the others. If in a patent race, there are significant marginal returns in terms of increased speed (a faster arrival time for the innovation) to investing more, then as each competitor tries to out-compete others, the pace of innovation quickens.

Note that with contests, the marginal return to investing more may be increased with more competition, even if the average (expected) return is decreased. This is one of the reasons that contests are such a powerful tool for enhancing incentives. We shall go on to note other instances in which marginal and average returns change in the opposite directions.

The magnitude or even the existence of this pro-competition effect has been questioned. As we noted, the incumbent firm may, for instance, be able to take actions which pre-empt any rival, in which case an increase in the number of (potential) rivals makes little difference.

**An agency effect** The standard theory of monopoly holds that monopolists are efficient in their production decisions; the only distortion arises from restrictions on the level of production. In this context, we have assumed that if there is a monopoly, the monopolist chooses the level of innovation to maximize its profits. But there is a wealth of evidence and some theory that without the discipline of competition, monopolies in fact often become inefficient and lethargic. The managers of monopolies may rest on their laurels, enjoying
their share of monopoly rents, rather than maximizing the present discounted value of monopoly profits. (See Leibenstein [1966], who refers to the loss of efficiency from what is called today agency problems as X-inefficiency and suggests that it may be far more important than the allocative efficiency that economists have traditionally focused upon. Hart [1983] provides a more formal analysis of the issue in the context of innovation.12)

In the presence of imperfect information, it is hard to design good incentive structures to motivate managers. If things turn out badly, is it because the manager didn’t work hard enough, or because there was an adverse turn of circumstances? If the firm fails to make the innovation that it sought to achieve, was it because it turns out that the problem was harder than was at first realized, or because the researchers didn’t exert sufficient effort? In these circumstances, some competition may spur innovation and help in the design of good compensation schemes.

This effect can be especially important when moving from a single firm to two competing firms. Competition provides information on the basis of which firms can design better incentive contracts for their managers, inducing higher levels of innovation.13

**AN ADVERSE INCENTIVE EFFECT** While in some circumstances increased competition can have a positive effect on innovation, in others there can be an adverse incentive from additional competitors. With exclusivity, each firm knows that its chances of winning the patent race are reduced, and this normally reduces the marginal returns to investments in innovation, potentially significantly.

And in the case of non-exclusivity, if there is more ex ante competition, it is more likely that there will be more competition in the subsequent product market, and hence, even if the firm is successful in its innovation, returns will be lower.14

**AN EX ANTE RENT-STEALING EFFECT** Even when there is a single firm that is a temporary monopolist, competition limits profits, for if there is more intense competition in the innovation market, the length of time that the dominant firm remains on top will be shortened. If competition were only over the size of the next step (the quality of the successor product), and the time of arrival of the next product were fixed, then more competition for the market would not affect the profitability of the successful innovator. But more realistically, an increase
In innovation competition is likely to shorten the period over which the innovator dominates, with the consequence that the returns to investments in R & D are lowered.\textsuperscript{15}

\textbf{The common pool effect: adverse impacts on opportunity sets} As important as, or even more important than, incentives in determining the level of investment is the opportunity set confronting potential researchers (see Dosi and Stiglitz [2014] and the literature cited there). Each innovator draws upon the common pool of knowledge and adds to that pool. When what is added to the pool is greater than what is taken out, the pool grows and innovation increases. Government basic research adds to the pool. Typically, a patented innovation reduces the set of ideas available for others to draw upon, though associated with many innovations are unpatentable ideas that can catalyze research and learning by others. An increase in the number of competitors in the presence of “strong” intellectual property rights (allowing for greater withdrawal of knowledge from the pool of available ideas) can, under plausible conditions, reduce the pace of innovation, even though \textit{at any size of the pool} innovation is incentivized.\textsuperscript{16} The effect from the diminution of the opportunity set dominates (Stiglitz 2014a).

\textbf{Financial constraints} Many firms do not have the resources to finance their research and may have difficulties getting access to finance from others. Much lending is based on lenders’ judgments about the likelihood of success. With many competitors, the likelihood of success of any one competitor is reduced, and hence the access to finance of each may be reduced.

\textbf{Adverse effects on innovation arising from inefficiencies arising from patent exclusivity} There are many dimensions to a firm’s research strategy—speed (how fast on average it expects to get the innovation); size (how “big” an innovation it is striving for, e.g., how big of a reduction in the costs of production); and risk (it can follow a strategy to pursue a small step with a high probability of success, or a big step with a small probability of success). The set of feasible research strategies can be described as a probability of making an innovation with a cost reduction of $\Delta c$ at time $T$, given the investment level $I$. The firm chooses, from among the feasible research strategies, that which maximizes its (expected utility
of) profits, given its beliefs about the research strategies of its rivals. It should be clear that in this framework, we cannot even summarize the research strategy by a few parameters, say, the level of investment, the speed of research, and the size of the innovation; there is an entire probability distribution.

There are a large number of inefficiencies that are generated in an intellectual property regime, particularly so if it is poorly designed, as we note in chapter 12, and these may increase with the number of innovators, so that even if the total level of investment in innovation were to increase, the pace of societal innovation may decrease. Most obviously, some (much) of the research may be duplicative, which is especially important if different firms pursue highly correlated research strategies. Research may be directed at stealing profits away from rivals (me-too pharmaceutical innovations), with little benefit to real innovation. In this case, more firms may lead to more investment, but again little more societal innovation. With many firms doing research on a complex set of ideas, all of which are related to the production of a complex product, the difficulties in bargaining to achieve an acceptable distribution of rents among all the owners of the different intellectual property components becomes greater. The patent thicket becomes more dense, and this discourages innovation. With even two claimants to relevant pieces of intellectual property, the development of a product can be greatly retarded, as evidenced by the arrested early development of the airplane in the United States. More generally, the most important input into any research is the result of other researchers’ efforts, and with many firms controlling this prior knowledge, the returns to follow on research may be lower (and riskier, since the returns may be the result of an uncertain bargaining problem).

The race to be first may itself give rise to inefficiencies. An optimal research trajectory may not be the fastest trajectory. On average, one might save on (expected) costs by a more orderly research process. Such a process might maximize the present discounted value of expected benefits minus costs, but if there are substantial rents associated with such a research strategy, it will pay another firm to outpace this firm. More generally, there may be a sequence of excessively rapid, small innovations, when the overall pace of innovation would be maximized with fewer large innovations.

These various effects interact in complex ways. For instance, in one simple model where firms, by investing more, can enhance the
earlier arrival of a project, the adverse effect of competition on incentives can be larger or smaller than the beneficial diversification effect. In one particular parameterization, it can be shown that there can be an inverted U-shaped relationship (moving from one to two firms significantly attenuates incentives, so much so that the pace of innovation is reduced; but when the number of competitors is increased beyond two, the diversification effect dominates the incentive effect) or a monotonic relationship, where the diversification effect always dominates the adverse incentive effect.

The discussion of the common pool effect highlighted that innovation may diminish with a “tighter” intellectual property (IP) regime, even if incentives to innovate at any given set of opportunities are increased, and the discussion of the adverse effects of the patent system highlighted that even an increase in investment in research by each firm may not lead to faster societal innovation.

**Competition in the Market**

Whether more competition *in the market* leads to more or less innovation also turns out to be a complicated question—the answer to which depends on some of the same factors identified earlier: the nature of competition in the product market; the nature of the innovative process itself; and whether there is *exclusivity* (e.g., the patent system gives the first to innovate at least temporary monopoly rights).

Here, there are four effects which are central.

**Size effect** When there are many firms in a market, the market gets fragmented, and each firm therefore produces less. This means the benefit that it gets from reducing costs is lowered—and thus its incentives to innovate are attenuated.

This effect can be seen clearly in the standard Cournot model (in which there are a fixed number of firms, and each takes the level of production of its rivals as given, and therefore maximizes its revenues). An increase in the number of firms increases overall production, but the level of production of each firm diminishes, and with that, the level of innovation (with or without spillovers).²⁰

But while there may be some presumption that that is the case, it is not inevitable. In the case of Bertrand competition, where each firm takes the price of its rivals as given, moving from a monopoly to just
a duopoly can lead to more innovation. The reason is simple. Assume that the innovator has exclusive rights to his innovation, but that the innovation is a relatively small innovation, so that the prior innovation can still be marketed, say at its marginal cost of production. This limits the price that the innovator can charge. But because the innovator knows that his price will be limited by the existence of competition, he knows that the scale of output will be larger. Unlike with Cournot competition, with Bertrand, the existence of competition leads to larger production for the innovating firm, and thus to greater incentives for investments in innovation, and a higher level of innovation.

**finance effects** What is striking about the Bertrand model just described is that while the marginal return to investments in innovation is increased, the average return is decreased—simply because the existence of competition has significantly circumscribed the ability of the innovator to exercise the monopoly power arising out of his cost (product) advantage.

The average level of profitability can be important in the presence of financial constraints. A lender, in assessing the risk of providing funds, is interested in whether the average expected returns will suffice to pay back the loan; and the decrease in average returns will therefore reduce access to credit and thus, potentially, the level of innovation.

**risk effects** With exclusivity, an increase in competition increases the riskiness of investments in innovation (and with risk-averse firms, the level of investments in innovation and therefore the pace of innovation). There is a smaller probability that any given firm will win the “winner take all” lottery—and a higher probability that he will emerge with nothing.

Greater risk may also adversely affect the ability of cash constrained firms to obtain finance, and thus indirectly adversely impact innovation.

On the other hand, in the more general case of non-exclusivity, the nature of competition in the product market has significant implications for the riskiness of investments in innovation. With Cournot competition, a firm that succeeds in getting costs that are slightly lower than its rivals or an innovation slightly faster than its rivals will have profits that are slightly larger than its rivals, and slightly larger than they would have been if he were slightly less successful. By contrast, in Bertrand competition—in a winner takes all market—the firm that comes in
second gets nothing, and how much the first firm gets depends not only on his success but on his success relative to his rival. If his costs are just a little lower than that of his rival, then his profits will be small.

But the way in which competition affects risk in each market structure also depends on the nature of the innovation process. Assume, for instance, that the difficulty of reducing costs depends on a common factor facing all firms as well as idiosyncratic factors facing each individual firm. Bertrand competition essentially eliminates the risk associated with the common factor.

**Ex Post Rent-Stealing Effects vs. Adverse Effects on Installed Assets** Some of the profits that accrue to any innovator are rents that would otherwise have accrued to others. This is most obviously the case in the me-too innovations in the pharmaceutical industry referred to earlier, but it is also the case in any market with imperfect competition. One firm’s gains are at the expense of others—the increase in profitability does not entirely reflect a gain in societal welfare. This implies that the incentives to innovate for, say, a duopoly are (on this account) greater than for a monopoly. Indeed, a monopolist who has an installed base of assets will take into account the adverse effects of any innovation he introduces on assets that he owns. To put it another way—a monopolist that introduces a new product might make considerable profits on the product, but he will realize that at least some of those profits are at the expense of his other products. He is, in effect, “stealing” profits from himself. This obviously dampens his incentives for innovation. The result is that there may be a positive effect from at least some competition.

It would be nice if we could derive simple conditions under which one or the other effect that we have delineated dominates, but to do so does not appear to be possible. Indeed, all the effects (those associated with ex ante and with ex post completion) interact in complex ways so that the net effect depends on the specific nature of the industry (e.g., on the form that competition takes in the industry, the importance of knowledge spillovers, and the nature of the innovation process).

One general result highlights the ambiguities; there is even a central case where market structure has no effect on innovation. With Bertrand competition, under quite general conditions the set of research projects undertaken is invariant to the number of firms (Sah and Stiglitz 1987a). Consider a case where there is a probability of any project being
successful, and that if it is successful, costs of production will be lowered to the same level. The pay-off from a given project depends on whether it is successful and whether others are successful. If no other project is successful, the pay-off is just the value of the cost reduction; if some other project is successful, the marginal contribution of this project is zero. And this is true regardless of the number of firms undertaking the projects; it is even true if there is only one firm.
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A Brief Note on Endogenous Market Structure and the Relationship Between Competition and the Number of Firms

The earlier discussion made clear why, in general, it made little sense to ask what the relationship is between the number of firms in a market and the level of innovation: both are endogenous variables, as Dasgupta and Stiglitz (1980a) emphasized. An increase in, for instance, the opportunity set (holding everything else constant) would lead to both more firms and more innovation. At the same time, an increase in the fixed costs of entering the market and conducting research (holding everything else constant) would lead to fewer firms and less innovation.

Thus, the sometimes suggested inverted U-shape relationship (Scherer 1967), which says some competition is good for innovation, but too much is adverse, has little basis in theory, even though it has played an important role in the macroeconomic literature on Schumpeterian competition. Goettler and Gordon (2014) highlight the lack of generality of the inverted U-shaped relationship, showing that the nature of the relationship depends on the explanation for the increase in competition. They obtain an inverted-U relationship when the degree of product substitutability is varied, but a U-shaped relationship when entry costs are varied. Similarly, we noted that there may be a U-shaped relationship in a simple model of Cournot competition with innovation, as we trade off the adverse effects of incentives with the positive effects of diversification.

Empirical studies attempt to control for “everything else,” but seldom do so perfectly or even well, since critical variables, like the fixed costs of entry and, even more so, the nature of the opportunity set, are not easily observable, and the problems are not convincingly addressed by standard economic techniques. It is arguable, for instance, whether any of the empirical studies provide a structural model or adequately control for some of the structural properties which have been shown
in theoretical models such as that of Goettler and Gordon (2014) to affect the relationship between competition and innovation. (See also Gilbert [2006].)

Since the level of competition is itself an endogenous variable, the question of relevance is not so much the effect of competition on innovation but the effect of particular policies—like the stronger enforcement of anti-trust laws or stronger intellectual property rights—on both innovation and consumer prices, on societal welfare both in the short run and the long. This is the question to which much of the rest of the book is devoted, and which we frame in broad terms in the next chapter.

Concluding Comments

One purpose of this chapter has been to show that the relationship between competition and innovation in quite standard models of market interaction is far different than has been widely presumed. Indeed, in a standard Nash-Cournot model, there is a presumption that more competition leads to less innovation.

There are other factors that affect the relationship between competition and innovation beyond those on which this chapter has focused. For instance, larger firms may have a greater ability to bear the risks associated with innovation and get access to (or generate) the funds necessary to finance it. We explained in the last chapter other advantages that large firms have in conducting research. At the same time, larger firms can become more bureaucratic and less nimble, and in sectors where the pace of innovation is very rapid, that may put them at a disadvantage.

There are other aspects of the structure of the economy and society which may affect the relationship between competition and innovation. Well-functioning capital markets, with robust venture capital firms, may be able to provide greater access to finance for small firms. A stronger welfare state, absorbing some of the risks that individuals face, may enable even smaller firms to undertake riskier projects.

This chapter has provided some support to Schumpeter’s view that markets dominated by a single firm may be more innovative than more competitive markets.

But Schumpeter was too sanguine about Schumpeterian competition. He overestimated the force of competition “for the market” as a
spur to innovation and underestimated the ability and incentive of the incumbent monopolist to deter entry and to maintain its monopoly position. These are not just theoretical niceties describing what might possibly happen; Microsoft took actions to discourage and suppress potential rivals so as to maintain its dominant position. Its predatory behavior lowered the returns that these innovative rivals obtained on their inventive activities, serving notice to other potential rivals that Microsoft was able and willing to engage in activities to discourage entry—even if they were flagrant violations of competition laws, and even if they entailed significant short-term profit losses. In doing so, the pace of innovation was almost surely lowered both from what it would have been in the absence of this anticompetitive behavior and from the socially optimal level.

We have seen that the relationship between the level of competition (both for the market and in the market) and innovation is complex. When, for instance, the research process is stochastic with success of different firms being imperfectly correlated, then the more firms (the more research projects) the greater the likelihood of success if the effort of each enterprise were fixed. But whether competition spurs innovation or dampens it (given that the chance of becoming the dominant firm is diminished) is ambiguous. While we explained how competition can enable the design of better incentive structures, more competitive patent races (races with more entrants) may not lead to more innovation. A well-designed contest with just two contestants may, in some circumstances, be optimal. There may be an inverted U-shaped relationship. But, by contrast, in other circumstances, there may be a U-shaped relationship between competition and innovation.

The result derived here that, in standard models, the level of innovation may be higher with monopoly than with duopoly, or than with more competitive market structures more generally, runs at odds with a strong presumption that competition is good for innovation. But the failure of monopoly lies, we suspect, outside the bounds of this model (and other standard models). Perhaps most importantly, the standard theory of monopoly holds that monopolists are efficient in their production decisions; the only distortion arises from restrictions on the level of production. The monopolist chooses the level of innovation to maximize its profits. Monopolies, unconstrained by competitive threats, still have an incentive to innovate. The (expected) present discounted value of profits is increased as a result of cost-reducing innovations,
or as a result of the creation of products that consumers value more. Our analysis noted the limited impact of the pressure of competition in standard models.

But we also explained how lack of competition may lead to monopolies becoming inefficient and lethargic. Thus, the real reason that more competition may lead to more innovation is not captured well in standard economic models. The failure of monopoly is related to problems associated with agency costs and the design of good incentive structures.

This chapter has highlighted the ambiguous relationship between competition in the market and competition for the market and the pace of innovation. But even if more competition, either ex ante or ex post, were to lead to more investments in research, it does not mean that the market would maximize societal welfare, or even the pace of social innovation. As we have noted, the investments in research and learning may not be directed at improving societal well-being, and even when they are, the decentralized market-driven innovation process may be far from efficient.

Before turning to a detailed analysis of how the government might improve societal welfare by helping create a truly creative learning economy later in this book, we investigate in the next chapter in more detail the various reasons that the market economy misallocates its scarce innovative resources and the ways in which it does so. In doing this, we further explicate why the government has a central role in creating a learning society.
SCHUMPETER AND his latter-day followers were clearly more optimistic about the effectiveness of “Schumpeterian” competition—that competition for the market could replace competition in the market to ensure economic efficiency—than the analysis of chapter 5 would suggest. We have seen that dominant market power can persist and that the threat of competition may lead to neither high levels of innovation nor low levels of profits.

There are no general proofs of the efficiency of the market economy in producing innovation. And as we commented in chapter 1, the dominant paradigm—the competitive equilibrium model—does not even address the issue. The central theorem of welfare economics (usually called the fundamental theorem of welfare economics, Arrow [1951a] and Debreu [1959]) formalization of Adam Smith’s is the notion that competitive market economies lead to [Pareto] efficiency through the invisible hand, assumed that technology was fixed, or at least exogenous, unaffected by anything that market participants might do. The followers of neither the Arrow-Debreu nor the Schumpeterian tradition have succeeded in remedying the obvious lacuna in their analyses: The former
have not shown that competitive markets with innovation are Pareto efficient, and the latter have not been able to show that Schumpeterian competition would ensure economic efficiency even in the production of innovations. The reason that they failed is simple: There is, in fact, no presumption that markets where innovation is endogenous are efficient.

Until the development of the modern theory of the economics of information, the presumption in conventional economics was that markets, by themselves, result in efficiency (with well-known exceptions, such as those associated with pollution). Schumpeterian competition seemed to create a similar presumption for dynamic economies, in which the center of attention is on innovation.

As a result of our research on the economics of information over the past four decades, even as we began our research into the economics of learning, we were less sanguine about the outcome of these market processes. In our earlier work, we had established that markets in which information was endogenous (or risk markets were not perfect) were generally not efficient. Knowledge (say, about new technology) can be viewed as a special kind of information, sharing the same essential properties (to be discussed). Not surprisingly, then, the economics of information and the economics of knowledge were very similar. Given the similarities between “information” and “knowledge,” it was clear that economies in which knowledge (including knowledge about technology) was endogenous would also be inefficient. Moreover, the fact that R & D was risky, and the risks could not be insured against, strengthened presumption against unfettered markets.

The market failures that we describe take on many forms: the structure of the economy, the allocation of resources to R & D—not only the total amounts but the allocation to various sectors and projects and the directions in which research is pursued—the levels of inputs (both in total and across sectors), the choice of technique, and how much information and knowledge gets disseminated. This chapter thus describes the numerous ways in which markets fail to allocate resources efficiently toward innovation and, more broadly, fail in creating (on their own) as dynamic a “learning” society as they might. It serves as a prelude to the rest of the book, where we describe how government actions can help create a learning economy. In the ensuing chapters, we will be able to pursue only a few of these distortions, explaining how government actions might partially correct them and help create a learning economy. But underlying all these market failures is a simple
point: where there is learning (i.e., nearly always), there are marked
divergences between social and private returns.

This chapter is divided into six sections. The first examines the dis-

tinctive properties of knowledge—why the production of knowledge
is different from the production of steel and why, as a result, while
there is some presumption that markets make the “correct” decisions
about the level of production of steel (or would, in the absence of learn-
ing and other externalities), the same is not true for the production of
knowledge. The second section delves further into several of the key
market failures—why social and private returns to learning and R & D
are likely to differ markedly.

In the third section, we ask whether innovation is always welfare
enhancing. At a broad level, we know the answer. Many of the financial
innovations directed at circumventing regulations intended to enhance
macroeconomic stability contributed to the instability of the economy
and played an important role in the 2008 crisis. We focus, however,
on a narrower but long-standing question: Is it possible that the mar-
ket focuses excessively on saving labor, contributing to higher levels of
unemployment and more inequality?

The fourth section looks at the innovation process in broader, evolu-

tionary terms. Though the results of our analysis differ markedly from
that of the standard neoclassical analysis, the tools of analysis we use in
most of this book are standard. But looking at the issues of innovation
through the lens of evolutionary processes leaves us no more sanguine
about the efficiency of market processes.

The fifth section takes a comparative institutional approach: Are
there some forms of economic systems which are more conducive to
learning and innovation than others?

In the final section, we make some more general observations about
innovation and the nature of our society.

Before beginning the analysis, some further introductory remarks are
in order. In comparing innovation under different market structures
with that under the “socially optimal” arrangements, it is important to
note two critical distinctions: First, while we saw that monopoly results
in a lower level of output in the monopolized sector, and hence the
benefit from innovation is lower than in the social optimum, the level of
innovation, given the level of output, may still be optimal. We often speak
of “constrained optimality.” For example, given that the government
cannot eliminate the monopoly, is the level of innovation “optimal”?
The analysis that follows (elaborated further in part 2 of this book) shows that, in general, markets are not even constrained optimal.

Second, societies with the highest levels of innovation (whether from learning by doing or from investment in research and development) may not have the highest levels of societal welfare, since there is a trade-off between current consumption (well-being) and future consumption. Indeed, later we shall note some instances where there is too much innovation, and especially too many resources may be allocated to innovation in a particular sector or in a particular direction. In chapter 5, we described how different market structures or institutional arrangements affect the pace of innovation, but one should not confuse such an analysis with an analysis of which kinds of market structures or institutional arrangements enhance societal welfare. We will show that, in general, there are welfare-enhancing interventions in the market.

Still, it is important to note that, while \emph{ex ante} societal welfare may not be enhanced if there are \emph{excessive} investments in innovation, in the long run, citizens in those countries which have engaged in these excessive investments are better off. They benefit from the sacrifices in consumption made by their forebearers.

1. Distinctive Properties of Knowledge

Knowledge is different from conventional goods in three ways that result in markets normally not being competitive (and, of course, if markets are not competitive, they typically won't be efficient) and, even if competitive, normally not being efficient.

Knowledge as a Public Good and Learning Externalities

Most importantly, knowledge is a Samuelsonian (1954) \textit{public good} (Stiglitz 1987b, 1999a)—the marginal cost of another person or firm enjoying the benefit of knowledge (beyond the cost of transmission) is zero; usage is nonrivalrous. Moreover, it is typically difficult, if not impossible, to exclude others from enjoying the benefits of the knowledge produced. These were the spillovers that we emphasized in chapter 3, and these spillovers (externalities) play a central role in the analysis of this book.

Markets are not efficient in the production and distribution of public goods—including the production and dissemination of knowledge.
So long as there are spillovers, there will be underproduction—the firm won’t take into account the benefits that accrue to others. Even when an innovator becomes rich as a result of an innovation, what the innovator appropriates is often but a fraction of what the innovation has added to GDP. This is especially obvious in the case of those who have made the most important discoveries—those who have made major contributions to the advances of basic science and technology receive rewards that are substantially below their social contributions. Think of Alan Turing, James Watson and Francis Crick, Timothy Berners-Lee, or even the discoverers of the laser/maser and the transistor. It is fortunate that most of these were not motivated by material rewards—a hint that the obsession with such rewards by the advocates of stronger intellectual property protection may be misguided (as we argued in chapter 3).

But externalities are more pervasive than these examples illustrate, and most innovations cannot be protected even by the most stringent intellectual property protection laws. Some knowledge has spillovers to particular industries, or to particular processes in particular industries, while the benefits of other knowledge can be more widespread, as we noted in our earlier discussions. The assembly line and then just-in-time production transformed production processes across wide swaths of the economy. The discovery of rayon showed that artificial fibers could be created and provided impetus for others to find alternative fibers not covered by the patent. Individuals who learn about better ways of doing business transmit that knowledge when they move from one firm to another.

There are two properties of public goods—nonrivalrousness and nonexcludability—and intellectual property aims to partially address the second. It attempts to “solve” the excludability problem, simply by not allowing others to use the knowledge for a limited period of time without the consent of the producer of the knowledge (the owner of the patent). In doing so, it attempts to reduce the extent of spillovers. But attempts to “capture” the returns to knowledge by restricting its dissemination introduce another distortion—in the efficient utilization of knowledge.

**Optimal Resource Allocations with Learning and Learning Externalities: Basic Intuition**

It is easy to describe the efficient resource allocations without learning: In each period, the marginal benefit of producing one more unit of a good must equal its marginal cost.
The value of the marginal product = marginal cost today. (1)

In the case of a good produced by labor alone, this can be put more formally: the marginal rate of substitution between the good and leisure (which should be the same for all persons) should equal the marginal rate of transformation, that is, the marginal product of labor.

Learning while producing or investing has future benefits—lower future production costs—and this needs to be taken into account. This can easily be done:

\[ \text{The value of the marginal product} + \text{total future cost savings} = \text{marginal cost today.} \] (2)

The competitive equilibrium with learning will entail a higher level of production, because of the benefits from learning. But with learning externalities, the social benefits of learning (the total future cost savings) are far greater than the benefits of learning that accrue to the firm.

Social value of learning >> private value of learning.

Hence, the level of production will be smaller than is socially optimal. In fact, with very small firms, the value of learning to each firm from its own production is very small, even if the value of learning to society as a whole (to all firms in the industry) may be large. The result is that the competitive equilibrium with learning and that without learning will differ little. It should be clear, then, that there will be too little production, and thus too little learning.

**Imperfections of Competition**

The second distinctive property of knowledge follows from the first: innovation is marked by returns to scale. As we discussed in chapter 5, in certain limiting cases, where there are no offsetting diseconomies of scale, there is a natural monopoly. In other cases, there may be an oligopoly. In all cases where R & D is important, competition is likely to be limited.

These results hold even if there are spillovers, so long as spillovers are imperfect. For as long as that is the case, the firm engaging in learning (R & D) will have a cost advantage over rivals that engage in less
learning (R & D). In practice, there are likely to be some imperfect spillovers, so that markets where innovation is important are likely to be marked by large externalities and high levels of imperfections of competition. Thus, both the level of production and the level of innovation will be distorted.

The only way that there can be effective competition in the situation just described (constant marginal costs of production) is that there be full spillovers to others in the same industry; but if that is the case, then each firm will free ride off the research efforts of others and, if the number of firms is large, there will be no incentive to engage in R & D. If knowledge (learning) is a by-product of production or investment, each will have insufficient incentives to produce or invest. Either way, the economy will not be efficient.

As we also noted in chapter 5, competition can be sustained if there is some offsetting force for decreasing returns. But there is a dilemma, the nature of which will be made clearer in this chapter: With more firms, the distortions in production will be reduced, but distortions in innovation may increase.

Not only are there likely to be multiple market failures, but imperfections in one arena are likely to lead to failures in others. As Arrow (1962a) pointed out fifty years ago, the production of knowledge is often a joint product with the production of goods (there is learning-by-doing), which means that the production of goods themselves will not in general be (intertemporally) efficient.

**The Case of Monopoly/Monopolistic Competition**

Monopoly (or more accurately, monopolistic competition, where there is a single firm producing any commodity, but there are many producers producing different products vying for the consumers’ dollars) provides a limiting case. When competition is restricted, market allocations are not efficient. But now there are two inefficiencies: In addition to the static inefficiencies associated with the exercise of monopoly power, there may be dynamic inefficiencies.

As a first approximation, these inefficiencies are reflected in the condition for optimum production:

$$\text{Marginal revenue product} + \text{future cost savings to the firm} = \text{marginal cost today}. \quad (3)$$
Equation (3) should be contrasted with (1) and (2): the monopolistically competitive firms underestimate the static benefit of production, ignore learning benefits to other firms, and, because production may be lower, assign a lower value even to firm cost savings (than would be the case at the social optimum). Products in which firms have more monopoly power will have less production, and the lower production will lead to less learning. Productivity growth in these sectors may, accordingly, be slower. In addition to the static consequence of the loss of consumer surplus from underproduction, there is a dynamic cost: The lower learning and higher costs in subsequent periods associated with monopoly today result in lower output in future periods.

Of course, labor not used in the monopolized sector gets displaced to other sectors, but if those sectors are sectors with less learning, the overall rate of growth of the economy is reduced. Moreover, monopoly power will result in lower real wages; lower real wages will normally result in lower equilibrium labor supply and, hence, less learning.

One of the important methodological implications of the analysis is that not only must one simultaneously consider market structure and innovation (both are endogenous), but the analysis must be conducted within a general equilibrium framework. In a partial equilibrium context, one might conclude—as Schumpeter did—that monopoly is better than competition because it internalizes the benefits of learning, without noting adverse general equilibrium effects, arising from impacts on the pattern of production and overall labor supply.

Understanding the structure of learning and knowledge dissemination is essential to understanding efficient production. We are concerned with societal learning, not just sectoral or firm learning. For example, some sectors may have stronger learning curves; that is, the elasticity of learning may be larger for a firm. But what matters is not just the ability of a firm or sector to learn but also the benefits that sector (firm) transmits to other sectors (firms) and the extent to which it does not appropriate for itself the benefits of the learning. If learning in one sector generates more externalities to other sectors than do others, production in that sector should be increased (relative to what it would be in the market equilibrium that ignored these learning externalities) at the expense of others. The dynamic (future) benefits need to be offset against the static (short-run) costs.
The third distinctive property of knowledge production leading to pervasive market failure in innovation—one which interacts with the previous two—arises from the fact that R & D is inherently risky, and risk markets with innovation are inherently imperfect. The outcomes of research and learning cannot typically be fully foreseen: Research is an exploration into the unknown. As research proceeds, new ideas are developed and new (and unanticipated) products may emerge.

One cannot buy insurance against the risk that a research venture will prove fruitless or that there will be little learning as one gains experience. Part of this is explained by theories of asymmetric information. There are inherent problems of moral hazard and adverse selection. The researcher is more likely to know more about the likelihood of success or failure of a research venture than any outsiders. Insurance markets where information asymmetries are large often don’t exist, and even when they exist, the insurance offered is limited.

There are, in addition, fundamental conceptual issues: One cannot buy insurance (an Arrow-Debreu state contingent security) against an event (the discovery of nuclear power) prior to the conceptualization of that event. Nor can one have an insurance market for the “explosion” of a nuclear reactor before the development of nuclear power, and one cannot have an insurance market on nuclear power replacing fossil fuels before the development of the understandings of modern physics on which nuclear power was based.

The absence of adequate risk markets presents a barrier to entry: Large, well-capitalized firms are better able to bear the risks associated especially with large-scale investments in research. This reinforces the conclusion reached earlier that markets where R & D is important are likely to be marked by significant imperfections of competition.

The absence of imperfect risk markets compounds the problems posed by imperfect capital markets. The modern theory of information asymmetries has helped explain why capital markets are often highly imperfect: why, for instance, they may be marked by credit rationing. Capital market imperfections can be particularly adverse for learning. Because R & D investments (or, more generally, “learning investments”) typically cannot be collateralized, unlike investments in buildings, machines, or inventories, it is more likely that there will be credit and equity rationing, leading to underinvestment in these areas,
compared to others.\(^8\) (Moreover, as we have noted, there are other fundamental reasons for capital market imperfections: a borrower with a good idea worries that telling a potential lender about the idea will lead to his stealing the idea, or in some other way taking advantage of that knowledge to advantage himself, at the expense of the borrower.)

Because of imperfections in capital and risk markets, firms act in a risk-averse manner, particularly in the presence of bankruptcy costs (Greenwald and Stiglitz 1993), and this discourages investment in riskier innovation. (It also explains why, as we argued in chapter 4, cyclical fluctuations are so bad for innovation: in economic downturns, investments in R & D are among the categories of expenditures that suffer the most.)

There are further distortions associated with imperfect risk and capital markets. Learning typically requires forgoing output or bearing risk today, in the hope of higher output in the future; hence even when firms can appropriate future benefits that derive from their research and learning today, they may discount those benefits with a high discount factor, resulting in suboptimal levels of learning and research.

Furthermore, the entry of one firm, and its investments and research strategy, has an effect on the riskiness of investments by others, which it obviously fails to take into account. But a change in risk affects their investment, especially because (for reasons already explained) firms act in a risk averse manner.

Given the pervasive market failures that we have already identified—the public good nature of knowledge, the pervasiveness of externalities/knowledge spillovers, the limitations of competition, the imperfections of risk and capital markets—there is no reason to be sanguine that markets are efficient in the level or direction of innovation. In fact, matters are worse: there are a number of other market failures that are intimately associated with innovation. Moreover, the various market failures are interlinked; one market failure can reinforce another. We explore these issues in the next section.

2. Further Reasons Why Markets for Innovation Are Inefficient

Markets fail to produce efficient outcomes whenever private rewards and social returns differ. This occurs when there are externalities or imperfect competition, imperfect risk markets, imperfect capital markets, or
information asymmetries—and these “imperfections” are inherent and important in the innovation process itself. The previous section emphasized, for instance, that there are inevitably important spillovers, competition is necessarily imperfect, and innovation investments are risky, often requiring large up-front investments, so the absence of perfect capital and risk markets is consequential. This section highlights further limitations: private rewards differ—and sometimes exceed—social returns, and there are large coordination failures.

**Private Rewards and Social Returns**

Our earlier discussion highlighted that firms (individuals) appropriate less than the full value of their societal contributions from learning and R & D; there are important spillovers. This by itself might suggest that there is a presumption of too little learning or investment in R & D. But there are some circumstances in which private rewards may exceed the social returns, with the consequence that there may be excessive investment in R & D, and the problem may be exacerbated by (inappropriately designed) intellectual property regimes. In the paragraphs that follow, we illustrate several important instances in which this is likely to occur, especially in the context of a poorly designed patent system. The first five of these are examples of what we described in chapter 5 as “rent stealing,” where part of the profits accruing to an innovating firm are profits that otherwise would have accrued to some other firm. Firms can garner profits for themselves not just by making consumers better off but by making their rivals worse off.

**Rent Appropriation and Me-too Inventions** An obvious example is “me-too” innovations, where researchers try to develop a product essentially identical to one already on the market. The object of the research is to find a way around the patent and to grab a share of the patent holder’s profits (rents). While me-too innovations are particularly pronounced in pharmaceuticals, they arise in other sectors as well. This illustrates a general aspect of the returns to innovation: the rents captured by a monopolist are not directly related to the increase in consumer welfare (surplus) associated with the innovation. Some of the rents are rents diverted from other firms. Firm i’s profits from an innovation are not a good measure of the social contribution of its innovation, as they would be in a competitive market, where the price of the
product was given and equal to the marginal cost of production, and the increase in profits would simply measure the reduction in societal resources required to produce the firm’s output.

**Social and Private Returns to Winning a Race** Patent races provide another context in which private returns may exceed social returns. In an innovation process, the social return is only that the innovation is available earlier than it otherwise would have been. Myriad Genetics obtained a patent on the BRAC genes (which are critical in assessing the likelihood of getting breast cancer). The gene would have been discovered shortly later, as part of the more systematic attempt to decode the human genome. Thus, while Myriad has made large profits, its social returns were small. Indeed, arguably, because it has exercised its monopoly power, charging high prices for the tests to detect the presence of the gene and preventing follow-on research, including the development of superior tests, the social return has been negative—and depending on how one assesses the value of lives lost as a result of women who could not afford the test at Myriad’s monopoly price, perhaps very negative. Had Myriad not entered the fray, the test would have been available at a very low, competitive price (see Stiglitz 2006a; Azvolinsky 2012; Goozner 2010). The distortion here can be viewed as another form of “rent-stealing”; by engaging in faster research, one appropriates the rents that would have occurred to others, to those who would otherwise have made the discovery.

It should be clear that the race to be first can even arise in the absence of a patent when there is a first mover advantage to the first entrant into a market because of, for instance, the development of brand loyalty or a “lock in” to his technology.10 Under the patent system, the race to be first has further adverse consequences: the equilibrium may entail smaller innovation steps made more frequently than would be the case in an optimally designed innovation process.

**Monopoly Rents and the Enclosure of the Commons** Another reason that social returns may differ from private returns is that the profits of the winner of the patent typically include not just monopoly rents but, in some cases, a return to the privatization of knowledge that was previously in the public domain.11 Moreover, because success in getting a patent converts what would be a public
good into a private good, while success in challenging a patent converts what would have been a private good into a public good—that is, the opposition to the granting of a patent is itself a public good—there will be excesses in the granting of patents.

The common pools problem We noted earlier that a primary determinant of the pace of innovation is the pool of knowledge from which others can draw. Innovations both contribute to and (especially with the patent system) take away from the pool of publicly available ideas that can be drawn upon. In a private market economy, each firm not only has an incentive to take out of the pool of available knowledge as much as it can (by getting as broad a patent as possible), it also has an incentive to contribute as little to the pool of knowledge as it can—any knowledge that it has that others do not gives it a competitive advantage.

There is a correlate market distortion: a tendency in a market economy for excessive secrecy. Even though there is a social value in others having access to already produced knowledge, there are strong private incentives to restrict the flow of knowledge. The fact that there is a common pool of knowledge from which all can draw freely gives rise to what is called the common pool problem; there is (focusing on this effect alone) a tendency for excessive investment and excessive entry. In making their decisions about how much to invest, each ignores the adverse impact on others as it takes out of the knowledge pool. But the fact that there is excessive entry and investment does not mean that the pace of innovation is faster than in the social optimum. Because each firm has an incentive to take out of the pool of knowledge from which others can draw as much as it can and contribute as little as it can means that the size of the pool of knowledge available will be lower. But with a smaller pool of knowledge to draw upon, the pace of innovation will be slower. Obviously, the design of the intellectual property regime affects the nature and extent of these market distortions. Stronger disclosure requirements (effectively enforced) will mitigate this market distortion. Tighter intellectual property regimes and broader patents may exacerbate it. Thus, even if a tighter intellectual property regime leads to more innovation given a fixed pool of knowledge, taking into account the adverse effect on the pool of knowledge, the pace of innovation may be lowered (see Stiglitz 2014a).
**Holdups** “Holdup” patents provide another instance in which social returns are almost surely markedly lower than private returns, and they reflect another major source of distortion in market-driven innovation, related to bargaining problems. Modern inventions often require a number of ingredients (ideas), each of which can be patented separately. Thus, putting the product together requires agreement among a large number of patent holders. Some patents are less important than others. For example, the inventor can invent around the patent, though at some cost. There can be asymmetries of information. In the presence of such asymmetries, bargaining often leads to inefficient outcomes. Efficiency clearly requires the full utilization of the available knowledge, but as each side attempts to show its determination and to disguise the costs of a lack of agreement, bargaining sometimes breaks down. Firms are then forced to invent around the patent, which not only entails diverting scarce research dollars into duplicative research but may also result in costly delays in bringing the product to market. Beyond this, there are often large wastes of resources in litigation expenses.

Holdup patents are used by patent trolls to extract rents out of successful innovators, claiming that they have infringed on their patents. Given the high costs of inventing around the patent or litigating, patent trolls can often extract handsome sums, reducing, by the same amount, the returns obtained by the “true” innovator. Thus, the returns on their “innovations” exceed the social returns, while those of the “true” innovators are less than their social contributions.

**Extending Market Power** We noted earlier that markets where innovation is important are likely to be characterized by imperfect competition. Often, research is directed at extending (and increasing) market power—including deterring entry—rather than increasing the well-being of consumers. Pharmaceutical companies look for small innovations that enable them to “evergreen” their patents—giving their newly patented product a slight advantage over their old products as the patents on those products expire and they become produced by generic manufacturers.

**Consumer Surplus** In a standard competitive model, there is a close correspondence between an increase in profits and an increase in consumer welfare. But in models of innovation, a firm fails to capture the benefits of its learning and research because of spillovers;
in addition, there may be significant increases in consumer surplus. Each innovation builds on others. Learning today provides a higher base from which future learning starts. Future firms will accordingly face lower costs. Over time, prices of goods fall significantly, quality improves, and consumer surplus increases. In deciding the pace and direction of innovation, innovators do not take into account the effects on consumer surplus. For a large innovation, even in the short run, even a monopoly innovator does not capture societal benefits; there is still an increase in consumer surplus. The result is that the level of investment in and pace of innovation will be less than is socially optimal.

**Other Distortions** Whenever the price system "fails," market participants will have distorted incentives for innovation. Without a price for carbon, there are obviously no incentives to find innovations that reduce carbon emissions. It is thus not a surprise that our allegedly innovative economy has done so little to curb carbon emissions.

Our earlier work (1986) showed that market failures are pervasive in the economy whenever there are asymmetries of information or imperfect risk markets (that is, always), and a corollary of that result is that there will be market failures in the direction of innovation. The next section shows that there will normally be excessive incentives for labor augmenting technological progress, leading to higher levels of unemployment.

One way government responds to market failures, including externalities, is by adopting and implementing regulations. But that provides an incentive for the development of innovations that can circumvent the regulations, as illustrated by the financial sector, in the years prior to the 2008 crisis. In doing so, these innovations imposed high costs on the rest of society.

**Coordination Failures**

We champion the virtue of private markets in solving the complex coordination problems that are required for our large, interdependent economy to function. Prices play the central role in that coordination. Successful innovation, too, requires coordination, but prices don't (and can't) play the role that is usually hypothesized in the "normal" context of a market economy in the absence of innovation. In fact, matters are worse: Secrecy that is central to much of the market production of
knowledge (part of the attempt to increase the degree of appropriability and to enhance the likelihood one will win the patent race) means that coordination is difficult.

There are many dimensions to socially desirable coordination. If research is uncertain, but additional research enterprises are imperfectly correlated with research enterprises already being undertaken (say, in producing a new product or reducing the cost of production of an existing product), then there is a social return to additional entry. We can easily describe optimum entry, where the marginal social value of an additional entrant equals the extra cost. But if no one knows who else is undertaking research, it is hard to achieve this. Moreover, the social optimum entails an optimal diversification of research projects, but again, with secrecy concerning what other researchers are doing, it is unlikely that this optimum will be obtained. There is likely to be excessively duplicative research.\textsuperscript{16}

Moreover, the value of invention A may depend on the existence of a complementary invention B. Unless A knows that there is a high likelihood that B will be produced, A will have limited incentives, and similarly for B. Sometimes this coordination problem can be internalized: a large firm undertakes (or at least coordinates) the various parts of the research project. Indeed, the development of firms with these capabilities is one of the major advances of the twentieth century. Still, competencies and skills differ, and knowledge about competencies and skills is limited, so that a firm may not be able to bring under one roof (or, more broadly coordinate) those most likely to succeed in each of the parts of the research enterprise. If it turns out different “ingredients” are patented by different parties, a bargaining problem, with the associated inefficiencies and potentials for holdups, may well arise.\textsuperscript{17}

\textit{Interactions among Market Failures}

There are important interactions between traditional market failures, like imperfect competition, and those associated with learning. Problems of appropriability of returns, imperfections of capital markets, and the absence of good risk markets result in barriers to the entry of new firms (entrepreneurs) and the exploration of new products—including products or processes that might be particularly appropriate for a developing country. As we have explained, they give an advantage to large enterprises.
As we have seen, to Schumpeter, the fact that there is a distortion associated with monopolies/imperfect competition in innovation economies was not, by itself, of too much concern. After all, the fixed costs of financing R & D or learning had to be paid for somehow. Indeed, that was an implicit aspect of the argument that contestable markets (that is, markets where potential competition is so fierce that price is driven down to average costs) were efficient. Even if price equaled average cost (i.e., there were zero profits) rather than marginal costs, so that compared to the standard first-best resource allocation, there was a distortion, the fixed costs had to be financed somehow; and however the fixed costs were financed would impose a cost to society.

We can thus ask the question, What is the optimal way of financing the public good of research? Having it financed by a monopoly is not generally optimal. First, as we noted earlier, even with potential competition, monopoly profit—after paying for the cost of innovation—is not driven down to zero. Second, the incentive of monopolies is to increase profits in any way (legally) that they can, and that includes expending resources to reduce the elasticity of demand, which allows them to raise their price. Innovation too is directed wrongly—it is directed at strengthening and extending monopoly power and the profits derived from monopoly power; and those objectives are at odds with innovation directed at enhancing societal welfare.

Third, relying on patents and the monopoly profits to which they give rise to finance research results in an underutilization of knowledge. As we have noted, research is a fixed cost, and there is no marginal cost to the use of an idea, so that knowledge should be freely provided. But that would imply that the producer of information (knowledge) would receive no returns. Thus, it is inevitable that, in the absence of government finance, there be underproduction of knowledge (relative to the first best) and underutilization of the knowledge that is produced. The patent system (in principle) attempts to balance out the dynamic gains with the short-run costs of the underutilization of knowledge and imperfections of market competition, but it does so most imperfectly.19

On the other hand, when the government finances research and disseminates it freely, there is still a static distortion (from the distortionary imposition of taxes), but no distortion in the dissemination and use of knowledge. But a patent system can be viewed as financing
the research by a tax on the buyers of the product with the innovation. Standard tax analysis would suggest that this “monopoly tax” is not the ideal way of raising the revenue. Such a tax does not minimize the distortions (dead-weight loss) associated with raising the requisite revenue. Also, the “monopoly tax” is a benefit tax, and while in certain circumstances one can argue for such a tax regime (those who benefit from the product pay for its development), in other cases, it is hard to justify. Someone suffering from a life-threatening disease is already unfortunate enough; to ask the patient, in addition, to pay an R & D tax to finance the development of the patient’s own medicines is not consistent either with most ethical principles or with social welfare maximization.

3. Socially Unproductive Innovation: Is Innovation Always Welfare Enhancing?

This and the previous chapters have explained why it is that the allocation of resources to innovation is not likely to be socially optimal. There is no presumption that markets are efficient, either in the amount of research or direction of research and learning. We have emphasized, in particular, the failure of market participants to take into account externalities—the benefits that their learning has for others. The possibility that innovation may not be welfare enhancing was evident nowhere more than in the financial sector, where much of the innovation was directed at circumventing regulations that were designed to enhance the stability and efficiency of the financial system. The result was that, as Paul Volcker pointed out, it was hard to identify innovations that had increased the productivity of the overall economy. The innovations had led not to better risk management and resource allocations but, rather, to more risk and a massive misallocation of capital.

Historically, there have often been instances in which significant groups within societies have resisted innovation, most notably, the Luddites in the beginning of the nineteenth century, who saw modern machines as leading to unemployment and impoverishment. While increases in productivity in principle could make everyone better off—the production possibilities curve moves out—in practice there are always winners and losers. Innovations that reduce the demand for unskilled workers decrease their wages, even if it increases the wages of
skilled workers. The statement that such skill-biased innovation could be welfare enhancing is usually taken to mean that the gains of the skilled workers are more than sufficient to compensate the losses of the unskilled workers. But while the skilled workers could compensate the unskilled workers, such compensation seldom occurs. Thus, there are winners and losers. And if, as has been happening in the United States and many other advanced industrial countries, the losers are those at the bottom of the income distribution, then innovation can contribute to growing inequality. In this situation, whether societal welfare is increased depends on how one weighs the benefits to the relatively rich against the losses to the relatively poor.\textsuperscript{22}

More recently, however, we (with several coauthors—Delli Gatti et al. \textit{2012, 2013}) have shown that with market imperfections and societal rigidities, all (or at least most) groups in society can be worse off. In the 1920s, productivity increases in agriculture were so large that (especially given the inelasticity of demand for agricultural goods) incomes in that sector declined. With perfect mobility, the surplus agricultural workers would have moved into the urban sector. But there are significant costs to the mobility of labor, and with wages in agriculture declining and the value of rural assets (like houses) declining as well, many in that sector couldn’t afford to move to the city and obtain the skills that would make them productive there. Worse still, neither they nor the banks that provided credit anticipated these events. Hence, as incomes in the rural sector collapsed, those in that sector were left with a legacy of debt burdens, and banks faced massive losses. The result was a marked decline in demand for urban goods—so great that incomes in the urban sector itself fell. Innovation may have helped precipitate the Great Depression.

We have argued, by the same token, that improvements in productivity in manufacturing, leading to decreased employment and wages in that sector, have contributed to the current economic slowdown. Innovation requires economic restructuring, and markets often do not manage such restructurings well. But as firms make decisions that affect the pace and direction of innovation, they do not take these general equilibrium effects into account. Each small firm takes the course of wages and unemployment, for instance, as given; but collectively, as they make their innovation decisions, they affect the evolution of wages and unemployment. \textit{Unfettered and undirected markets may result in patterns of learning and innovation that result in more inequality and higher
unemployment than is socially desirable. There are other patterns that would enhance societal well-being.

To see this most simply, think of there being a limited amount of resources available (to society, to the firm) for innovative activity. The firm can allocate these scarce resources, say, between innovations that save on natural resources (e.g., reducing the carbon footprint) and those that save on labor. But given that there is no carbon price, there is no incentive to reduce the carbon footprint. Even if there is unemployment, and there is a significant societal cost to increasing the number of unemployed, there is a private return to reducing labor inputs.

The same reasoning applies in cases where the mispricing of resources is less obvious. Economists have puzzled about the persistence of unemployment, even in countries without minimum wages or with weak unions. Markets set wages at levels above that at which demand equals supply. The theory of efficiency wages provides at least part of the explanation (Stiglitz 1974b; Shapiro and Stiglitz 1984): an increase in wages increases profits, either as a result of lowering labor turnover, attracting a more productive labor force, or inducing the current workers to work harder—not to shirk. Under these circumstances, the actions of a firm have an externality effect on others, which it does not take into account, but which matter.

Consider the Shapiro-Stiglitz model in which at any level of unemployment, there is a critical wage, below which workers will shirk. If each firm innovates in a way which reduces its demand for labor at any given wage, the equilibrium level of wages falls and the equilibrium level of unemployment increases. There is a social cost to this increased unemployment, but no firm, in making its decisions about the direction of innovation, takes this into account. Thus, if firms have a choice between innovations which are more labor augmenting (i.e., increase the productivity of each worker, so that with the new technology, each worker is equivalent to, say, two workers under the old technology) and innovations that are more capital augmenting, the firm’s decision as to the direction of innovation depends on the relative shares—it will choose more labor augmenting innovations if the share of labor is high—and the market equilibrium will entail innovations which are excessively labor augmenting. So too, if these efficiency labor effects are more important for unskilled labor than they are for skilled labor, and firms have a choice between innovations which are more skilled labor augmenting or more unskilled labor augmenting, it will choose
innovations which reduce the demand for unskilled labor excessively (innovation is excessively skilled biased).

The efficiency wage model is the simplest within which to explore market distortions in the pattern of innovation, but similar results emerge in other models with (endogenous) market imperfections. Economic historians, such as Salter (1966) and Habakkuk (1962) have emphasized the role of “labor scarcity” as an inducement to labor-saving innovation. (Such explanations seem to have particular relevance in particular historical periods, e.g., in the period of the rapid expansion of the United States in the nineteenth century.) Standard economic theory has had a hard time understanding what labor scarcity might mean, other than a high price (or share) of labor. But in models with costly information and highly differentiated labor, there is a natural interpretation: It may take time and resources to recruit a new worker to replace a worker that leaves. Labor-augmenting technological progress reduces not only the direct labor costs but these indirect turnover (search and recruitment) costs. But in economies with costly search, a decision by a firm to engage in more labor-augmenting technological progress—and thus in less recruitment—imposes externalities on other market participants, both on workers (who must now search longer to find a job) and on other firms (who now may face lower recruitment costs). Again, there is no presumption that the market equilibrium factor bias will be efficient; indeed, there is a presumption that it will not be (see Greenwald and Stiglitz 1988; Arnott and Stiglitz 1985).

More generally, we note that from the perspective of the firm, what matters is not just the wage or interest rate, as it might show up in the system of national income accounts, but the effective total labor and capital costs, which can differ markedly from the recorded labor and capital shares, for several reasons. First, because of taxes and fringe benefits, the cost of labor to the firm may exceed the wage that workers receive by a considerable margin. Second, if there is credit rationing, the “shadow” cost of capital may well exceed the interest rate charged; and if firms can’t instantaneously hire workers of the particular type in which they are interested (there is, in this sense, a labor scarcity), then the shadow cost of labor will exceed the wage. Even a relatively small gap in time in being able to fill a position may be costly. By the same token, if machines are not fully reliable and cannot be easily replaced, a breakdown of a machine can be costly. Third, workers have to be managed. Strikes are costly. All of this requires scarce managerial time.
When a firm assesses whether to save on labor or capital, all of these costs are relevant.

**Policy Implications**

There are several important policy implications.

First, wage subsidies reduce the cost of labor, and it is the high cost of labor that induces firms to shift the direction of technological development toward excessive labor-saving and capital-using technologies. By the same token, when the Fed lowers the cost of capital dramatically (as it attempted to do after the Great Recession), it encourages labor-saving innovation. Thus, we observe the curious phenomenon of firms replacing unskilled labor (with presumably a low shadow price, given the high unemployment rate among unskilled workers) such as checkout clerks with machines, e.g., automatic tellers. While there are almost surely positive social benefits from the induced employment resulting from the increased aggregate demand from such investments, those benefits have to be set against the social costs of higher unemployment in the medium term as a result of the labor-saving innovation induced by the lower cost of capital. A full analysis of the intertemporal tradeoffs would take us beyond the confines of this discussion.

Second, increasing the price paid by firms for environmental impacts (e.g., carbon emissions) shifts innovation away from labor-saving (-augmenting) innovation, again with positive effects on the distribution of income and employment.

**Toward a More General Theory**

By bringing together a plausible theory of wage determination with the theory of induced innovation, we have provided a general theory of growth and employment which makes sense of discussions of technological unemployment or job shortages—concepts that have no meaning in Solow’s formulation. In this theory the distribution of income matters; it affects technology and the dynamics of the economy, and these in turn affect the distribution of income at later dates.27

Recent discussions of persistent unemployment and growing inequality have centered around labor-saving innovations and in particular on skill-biased innovation (Autor and Dorn 2013). Critics of such innovation are sometimes referred to as modern-day Luddites, and defenders
of the market have claimed that one should not interfere with market processes; in the long run, they argue, everyone will be better off. Our analysis has suggested that such views may be Panglossian. Not only within their life span may workers not be better off—the benefits of the improvements may not trickle down—but additionally, the changes in factor demands may actually lead them to be worse off even in the longer run.28

We have shown not only that innovations may fail to improve the welfare of all groups in society—they may not result in Pareto improvement—but also that the outcome of market processes may lead to patterns of innovation that are not even output maximizing—they would not be Pareto efficient even if redistributions could be made costlessly. Indeed, there is a presumption that unfettered markets will not be efficient in the choice of factor bias and will lead to excessively high levels of unemployment.

4. Evolutionary Processes

The central message of this chapter is that in an innovation economy, there are marked discrepancies between social returns and private rewards, so that there is no presumption that markets yield efficient outcomes. To the contrary, the presumption is that they do not and that there is a role for government to “correct” the market failures.

The fact that private and social profitability may differ markedly also helps explain why naïve arguments about the positive benefits of evolutionary processes are wrong. These arguments are often invoked by those who believe in the market but understand that the standard (Arrow-Debreu competitive) analysis fails to establish the efficiency of markets.

The recent crisis has cast further doubt on the validity of these perspectives.29 For instance, financial institutions that had understood better the nature of risk and undertaken more prudent actions (e.g., not undertaken excessive leverage) did not survive. Investors observed their seemingly lower returns and demanded that management be replaced. This is not just a hypothetical possibility; it actually occurred. To be sure, those who argued for greater prudence can say, “I told you so.” But firms (and their management) that were wiped out in the “creative destruction” of the process of irrational optimism and deficient risk analysis are not easily brought back to life.
The critique of the standard argument of evolutionary selection is that it makes both type I and type II errors. Firms and individuals that did well, and survived at least for a long time, were not necessarily those that contributed the most to societal well-being or even had attributes that suited them for long-run survival; rather, they were the firms that were well suited to take advantage of the irrational exuberance and the potential for exploiting the poor and market irrationalities that the era of deregulation had opened up. And those firms that were eliminated were not necessarily those that should have been.30, 31

Reward structures have allowed those who led the economy to the abyss to walk away with billions—less than they would have had if their flawed analyses had been right, but far more than they deserve, given the costs that they have imposed on the rest of society. With their wealth accumulation, they can exercise undue influence on the allocation of societal resources for years to come.32

Four critical insights help explain why evolutionary processes may not be efficient. The first, and most basic, is this: A necessary condition for evolutionary selection processes to work well is that profits are a good measure of social contribution. If that were the case, the firms that survived—had high profits—would be the ones that were making the most important social contributions; the firms that were making losses would be those making a negative social contribution, using up more resources than the value they created. But a central message of this book is that, particularly in the arena of innovation, profits may be a particularly bad measure of social contribution. More generally, evolutionary processes fail to produce efficient outcomes precisely in the same circumstances in which markets traditionally “fail,” i.e., fail to produce efficient outcomes.

Second, markets are myopic. They ascertain how well firms are doing today—though because of accounting problems, so evident in the scandals that marked the beginning of this century, they perform this task very imperfectly (see Stiglitz 2003). They have a hard time ascertaining who will do better over the long term.

Moreover, even if a firm might do well over the long term, capital-market imperfections may mean that it will not be able to get the funds to survive now, if it is losing money. Thus, firms that may be more “flexible” and adaptable for changing circumstances might do well in the long run but not survive in the heat of the short-run competition. There may be firms that are better suited to the current circumstances.
They may compete intensely enough that the more adaptable firm has losses and can’t survive.

But matters are even worse. Firms that are irrational can exert a negative externality on others—and cause them not to survive. The standard argument in economics is that if a firm is irrational (say, has irrational exuberance about the future of housing prices), it will pay the price—it will eventually lose on its speculation. But in its irrational exuberance, it can bid capital away from more rational firms, forcing them to pay a return beyond a level which they can sustain. This is not so much true if there is a single such irrationally exuberant firm, but will be especially true if there are many such firms—as was the case prior to the breaking of the bubble in 2006/2007.

The final important idea is the irreversibility of death. We have stressed that firms embody institutional knowledge—knowledge that is more than (and different from) the knowledge that is embedded in each of the individuals who is part of the organization. When an institution dies, much of the embedded knowledge disappears with it. And once a firm dies, when circumstances change—including circumstances under which it would have flourished—it does not come back to life. A new firm bearing some resemblance to the old might be created, but that entails large investments, sunk costs which might not be undertaken unless the expected returns are quite high.

Schumpeter stressed the importance of creative destruction. Firms with deep pockets and irrational exuberance may enter and drive out incumbents who are more rational and who are, in fact, better suited for long-run survival. That the former firms eventually die too is little comfort for those who disappear. This and previous financial crises illustrate that the externalities arising from such irrationalities may be economy-wide: the credit bubble imposed large costs, as we noted, on the rest of society.

5. Innovative Economic Systems

This entire book is predicated on the notion that the level of innovation in a society is a function not just of a single policy (such as the enforcement of anti-trust policies, that might affect the level of competition, or the tightness of the intellectual property regime) but of the entire economic and social system. That was why we titled our book Creating a Learning
Society. It is natural, then, to ask if there are there some kinds of economic/social systems that are more conducive to learning. This is an exercise in comparative economic systems, a subject which was fashionable in earlier decades, focusing on the comparison between capitalist and socialist economic models. Here, our focus is more narrow: on the consequences of alternative economic and social systems for the level of innovation, and the comparison is among different versions of market economies.

In particular, we can ask what kinds of policies and institutional arrangements—what kind of economic systems—are most conducive to being an innovation leader—not just obtaining patents, but designing an innovation system that generates large and persistent increases in standards of living? Is it cutthroat competition? Or is the more gentle Nordic model, in which government takes on a larger role and in which a broad array of policies provide social protection and result in less inequality, more conducive to innovation?

We can also ask if we should expect that the policies of the follower differ from those of the leader, and if so, in what ways? Can we explain the successes of the Nordic model as a result of its policies being well adapted for the leader, or for the follower?

Acemoglu, Robinson, and Verdier (2012) have recently put forward the hypothesis that the Nordic welfare model may be all well and good for the follower, but the American style of cutthroat capitalism, with its high level of inequality and strong incentives, is better suited for the countries at the frontier. While contentions of such a broad sweep are hard to evaluate with any precision, similar sentiments have played a central role in policy debates and therefore it is important to assess them, marshaling whatever theoretical, empirical, and historical arguments can be brought to bear on the issue.

The analysis of this and the previous chapter should have made it clear that there is no presumption that unfettered markets will lead to the optimal rate and direction of innovation; that is, there is a presumption in favor of some government intervention. We explain here why the interventions associated with the Nordic model may in fact be highly beneficial to innovation.

Is the United States the Innovation Leader?

First, we need to dispose of one of the assertions of Acemoglu et al. (2012): that the United States is the “innovation leader.” Assessing the
level of innovativeness of an economy is no easy matter. Earlier, we explained that higher levels of investment in innovation do not necessarily lead to an enhanced pace of increases of standard of living overall, given the marked discrepancies between social and private returns. Even assessing the importance of any particular innovation may be difficult. Moreover, in a world in which knowledge flows in all directions, assessing the origins of any idea is nearly impossible. For instance, many of America’s recent advances in medicine build on work done in the United Kingdom by Watson and Crick leading to the discovery of DNA. America’s development of the computer rested on fundamental work done by Alan Turing in the United Kingdom. Parsing out the source of the “real” innovations is difficult, if not impossible.

The Swedish innovation of worker quality circles or the Japanese innovation of just-in-time production—neither of which were patented—may have had more profound impacts on American productivity than did multiple patented innovations. To be sure, Scandinavia benefited from Intel’s innovations in chips, but presumably the value of those patented innovations would be (largely) captured in the profits of the patenting company and in the GDP of the originating country.

Interestingly, while many suggest that the United States has been highly innovative, say in the last thirty-odd years, it doesn’t seem to show in GDP statistics, where increases in GDP per capita, or even estimates of total factor productivity growth, seem to be far lower than in the decades after World War II. There are several possible explanations for this. Perhaps GDP does not really capture the improvements in living standards that computer-age innovation is engendering. This may be partly due to the fact that GDP does not provide a good measure of well-being (see Stiglitz, Sen, and Fitoussi 2010), though there are reasons to believe that when full account is taken of, for instance, the increase in insecurity, economic performance is even more dismal than GDP statistics suggest.

Alternatively, it may be that as exciting as recent innovations seem, they are less significant than the enthusiasts believe. The United States may have made great strides in inventing better ways of targeting advertising, or designing financial products that are better at exploiting uninformed individuals. It takes innovativeness to design better ways to exploit and leverage market power, and this is likely to show up in higher profitability. But these “innovations” may not show up in GDP statistics.
Similarly, claims that the United States is more innovative than, say, the Nordic countries are not unambiguously supported by the data. By most accounts, Sweden and Norway have a higher standard of living or welfare (e.g., reflected in median income or UNDP’s Human Development Index). Moreover, output per worker hour in several countries exceeded that in the United States (Norway by 41%, Ireland by 15%, Luxembourg by 30%, Belgium by .5%), and in several (Germany, France, Netherlands, Denmark) the differences were small.

Acemoglu et al. (2012) put a great deal of emphasis on the high level of important patents in the United States. Putting aside technical issues such as differences in demographics and the presumed lower overall transactions cost associated with an American registering a patent in the United States versus a foreigner registering in the United States, there is a more fundamental issue: patents play markedly different roles in different sectors. In some sectors, like hi-tech and pharmaceuticals, they play a very important role, though in the former often more in a “defensive” way, to put oneself in a position to countersue when someone sues. In other sectors, like metallurgy, they play a very unimportant role.

By the same token, the number of citations is not necessarily a good index of importance. We referred earlier to two critical innovations—just-in-time production and quality circles. These were not patented, and, accordingly, there is no index of the number of citations. But there is little doubt of the profound effects. Or take another Swedish innovation: dental implants. Whether the original research spawned a large amount of follow-on research, with many citations, is not the critical determinant of the impact that this innovation had on the quality of life of hundreds of millions of individuals.

Also, the most important innovations, generating the most cited research, typically cannot be patented—from the Turing machine, to the discovery of DNA and electromagnetic fields.

In short, the fact that the United States has a higher level of patents does not necessarily mean that the United States is more innovative. The United States may have focused its innovative efforts in those sectors where patents are important and where rent-seeking is encouraged, like the financial sector. If this is the case, then from the perspective of global innovation, it may be advantageous to have an ecology in which there are different institutional arrangements and no dominant one.
What Makes for an Innovation Leader?

Even if the United States were the most innovative country, it is hard to ascribe its position solely, or even mainly, to cutthroat competition. There are, in fact, multiple institutional and cultural factors that influence the ability of a technological leader to maintain that leadership position.

On the positive side, for instance, America’s attitude toward bankruptcy (its acceptance of bankruptcy as part of the price to be paid for risk-taking in an innovative context) and development of the venture capital industry are two institutional characteristics that are highly conducive to innovation. But even in these areas of strength, there are issues: U.S. bankruptcy law gives first claim to derivatives, and student loans can almost never be discharged, even in bankruptcy. This distorts the allocation of resources toward finance and away from higher education—distortions that almost surely result in less real innovation than there would otherwise be.

While the quality of its elite universities is clearly a favorable factor, the unevenness of the quality of its education—and the evidence deficiencies in average performance (e.g., as measured in PISA scores) work in the opposite direction. So too does the fact that such a large fraction of its innovative talent has been diverted to finance (and zero sum activities within finance) and other rent-seeking activities.

While large corporations may have access to the extensive resources needed to undertake large, long-term research projects, the misalignment of the interests between management and shareholders may erode innovation, especially of the kind that enhances standards of living. Particularly problematic are deficiencies in corporate governance (leading often to excessive short termism) and the bureaucratic processes that many large corporations have established as part of their control mechanism.

The success of the United States may have more to do with the large role played by the government than with the entrepreneurial role of the private sector (Mazzucato 2013). Even when we turn to private sector innovation, we find a picture quite different from that painted by Acemoglu et al. (2012) Probably the most innovative American firm during the twentieth century was a regulated monopoly, largely shielded from competition, with a research budget funded by, in effect, a tax on telephone service. There are several reasons why that was so. Some of these are related to the fact that because a monopolist has a
larger output (than, say, a duopolist, where total output is higher, but the amount produced by each firm is smaller) it has more incentive to bring down costs. Moreover, shielded from cutthroat competition, it could focus on the long run, including the benefits which it might receive from investments in basic research.

In chapter 5, we provided a more general analysis of the relationship between innovation and competition (however assessed), showing that it depends on a variety of characteristics, including the stochastic process of innovation, the substitutability among goods, the nature of the market barriers, etc. This suggests that the American model may be good for innovation in certain areas but adverse in others.

Finally, we note that particular historical circumstances played a central role in helping the United States attain the position in innovation that it holds today. The United States was not always the leader; in the nineteenth century, it borrowed voraciously from Europe. (See e.g., Chang 2001, 2002). Interestingly, even then, when it was a follower, it had a form of capitalism that was marked by high inequality—the extremes of the Gilded Age have only been reached in the Roaring 20s and in the first decades of this century. The innovator of the period, Germany, was the first country to introduce social security. The pattern seems to be the clear opposite of that suggested by Acemoglu et al. (2012)

World War II marked a turning point in U.S. technological leadership—a historical accident—partially, at least, a “gift” of that war—as large numbers of those on the forefront of science and technology fled to the United States.

This leadership was then reinforced as a result of government actions in response to the Cold War, which led to heavy investments in military research, which had large spillovers to the civilian sector (including, arguably, the development of the Internet). The large technological leadership of American universities, reinforced by World War II and government Cold War investments in the decades following the war, attracted some of the most talented young people from around the world, many of whom stayed in the United States.41

Why Might the Nordic Model Be Conducive to Innovation?

There are several key aspects of the Nordic model that may be particularly conducive to innovation. Earlier, we noted the importance of the (inherent) absence of a full set of risk and capital markets, both for the
efficiency of the economy in general and for innovation in particular. Research is risky, and better systems of social protection can thus be more conducive to individuals undertaking research. Even high taxes can be conducive to risk taking; the government can be seen as a silent partner, sharing in the gains as well as losses, with the result that there will be more risk taking.\textsuperscript{42, 43}

A major input into research is high-quality research personnel. Without government intervention, because of imperfections in risk and capital markets,\textsuperscript{44} there will be insufficient investments in education. In the United States, with heavier reliance on private financing of higher education, adverse bankruptcy laws (in which student loans are essentially impossible to discharge), and the virtual absence of income-contingent loans, investments in education—especially in areas where returns are risky and limited, such as in science—will be more limited. And access to quality education by those whose parents have limited income will be greatly circumscribed.

Worse still, given the high cost of higher education and the skewed material rewards system, it is not a surprise that a disproportionate share of the most talented individuals have, in recent years, gone into finance; and while that may have resulted in a higher level of innovation in the financial sector, it has not resulted in a higher overall pace of innovation in the relevant sense (an increase in standards of living, or the pace by which standards of living increase). Indeed, much of the innovation was directed at figuring out better ways of manipulating the market, exploiting more those who were financially unsophisticated, enhancing the ability to leverage market power, and circumventing regulations that attempted to stabilize financial markets and reduce the risk of large adverse externalities.\textsuperscript{45} While these innovations may have generated more rents for those in the financial sector, there is no evidence that they improved the overall performance of the economy.

Education is not the only critical factor that is complementary to private investments in innovation. Good investments in infrastructure can increase the returns to private investments (Field 2011) in general, including investments in innovation.

The Nordic model—with heavier public investments in education, technology, and infrastructure; progressive taxation that reduces incentives for rent seeking; and better systems of social protection—increases the willingness and ability for innovative risk taking. For an excellent discussion arguing that that is in fact the case, see Barth,
Moene, and Willumsen, 2014. They go further, showing that in a vintage model of innovation, wage compression induces older vintages to be scrapped earlier, thus accelerating the process of creative destruction.\textsuperscript{46} Moreover, they show how government policies can ensure that society as a whole benefits from innovations through, for instance, the active labor market policies and Keynesian demand policies that are part of the “Nordic model.” Further, the Nordic model can lead to faster dissemination of ideas throughout the economy, which we have argued in earlier chapters is important for enhancing societal productivity (in ruthless competition, firms strive to keep whatever knowledge they acquire to themselves).

There are many more specific policies in the Nordic model that enhance innovation. Consider this question: Could innovation be encouraged by increasing taxes for financial and land speculation and using the proceeds to attract more into innovative activities by investing in science and technology education or paying scientists more? Standard arguments would suggest that higher taxes on land will not affect the land supply. And given the evident low (negative) marginal social returns to innovations in the financial sector, the reallocation of resources in ways that are associated with the Nordic model would presumably be “real” innovation enhancing. Or consider this slightly broader question: Could innovation be enhanced by taxing those at the top at higher rates and using the proceeds in a similar way? It has been argued that because much of the income is derived from rent seeking,\textsuperscript{47} an increase in taxes at the very top has little effect on growth (Piketty, Saez, and Stantcheva 2011).

\textit{The Nordic model consists of exactly the kind of policies that one would expect to see in a leader.} While it may not be optimal for all countries to follow the same model, those countries that aspire to be on the frontier should at least consider emulating some aspects of the model that has worked so well in the Nordic countries to maintain a high rate of growth not only in productivity but in standards of living as well.

\textit{Political and Economic Equilibria}

The discussion so far has explored the consequences of alternative economic policies, but as is now widely recognized, public policies are enacted through political processes, which themselves are affected by
the economy, including by the extent of inequality. We have to view the economic and political equilibrium as being jointly determined.\textsuperscript{48}

It is easy to show that there can be multiple equilibria. In particular, there can be an equilibrium with a high level of inequality supporting low levels of public investments (including in education and technology), low levels of tax progressivity, and high levels of rent seeking, generating high levels of inequality. There can also be equilibrium with a low level of inequality with high levels of public investment, high levels of progressivity, a strong welfare state, and strong policies against rent seeking (the Nordic model). The representative individual is likely to be better-off in the latter—and so is the pace of innovation.\textsuperscript{49}

There is no reason to believe that the United States has adopted the policies that it has because they are designed to maximize innovation, let alone societal welfare. Rather, the policies are simply the outcome of political processes in which those with money have disproportionate influence, an outcome that one might expect given its high level of economic inequality.\textsuperscript{50}

This analysis suggests that the United States could increase the pace of innovation (and the level of economic welfare) by making some moves in the direction of the Nordic model. Not only would the institutional and policy reforms promote greater innovation directly, but by reducing inequality and the insecurity associated with innovation and openness, the reforms would generate more support for innovative policies and ensure that those displaced by innovation are “recycled”—retrained so they can be more productive members of the economy.

Many aspects of the Nordic model were explicitly designed with this political-economic equilibrium in mind. (See Barth, Finseraas, and Moene, 2012). The Scandinavian countries are small. To be prosperous, they have to be open to the outside world. But openness imposes high costs on many individuals—so too for innovation. And in truly democratic societies, if a majority of citizens are losers—even if a minority are large “gainers”—it will be hard to sustain policies supporting innovation and openness.

To sustain innovation and openness, one has to either move away from democracy (e.g., by moving toward a system where money has more influence), so that the winners have a disproportionate role in determining outcomes, or ensure that a majority of citizens are in fact better off—and that is the intention of the Nordic model.
Leaders and Followers

Not all countries can be leaders. Indeed, the aspiration of many developing countries is simply to close the gap that separates them from more developed countries. The policies that promote the follower’s learning may be different from those that are optimal for a leader; for instance, the intellectual property regimes that are appropriate for each are likely to differ markedly. Thus rather than beginning from the presumption that there is a single economic system that is best for all countries, we should recognize that different countries may be in markedly different situations; there are leaders and followers. What is optimal for a leader, trying to move the frontier ahead (and perhaps maximizing innovation rents), may be different from that which is optimal for the follower, trying to take advantage of knowledge produced by others—trying to catch up, or at least not fall behind.

But, still, the economic framework that we have described (the Nordic framework) is more likely to be conducive to catching up than that associated with ruthless capitalism. We emphasize here, in particular, the importance of public investments in education and technology and in government policies that facilitate learning—including trade interventions and industrial policies that will be discussed extensively later.

Even countries that could fully close the knowledge gap may choose not to do so. There is a cost to doing so, and the cost is sufficiently high that a country may choose to remain a laggard. There may then exist an international equilibrium, in which there are leaders and followers.

Overview

Market failures affect both supplies and prices of inputs into innovation as well as the risk-adjusted private and social returns. The Nordic model can be thought of as addressing these market failures in a fairly comprehensive way. Policies affecting societal well-being directly—education, social protection (especially of children), unions, public investments in technology and infrastructure, active labor market policies, industrial policies—also affect the pace of innovation. Though there are some features of the American form of capitalism that are conducive to innovation, there are others that are not, and while there may be questions about precisely how strong its economic performance has been—say, in
comparison to the Nordic countries—it is clear that what success it has attained can only be partially attributed to its markets and its form of cutthroat capitalism. Some is a result of a historical accident. Some can be attributed to its not-for-profit universities. Some can be attributed to strong government support.

There is an important role for government to play in both the leader and the follower countries: designing policies that lead to more innovation, ensuring that the knowledge gap doesn’t increase, and ensuring that innovations disseminate well within the economy and that most citizens benefit. As we noted, without the appropriate frameworks, innovations can lead most citizens to be worse off, even if the winners could have compensated the losers.

In democracies, whether governments adopt policies that facilitate innovation will depend on the consequences of innovation for most citizens. The Nordic model, by ensuring that more of its citizens benefit from innovation and growth, has created a virtuous circle: a political regime that supports policies that facilitate innovation and ensures that the benefits of the resulting growth are widely shared.53

6. Broader Considerations: Innovation and the Nature of Society

Innovation shapes and is shaped by our society. Decentralized market processes typically pay little attention—for good or for evil—to these consequences. We have already noted two aspects: the effects on unemployment and the distribution of income.

The analysis so far has embedded innovation in a market economy in which, while there may be limited competition in the product market, there is a perfectly competitive labor market. But mobility is limited, and labor markets are often far from competitive. Employers—who manage the innovative process—may have an incentive to manage it in a way that enhances their bargaining process vis-à-vis workers, for that will lead to lower wages. Labor-augmenting innovations, which increase unemployment, do so. So do innovations which make workers more substitutable for each other. The pattern of innovation that has occurred in recent years, leading to lower wages for most workers, may not be just an accident of nature, nor may it even be the result of normal competitive market
forces working themselves out; it may be the result of employers deliberately shaping the innovative process in ways which enhance their well-being at the expense of workers.\footnote{44}

Workers and management care not just about wages but about “control.” Management, for instance, might like to reduce the scope for “agency” problems, where workers shirk or take actions which are not in the company’s interests.\footnote{55} They may seek to reduce the scope for discretion. Innovations that increase the ability of management to monitor and control (the assembly line, just-in-time inventory systems) may be viewed as desirable by management, even when they are viewed adversely by workers.\footnote{56} There may be broader consequences to society of such changes in the workplace.

Of course, as firms engage in labor-saving (-augmenting) innovations, they “learn to learn”; they become better at this form of innovation.\footnote{57} This reinforces the process of labor-augmenting (-saving) innovation.

On the other side of the ledger, consumers, workers, and management may all get direct pleasure out of living in a more dynamic economy and society, and from the enjoyment of new experiences that results. These benefits too may not be adequately reflected in market prices and incentives.\footnote{58}

7. Concluding Comments

This chapter explains why the production of knowledge—or learning more generally—is different from the production of steel or other conventional commodities. While research over the past forty years has called into question the presumption that markets are efficient, in the case of a learning economy, the presumption is clear: It is unlikely that markets are actually efficient. In an innovation economy, Adam Smith’s invisible hand is invisible because it’s simply not there.

This chapter provided a list of key attributes of learning and innovation (characterized by fixed, sunk costs, being a public good, spillovers, etc.)—attributes which differ from ordinary commodities. This list explains the pervasiveness and importance of market failures associated with learning, and why the level, direction, and form of investments in learning in unfettered markets are not likely to be optimal. The existence of spillovers, for instance, means that those engaged in learning
cannot appropriate for themselves the full social benefits of the learning, both today and in the future. This chapter has described a number of other reasons why the level and direction of innovation in a market economy may be far from optimal. Our list of determinants of learning also includes key societal attributes, like stability, which themselves are the result of public policy; markets by themselves do not necessarily result in the optimal level of macroeconomic stability. We should perhaps more accurately say that markets never exist in a vacuum. Society has to set the rules and regulations that govern them, like what kinds of contracts can be enforced and how they are to be enforced. Thus, the notion that there are “unfettered markets” is a chimera, an idea that is often used by those who are trying to shape markets in a particular way (as if there was a “right way” by which markets should be organized)—often in ways that are in their own interests. Here, we stress the importance of these rules and regulations in shaping the rate and direction of innovation.

In short, if technological progress is endogenous, there is a raft of market failures: Markets are not likely to be perfectly competitive; benefits of research or learning are likely to spill over to others, both today and into the future; firms engaged in research will appropriate only a portion of the societal benefits arising from their research; but attempts to strengthen appropriation will introduce further distortions in the economy.

While the sources of market failure are multiple and complex, so are the consequences. Both the level of R & D, the portfolio of R & D research projects, and the direction of research are distorted. Because, as we have noted, production is linked to learning, the level and pattern of production is distorted, relative to the first best. Because labor contracts too affect labor mobility and the extent and manner in which learning occurs, these too are distorted (relative to what they would be in a society that sought to maximize learning). The central thesis of this book is that every aspect of the market economy (and more broadly of our society) needs to be reexamined from the perspective of learning and innovation.

**Do Markets Engage in Too Little Research and Learning?**

One of the central questions in the economics of innovation and learning is: Do markets on their own engage in too little research and
learning? The central insight that knowledge is a public good suggests that the answer is yes. And indeed, the case that markets invest too little in basic research seems compelling—with the obvious implication that there is an important role for government. But what about more applied research? Most of the market failures (e.g., those arising from imperfections of competition and the inability to appropriate all the benefits of R & D) suggest that there is in fact underinvestment in research and learning, certainly relative to what would be the case in a first-best world, and even (as we show more clearly in part 2) relative to a second-best world, in which there are a variety of constraints on the kinds of interventions that government can undertake. But our discussion has also made it clear that matters are more complicated; in some cases, private returns can exceed social returns, in which case there can be excessive research—and especially excessive research in certain areas.

In markets with imperfect competition, one of the objectives of research is rent seeking—obtaining the monopoly rents derived from patents or simply from the first-mover advantage. The fact that investments in innovations are driven by rent seeking shows that rent seeking need not only have adverse effects on the economy. It can be channeled toward more constructive purposes. But rent seeking here, as elsewhere, can also result in distortions to the economy, as firms direct research to seize part of the profits of rivals, in me-too inventions. There are other forces offsetting the tendency for market economies to underinvest in learning and research. Frank Knight (1921) long ago noted the tendency of entrepreneurs to be irrationally overconfident—one might say irrationally exuberant. They systematically believe that the returns on their innovative activities will be greater than they will be, that the probability of failure is smaller. Entrepreneurs have to have confidence in themselves and in their relative ability. But if this is so, it means that the level of investment (including investments in R & D and learning), especially in certain “exciting” areas, may be excessive—excessive given the private returns, though not necessarily from the perspective of social returns. Indeed, this irrational exuberance serves to partially counterbalance the underinvestment arising from the market failures upon which we have focused in this chapter.

(Some of this seeming irrationality can, in fact, be explained in models with imperfect and asymmetric information, using models analogous to those that explain the winners’ curse in auctions. It is those that have obtained the most favorable information that bid the highest;
but then, in formulating their bid, they need to take into account that others have obtained information that is less favorable. So too for the decision to undertake any project, including a research project.)

**Intellectual Property Rights**

Much of the popular discussion of innovation focuses on the consequences of the imperfect appropriability of the social returns to innovation. Given that this is seen as the central problem, it is natural that attention is focused on government policies at improving appropriability, through strong intellectual property rights.

Our analysis has shown that this focus is incorrect in several respects. First, it focuses on only one of several market failures. We noted that markets where innovation is important are likely to be imperfectly competitive; poorly designed IPR regimes may exacerbate this imperfection.

Secondly, the attempt to correct this problem through strong patent protection can result, as we noted, not only in underutilization of knowledge but in overinvestment, especially in certain types of research. Markets may not only invest too much or too little in research, they may invest too much in some kinds of research (me-too patents in the drug industry or research that may lead to holdup patents) and too little in others (especially in basic research).

In fact, the patent system may itself lead to further distortions in the market—with stronger (and especially poorly designed) intellectual property regimes actually slowing down the overall pace of innovation and increasing the inefficiency of the market’s innovation process.

**Patterns of Research and Learning**

As we have said, it is not just a matter of the level of R & D or learning. There may be too little risk taking of some kinds, too much of others; too much attention to correlation under some circumstances, too little in others.

Even more disturbing is that the direction of research is distorted. There is clearly too little research aimed at reducing environmental impacts (say, those associated with global warming)—not surprisingly, given the absence of a price associated with carbon emissions—and too little attention paid to the unemployment and distributive consequences of innovation.
Our analysis calls into question Schumpeter’s euphoria about the virtues of a market in producing innovation. Schumpeter suggested (though never proved) that competition to be the dominant firm would lead to a high level (the “right” level, perhaps) of innovation. At the same time, he argued that monopoly power would be temporary and checked by potential competition. In chapter 5, we questioned those results: Monopoly power may persist, and the threat of competition, rather than leading to more innovation, may lead to costly entry deterrence. And the entry deterrence can be sufficiently successful that the monopolist can enjoy high profits.

While the high profits do provide a way to finance the up-front sunk costs associated with R & D, particularly important in the context of imperfect capital markets, this is not the best way to finance research, i.e., the way that is most equitable and least distortionary. Also, there are, as always, high costs associated with even temporary monopolies. In some cases, putting aside excess returns to the owners of the monopoly, more of the profits are invested in marketing and advertising than on research, with both marketing, advertising, and research directed more at further enhancing market power (reducing demand elasticities, increasing switching costs, disadvantaging rivals) than at enhancing consumer and societal welfare.

Moreover, Schumpeter, in his support for monopoly, ignored agency effects, contributing to the lethargy that is often associated with monopolies.

Innovation and the Enhancement of Individual and Societal Well-Being

Just as Schumpeter’s faith that “Schumpeterian competition” would lead to overall economic efficiency appears misplaced, so too, Schumpeter’s optimism that all (or most) citizens would benefit from dynamic capitalism appears unwarranted. Twenty-first-century capitalism illustrates that inequality can increase so much that most individuals can be worse off: In the United States, median household income has been falling and, as this book goes to press, is lower (adjusted for inflation) than it was a quarter century ago. And this does not take into account the decreased sense of well-being from increased insecurity and environmental degradation. Those who lost their homes and their life savings as a result of the “innovations” of America’s financial system may take
little comfort in the notion that perhaps their grandchildren will be better off. (The realization that, say, the median income of male full-time workers is lower today than it was forty years ago may also diminish confidence in trickle-down economics.)

Those who glorify the market’s innovativeness, of course, pay little attention to the distributive and unemployment effects. They believe that the market (unfettered by government direction) will produce the highest level of innovation and that that will result in the highest level of societal welfare. The presumption is that there may be winners and losers, but society as a whole benefits, which means that the winners could more than compensate the losers. One naïve version of this holds that there are no losers, that somehow the benefits do trickle down to everyone. There is no empirical support for the strong version of trickle-down economics—it should be obvious that, repeatedly, large numbers of individuals have become worse off as a result of innovations that seemingly increased GDP.

A weaker version holds that eventually everyone benefits from higher growth, and that would be true if at the same time there was not an increase in inequality. But in recent years, as we have noted, growth in the United States has been associated with marked increases in inequality, so large that significant parts of the population—in some cases a majority—over long periods of time, have seen their standards of living erode, and the increase in inequality may itself be, at least in part, a consequence of innovation, and the way that markets have directed innovative activity. (Matters can be made better or worse by government policy; more recently, some countries seem to have taken the stance that for the country to compete, social programs have to be cut back, so those at the bottom and middle have suffered even more.)

Schumpeter was right that over the two hundred years prior to his writings, innovation had been so strong that almost all benefited. It does not follow that that will necessarily be true over the next hundred years. It should be obvious that if market prices are distorted, then the market will pay insufficient attention to saving underpriced resources. Because environmental resources are underpriced, innovation is excessively directed at saving labor and insufficiently directed at saving natural resources.

So too, endogenous labor-saving innovation almost surely has played a role in contributing to growing inequality in more advanced industrial countries. Government interventions in R & D that redirect innovation may make it more likely that more will benefit and fewer will lose.
This book is much about how the government either deliberatively or unintentionally directs this process of Schumpeterian creative destruction, by its own research programs (say, on basic research) and the terms on which it makes the results of that research program available; by the structure of the intellectual property laws (e.g., what has to be disclosed, what can be patented, the breadth of the patent and the novelty standard, the nature of the remedy for violation); and through virtually every other aspect of the country’s legal and economic framework, including the standards for competition law (when will firms be found in violation of such laws, and what is the enforcement). Each of these laws and policies affects the pattern and direction of innovation, so that all governments implicitly or explicitly have an innovation policy; they simply may not know it. The U.S. legal system led to a policy that almost surely encouraged financial innovations relative to the social optimum and discouraged other kinds of innovation, such as those which would have helped protect the environment (more by what they did not do—ensuring that there were appropriate environmental prices in place—than by what they did do).

The presence of the pervasive market failures associated with learning and innovation that we have detailed in this and the previous chapter raises the question: What would constitute optimal, or at least better, resource allocations to innovation? More broadly, what government interventions would enhance societal well-being? The next chapters of this book provides an analysis of what optimal interventions might look like in the context of some highly stylized models, while part 2 discusses more broadly an array of policy interventions that may enhance societal well-being. Some of these interventions are “fine-tuned,” calling for targeted subsidies to one sector or technology. But others are broader in scope and can (and we would argue should) be undertaken even by governments with limited capacities; we show that there is a presumption that developing countries should protect their industrial (including “modern” service and agricultural) sectors.

Markets on their own will not create a learning society, or, even if they do, they will do so more slowly and less extensively than they should. Governments can help infant economies grow. In most of the countries that have been successful in making the transition from less developed to more developed, from a stagnant economy to a dynamic learning economy, governments have done so.
WHILE ONE of the major impetuses for our writing this book was to develop the infant-economy argument for protection, which claims, in part, that some degree of protection can facilitate learning, learning is important in all economies and societies, including “closed” economies. To fully understand the role of learning in an open economy, one has to understand how public policy can be used to enhance learning even in a closed economy.

Chapter 6 showed that, in general, in an innovation and learning economy, the market equilibrium is not (Pareto) efficient. In this and the next chapter, we seek to translate these general principles into more concrete results. We want to show that output in the learning sectors—and in particular, in sectors with large learning spillovers to other sectors—will be too low, and that government intervention, both through subsidies and trade protection, may be desirable. The later chapters then expand on these general principles, exploring the implications for policy in a number of arenas.
1. Basic Competitive Model

In this chapter, we present a simple model to highlight the issues at hand. We assume that there are two types of goods—one industrial or manufacturing and the other agricultural or craft. We assume that the only way that productivity is increased is by “learning by doing,” and that such learning only occurs in the industrial sector, but that the benefits of this learning spill over fully to the agricultural sector.

If the government distorts production, by subsidizing production of manufactured goods, societal well-being is decreased today. And that has been the traditional argument against such “industrial policies”—policies of government trying to encourage particular industries or particular technologies. But these traditional arguments ignore the future benefits: because of the expansion of the industrial sector, there is more learning, from which both sectors benefit. Well-being in the future is increased.

It is always desirable to encourage, to some extent, the industrial sector, so long as the marginal learning benefits are strictly positive. For at the “no intervention” equilibrium, the marginal cost of a small intervention is of second order (i.e., negligible), while the marginal benefit of the cost reduction is strictly positive.

In a closed economy (with no trade), the way in which governments typically encourage the production of one sector is to subsidize it. But to provide a subsidy, one must raise taxes, and there is typically a cost of doing so. Thus, the extent of subsidy that is desirable will depend on the cost of raising funds. If it is possible to levy lump sum taxes, the government should do so, not imposing taxes on the non-learning sectors. But even if the only way to raise revenues to finance subsidies is through distortionary taxation, it is desirable to do so.

These results are more general: by shifting production towards sectors or technologies with high learning and learning spillovers, the economy can achieve higher growth, year after year.

In simple aggregate models (of the kind that have predominated in economics for a half century), there is, of course, no scope for the growth rate to be increased through sectoral rebalancing.

The government’s objective is thus to expand sectors with high learning elasticities and high spillovers. Sometimes, that can be done best, by encouraging such sectors indirectly, for instance, by subsidizing complements of the good (products such that when their price is
lowered, individuals consume more of them—like tea and sugar) and taxing substitutes. The government can also encourage the expansion of such sectors by providing a greater supply of public goods that are complements to such sectors.

Interestingly, even when all goods are symmetric, the market is inefficient. For if individuals worked harder today, there would be more learning, and productivity next period would be higher. But the competitive market will not take this into account. Thus, the government should subsidize work. The magnitude of the distortion will be greater the lower the discount rate (the more valuable future consumption), the higher the learning elasticity, and the easier it is to induce workers to work more. This labor supply effect is, of course, relevant also in non-symmetric models: sectors which are complements to work (substitutes for leisure) should be encouraged through, for example, lower taxes.

There is a more general point: one can only assess the distortions arising from a market failure within a general equilibrium model. If the production of some sector is smaller than it otherwise would be, that of some other sector is larger. In the presence of learning, learning sectors have a lower level of output, non-learning sectors have a higher level of output, and, overall, output is likely to be too small. The competitive equilibrium will be associated with lower rates of learning than is optimal.

**Optimal Interventions**

We noted earlier that a small intervention—a slight increase in the production of manufactured goods relative to the competitive equilibrium—has a negligible effect on consumer well-being the first period. But the outward shift in future production possibilities curves has a first order effect on consumer welfare. That was why it was optimal to have some intervention. But as we increase the size of the distortion, the marginal costs increase, and the marginal benefits (typically) decrease. This means that there is an optimal intervention—an optimal subsidy.

The lower the discount rate—the more we value future growth, and the higher the learning benefits (the greater spillovers to other sectors)—the more we should want to distort production. In a model with full learning spillovers, the distortion occurs only in the industrial sector, while the benefits are economy-wide. Hence, the smaller the share of the manufacturing sector, the larger the desired distortion. In Appendix A, we provide a simple formula for the optimal subsidy.
The benefits of learning are related to the future size of the economy. The larger the economy, the larger the cost savings from any reduction in the costs of production. The larger output today, the lower the costs of production next period and the larger the size of the economy next period. It is possible that there may be multiple equilibria. With higher expected output next period, it pays to produce at a high level today; and given that high level of production, costs next period are low and production is high. The expectations are justified. But it is also possible that there is a low level equilibrium trap where production is low today in the expectation that output will be low next period; and because production is low, learning is low, and output will in fact be low next period.

When there are multiple equilibria of this sort, government intervention can help move the economy from the low growth equilibrium to the high growth equilibrium.

2. Monopoly

Sectors with learning (or where innovation is important) exhibit increasing returns and are natural monopolies. At the very least, they are likely to be characterized by limited competition. Earlier chapters showed that monopolies may have an advantage over competitive markets in that they internalize the learning externality. They are aware that if they produce more, there will be more learning, and future costs will be lowered. And because they are aware of these future gains, they expand production of the learning good toward the level that optimal government intervention would have called for. This “internalization effect” countervails their normal exercise of monopoly power, which entails restricting production.

But while in economies with monopoly/monopolistic competition, there is some internalization of learning benefits, the firm not only still does not internalize cross-sector learning effects, it also does not take into account demand effects; that is, the actions of firm $j$ (controlling product $j$) affect the demand for product $i$, and therefore affect the equilibrium level of innovation in that sector (even in the absence of
learning spillovers). Moreover, there are macro labor-supply effects (described earlier) that firms fail to take into account. Government subsidies can help correct these distortions.

What makes the analysis still more complicated, though, is that even in the absence of learning effects, the general equilibrium with monopolistic competition (either with a fixed or variable number of firms) will not, in general, be Pareto efficient. Dixit and Stiglitz (1977) showed that with free entry, with all firms facing the same fixed costs of entry, symmetry, and constant elasticity of demand curves (and no learning), the market equilibrium was efficient. However, when these idealized conditions were dropped, it was not.¹

Still, we can say something about the nature of monopoly distortions as well as desirable forms of government intervention. In the discussion that follows, it is important to differentiate between the monopoly/monopolistic competition equilibrium and the competitive equilibrium, with and without optimal subsidies. Innovation will be lower in the monopoly equilibrium than in the competitive equilibrium with optimal subsidies. The more subtle question is whether the unsubsidized competitive market is more innovative than the unsubsidized monopoly.

If the elasticity of demand is relatively low, it is more likely that the demand restricting effect will dominate. If the discount rate is low and the learning elasticity is high, it is more likely that the “internalization” effect will dominate. If the internalization effect is large enough, then the benefits of learning dominate. In other words, future consumption is increased so much from the lower costs of production that the gains in future utility outweigh the losses from the exercise of monopoly distortion.² It is thus possible that output of the learning sector with monopoly is higher (initially) than in the competitive equilibrium. When this is not the case, the economy suffers from both the short-run distortion and the slower, long-run growth. When this is the case, the economy initially benefits from being closer to the social optimum. But unless productivity is expanded enough as a result of this greater learning, output and utility next period would be lower, were it not for the learning benefits that persisted. But if the monopolist again internalizes these learning benefits, output next period would be higher. Indeed, because input and growth are higher than in the competitive equilibrium, eventually even the level of consumption—restricted as it is by the exercise of monopoly power—will be higher, even in the absence of the internalization of learning benefits.
We can ascertain some conditions under which it is more likely that learning with monopoly will be higher than with competition. The greater the elasticity of labor supply, the more likely that the monopoly innovation level will be greater than the competitive level. On the other hand, with a sufficiently low elasticity of demand, low level of learning and learning elasticity, and high discount rate, the level of innovation with monopoly is lower than that with competition.

A higher level of learning in monopoly may still be associated with a lower level of utility. Even though the production possibilities curve has shifted out with learning more than would have been the case under competition, and consumption in earlier periods is higher, the distortions associated with monopoly in later periods when learning may be less important imply that the level of utility attained by consumers can be lower. Thus, we have three different possibilities:

1) With low learning, the traditional result—lower consumer welfare both periods and lower innovation—holds. 2) With high learning, consumer welfare may be higher both periods, so consumers are clearly better off. 3) In the intermediate case, innovation may be higher, but if consumers are better off the first period, they are not enough better off to compensate for the loss of welfare the second period as a result of the exercise of monopoly power—even though the production possibilities curve has shifted out.

In the symmetric case of monopolistic competition, where there is no distortion in the relative consumption of different goods, there is still a distortion in labor supply (as was the case in the model of competition): the exercise of monopoly power lowers real wages, and this (normally) leads to a lower labor supply, less output, and less learning. This is always the case with myopic monopolies (which do not take into account the benefits of future learning). With myopic monopolies, in the symmetric case, monopoly is unambiguously worse than competition; even though neither takes into account the benefits of learning, growth is higher with competition than with monopoly.

A non-myopic monopoly internalizes the learning benefit, as we have noted, and this makes the results more clouded. As noted earlier, monopoly can be better if the learning elasticity is high, the discount factor is low, and the demand elasticity is high.

If the government can undo the monopoly power and intervene with optimal subsidies, it should obviously do so. But if it cannot—if it has to live with the monopoly—then it should still subsidize the
monopoly (setting aside any distributive concerns). Because a monopolist will charge a price which is a mark-up over marginal costs, a per-unit subsidy has a larger effect in lowering prices, increasing output, and thus advancing learning, than has a comparable per-unit subsidy in a competitive market. There is some ambiguity about the size of the marginal benefits of a given per unit subsidy; since production next period is lower than it would have been in the competitive-equilibrium-with-optimum subsidies because of the monopolist’s restrictions on production (assuming that this adverse effect is not fully offset by the internalization of the learning in later periods), the marginal benefit from any increase in learning is lower; but a subsidy has the additional benefit of helping correct the monopoly distortion, which leads to an underproduction of the manufactured goods.

3. Concluding Comments

This chapter has pursued three of the key insights of the chapters of part I: (a) the industrial sector is likely to be more innovative with important spillovers to other sectors than, say, agriculture; (b) unless there are perfect spillovers, markets will not be competitive; and (c) whether competitive or not, markets will not be efficient. We have shown (a) under competition, the industrial sector will be too small, and subsidies are desirable—even if the funds to pay the subsidies are raised through distortionary taxation; (b) under monopolistic competition, the industrial sectors may be larger or smaller than in the competitive equilibrium, depending on the relative importance of the benefit from learning internalization; (c) under monopolistic competition, if there are cross-sector learning spillovers (distribution effects aside) it will be desirable to subsidize the industrial sectors—to encourage them to expand; (d) there are inefficiencies not only in the composition of output but also in labor supply; it will normally be lower than is optimal because of the learning benefits from greater production.

With precise knowledge of the demand, production, and learning functions it is possible to design “optimal interventions,” balancing the short-run distortions with the long-run benefits. Even without such detailed knowledge, if we can identify a set of sectors, like the industrial sector, with higher learning elasticities and higher learning externalities, we should encourage such sectors. Later chapters will show how it
is possible to do so through broad-based measures like changes in the exchange rate.

Schumpeter argued for the advantages of monopoly. In the context of our learning model, the central advantage is that they internalize the learning externality. But as we noted, there is a large cost: a tendency to underproduction. In the case of investments in R & D, that implies less of an incentive for research. In the case of the learning models on which we focus in this book, it means less learning. We have delineated conditions in which the benefits of the internalization of the within-industry learning externality outweigh the costs of the monopolistic distortion of the market.

In any case, Schumpeter’s enthusiasm for monopoly is not justified, for one can do better by government intervention—imposing a subsidy on the learning sector, paid for either by tax on the other sector or, if feasible, by a lump sum tax.³

APPENDIX A

Diagrammatic Exposition

The basic ideas outlined in the text can be illustrated by some simple diagrams. Assume that each of the two goods (manufacturing and agricultural) are produced just by labor, at fixed input per unit output each period. We let $C_A$ be the consumption of agricultural goods, $C_M$ of manufactured goods. With a fixed labor supply, the production possibilities curve is a straight line as depicted in figure 7.1.

We assume that learning only occurs in the manufacturing sector, that the more production, the more learning, and that there are full spillovers to the other sector. Full spillovers means that the production possibilities schedule has the same slope next period as it does this period.

In competitive equilibrium, where no firm pays any attention to the learning benefits, the competitive equilibrium is the tangency between the indifference curve and the production possibilities schedule, and is denoted by \( \{C_A^{t*}, C_M^{t*}\} \). There will be some learning, moving out the production possibilities curve, so the next period (denoted by \( t + 1 \))
Figure 7.1 The competitive equilibrium.

A. First-period equilibrium occurs at the tangency between the production possibilities schedule and the indifference curve, at $C_A^t, C_M^t$. B. Second-period equilibrium looks much like the first, except that the production possibilities schedule has shifted out. The equilibrium occurs at $C_A^{t+1}, C_M^{t+1}$. 
there is more consumption of both goods, as depicted in the lower panel of figure 7.1.

Figure 7.2 shows what happens when the government subsidizes manufactured goods at time $t$. It distorts production, lowering utility at time $t$, but there is more learning, so that the production possibilities curve shifts out—increasing welfare at time $t + 1$. For small subsidies, the first period distortion is small (of second order) relative to the learning benefit: it is always optimal to have some subsidy.

Figure 7.3 shows the effect of monopoly in the manufacturing sector. With no learning, the production of the manufactured good is lower than in the competitive equilibrium (more resources are deployed in agriculture). This effect is offset by the internalization of learning. In the case depicted, the internalization effect outweighs the monopolization effect, and the production of manufactured goods at time $t$ is greater than in the competitive equilibrium. This means the production possibilities schedule at time $t + 1$ is shifted out (relative to what it would have been in the competitive equilibrium). Because of the monopolization effect, at $t + 1$ utility is not as high as it could have been given the better production possibilities schedule. Still, utility is higher than it would have been in the competitive equilibrium. It is, of course, still ambiguous whether overall utility has increased. In the case depicted, where

![Figure 7.2](image-url)

*Figure 7.2* An increase in $C_M^t$ above $C_M^{t^*}$ lowers utility in period $t$ slightly, but leads to a large increase in second-period utility. $\hat{U}$ represents that levels of utility each period as a result of the distortion from the competitive equilibrium.
the learning benefits are large, overall utility would be increased, unless future consumption is discounted very heavily.

**APPENDIX B**

**Optimal Interventions**

One can derive simple formulae describing the optimal subsidy for manufactured goods. The most general result is parallel to that of Ramsey concerning optimal taxation: the percentage reduction of consumption (along the compensated demand curve) for each good should be proportional to the total marginal learning benefit from encouraging the consumptions (equals the production in a closed economy) of sector $i$, taking into account effects on other sectors, both through induced learning in other sectors (as a result of cross-elasticities of demand) and as a result of
learning spillovers. While the general expressions are complicated, in the case of separable demand functions (where the demand for each good depends only on its own price), and with two goods, we obtain

\[ t_M = -\rho h v s_M \]

where

\[ v = L^{t+1}/L^t \]

the ratio of labor input in the two periods; where \( h \) is the elasticity of the learning curve (the percentage reduction in next period’s cost as a result of a percentage increase in output this period); where \( \rho \) represents the amount by which future consumption is discounted;\(^*\) and where \( s_M = \) fraction of labor allocated to manufactured goods in the first period.

We have obtained a remarkably simple formula for the optimal industrial sector subsidy.\(^*\) The industrial sector subsidy should be greater the higher the value of future income (\( \rho \)), the higher the learning elasticity (\( h \)), and the lower the share of industrial goods in production. The benefits of learning relative to the distortionary costs will be greater the greater the relative scale of the economy in the future (i.e., the greater \( v \)).

Perhaps the most surprising result is that the optimal subsidy does not depend on demand elasticities (quite unlike the standard result in optimal tax theory). The reason is that both the costs (the distortion) and the benefit (consumer surplus associated with lowering the costs of production) are related to the (compensated) demand elasticities, in a fully offsetting way.
CONVENTIONAL ECONOMIC wisdom is that free trade enhances economic efficiency and this promotes growth. Indeed, there are few propositions in economics about which there is greater consensus among conventional economists than those that assert the benefits of free trade.¹,²

However, in the “learning” context upon which we focus here, spillovers (both technological and institutional) within countries but across industries may be fundamental to the process of growth. As we have already noted, there will be trade-offs between static (in)efficiencies and dynamic benefits. In the last several chapters, we saw how production in earlier periods (especially in sectors with high learning elasticities and learning spillovers) was increased (beyond the level associated with static efficiency) in order to increase output in later periods. In an open economy, the essential trade-off is between the static efficiencies associated with comparative advantage and the dynamic benefits associated with the faster learning that might come from alternative resource allocations, including those associated with beneficial local spillovers.³
It is desirable for governments to intervene in the market, to encourage, possibly through trade protection, sectors in which there is more learning and more learning spillovers. We call this the infant-economy argument for protection: Learning benefits are likely to be especially high for countries for which there is a large knowledge gap between themselves and the more advanced countries.

Before presenting the argument in detail, we discuss a long-standing argument for protection that might seem similar, but in fact is not: the infant-industry argument for protection.

1. The Infant-Industry Argument for Protection

The infant-industry argument for protection held that developing countries should protect their “infants” so they could become more productive (learn-by-doing) and thus become competitive with the more advanced countries. Without such protection, the developing economies would be relegated to producing traditional goods marked by slow growth in productivity.\footnote{The Infant-Industry Argument for Protection}

As we argued in chapter 4, the industrial sector is subject to faster learning than the agricultural sector,\footnote{As we argued in chapter 4, the industrial sector is subject to faster learning than the agricultural sector, so it was natural that developing countries would want to move into that sector. But industry was not their current comparative advantage; without some government intervention, they could not enter the industrial sector and therefore could not learn. Unfettered markets, it was feared, would keep a country from entering more dynamic sectors, especially if the learning is external to the firm (for then no firm would have an incentive to make the investments required to “catch up”).} so it was natural that developing countries would want to move into that sector. But industry was not their current comparative advantage; without some government intervention, they could not enter the industrial sector and therefore could not learn. Unfettered markets, it was feared, would keep a country from entering more dynamic sectors, especially if the learning is external to the firm (for then no firm would have an incentive to make the investments required to “catch up”).

With protection, firms could enter these more dynamic sectors. As a result, for instance, of learning by doing, marginal costs would decline, and firms would eventually become competitive. Without protection, they could not survive to enjoy the benefits that come from that learning.

There is, in fact, considerable evidence for the validity of these infant-industry arguments—protection did play a critical role in the development of many European countries (see, in particular, Chang\footnote{There is, in fact, considerable evidence for the validity of these infant-industry arguments—protection did play a critical role in the development of many European countries (see, in particular, Chang 2002).} 2002). But critics point out that in many cases, the infants never seem to grow up, imposing high costs on society. We shall address these concerns later in this book—we believe that they are far less relevant for the
The Infant-Economy Argument for Protection

infant-economy argument for protection than for the infant-industry argument. Indeed, we will explain why government subsidies may be desirable even if the subsidized sector never becomes fully competitive.

Moreover, these critics contend that if it were the case that these firms would eventually be competitive, they should be able to borrow today (see, e.g., Baldwin 1969). It is easy to show that in a long-run dynamic model (i.e., where firms maximize the present discounted value of their profits, taking into account future learning), the relevant marginal cost of production is lowered by the fact that producing today lowers the marginal cost that they will face in the future. Thus, it would be optimal for them to operate at a loss today. Opponents of protection say that if these firms are really competitive, then they should be able to borrow to finance their learning—there is no need for government intervention.

Capital Market Imperfections, Imperfect Information, and the Infant-Industry Argument for Protection

However, especially in developing countries, firms cannot borrow, especially on the basis of future profits (not collateral). The theory of imperfect and asymmetric information has explained why that is so.

The response to this (according to the critics of the infant-industry argument) is that government should then step in to correct this market imperfection, rather than creating a new political economy problem. If that can’t be done in general, the government should (in this view) simply lend the money that the firm would have been able to borrow had capital markets worked better, at a commercial interest rate.

To some extent, this is in fact what the successful East Asian countries did (see Stiglitz 1996; Stiglitz and Uy 1996; World Bank 1993). They made capital more available to firms that they believed showed more learning potential. But they went beyond just correcting the failure in financial markets.

There are two reasons that simply correcting those failures will not suffice. The first, which is the subject of most of this book, is that markets and economies in which innovation (learning) is important are rife with market failures. Correcting one market failure—access to finance—leaves in place a rash of others, some of which are far more important. In the case of the East Asian countries, they were not just correcting financial market failures; they used access to scarce finance
as an instrument of industrial policy, to encourage sectors with large technological spillovers.

The second response to the suggestion that firm subsidies or loans be used instead of (rather than in addition to) protectionism is that this approach does not fully take into account the information imperfections that give rise to capital market imperfections. The government may not be in any better position than the capital market is to judge which firms are likely to repay their loans. (As we explain, assessing which industries or sectors have more learning potential and more learning spillovers requires quite different information.)

In a sense, there is some, but not complete, similarity between the use of the patent system to finance research and the use of protection to finance new industries. Government funding of research can be much more efficient, avoiding some of the static and dynamic inefficiencies associated with the patent system (see chapter 12). But the government then has to decide which researchers should be funded, just as capital markets have to decide which entrepreneurs to finance.

Both the patent system and protection, though, allow for self-selection. With the patent system, firms take their own chances; those that are lucky or smart will get a return. If firms misjudge, they bear the consequences. So too for protection, or, as we explain later, with other broad-based interventions, such as exchange rate adjustments.

**Why Not Entering the More Dynamic Sectors May Not Be a Disadvantage**

This market failure we have just described, by itself, does not provide a fully coherent argument for trade and industrial policy. Underlying the infant-industry argument for protection is the belief that countries are disadvantaged if they cannot enter sectors with high productivity growth. This is, however, not necessarily the case.

The reason is that all countries will benefit from the learning in the more dynamic economies as a result of lower prices, so long as markets remain competitive. Moving into a more dynamic sector does not guarantee a country greater (innovation) rents. And those countries not in the sector benefit from the learning going on elsewhere, so long as global markets are competitive.

With competition, prices in the dynamic sector fall in proportion to productivity, so that while revenue per unit produced falls in proportion
to productivity, revenue per hour remains the same. The economies with the dynamic sector benefit from learning with the reduction in costs. The countries specialized in the non-dynamic sectors should not envy the other countries that have specialized in the seemingly more dynamic sector. They benefit from the lower prices they have to pay for the goods produced by that sector.

This analysis, however, assumes away two of the critical market failures in markets with learning and innovation that we highlighted in chapters 5 and 6: learning spillovers and imperfections of competition. Each of them alone provides a convincing rationale for trade and industrial policies, and the two of them interact to provide an even more compelling case for government intervention (and even more so in conjunction with the other market failures delineated earlier in the book).

2. From the Infant-Industry Argument to the Infant-Economy Argument

This book stresses the importance of creating a learning economy. Our focus is thus not on particular sectors but on the broader economic system. In this chapter, we argue that protectionism can be an important instrument for helping infant economies grow by creating a learning society.

We provide the real answer to the critics of industrial and trade policy—a fully articulated rationale for protection based on market failures derived from information asymmetries and endogenous learning and innovation with learning externalities.

While earlier chapters (and earlier discussions within this chapter) highlighted that there were multiple market failures inherently associated with innovation (including imperfections in risk markets and in competition), this chapter will focus more narrowly on learning externalities.

In this perspective, industrial and trade policy is not focused on picking winners, though, to be sure, governments do not want to pick losers. Nor is it predicated on the belief that government can do a better job than the private sector of picking winners. It is based on the notion that learning involves spillovers (externalities) that will be imperfectly internalized in a market economy. Industrial and trade policies are concerned with identifying sectors or industries (firms, areas of innovation) which would generate large externalities or where the returns that could be
appropriated by the innovating (learning) firm are a fraction of societal benefits. Governments in many countries have, in fact, done a credible job in making these selections, and our societies have benefited greatly as a result. Chapter 9 discusses these historical experiences.

The infant-economy argument for protection that we advance here does not even require identifying particular sectors with large spillovers or large capital-market imperfections. It simply argues that on average spillovers may be larger within some broadly defined sectors of the economy—sufficiently larger to warrant distortions in the conventional static allocation of resources.

In order to show more fully the role of trade policy, we continue the analysis of the simple two-sector model with an industrial (modern) and a traditional (“craft” or “agricultural”) sector introduced in chapter 7, extending it to an open economy. Recall from that discussion that there are four key features to the model: (a) there are spillovers from the industrial sector to the crafts sector, for which firms in the industrial sector are not compensated; (b) such spillovers are geographically based, that is, only productivity increases in the industrial sector in the developing country affect productivity increases in the traditional sector;¹¹ (c) the industrial sector is the sector in which innovations are concentrated; and (d) among the important determinants of the pace of innovation in the industrial sector in the developing country (or of its impact on the traditional sector) is the size of that industrial sector.¹²

Earlier critiques of trade policies encouraging the development of the industrial sector in developing countries ignored the spillovers that are at the heart of the analysis here. They argued, first, that protection is costly: Korea could have more industrial goods and more agricultural goods by taking advantage of its comparative advantage.

Second, critics of protectionism contended further that Korea’s comparative advantage wouldn’t change as a result of protectionism. Korea would always have a comparative advantage in growing rice. Therefore, it was foolish for it to restrict imports of industrial goods, even if by doing so increased productivity in the industrial goods sector. It could never catch up, so the protection would have to be permanent. Year after year, the country would have been better off if it simply specialized in its own comparative advantage, growing rice.¹³

There are two errors in this line of reasoning. The first is that countries can and do catch up, at least in certain areas, and Korea provides a telling example. If catching up is possible, then dynamic comparative
advantage differs from static comparative advantage. Most importantly, if dynamic comparative advantage is affected by today’s resource allocation, then it is desirable to intervene in the market, to move away from static comparative advantage.

But the second flaw is even more profound. The standard analysis ignores learning spillovers and the fact that there may be more learning, and more learning spillovers, associated with some sectors than others. If there are advantages to industrialization (e.g., associated with learning and learning spillovers), as our earlier analysis suggests, then again it is desirable to intervene in the market, to move away from static comparative advantage. Even if the infant never grows up—even if year after year there has to be a subsidy, even if there is no change in comparative advantage—the dynamic benefits of protection, and the faster rate of growth that results, may (and under our assumptions will) exceed the static costs. Intervention may be desirable, because it enhances an economy’s learning and its ability to learn. That is, even if Korea’s comparative advantage remained in agriculture, industrial protection might be desirable, because by doing so, one might also have a more dynamic agricultural (traditional) sector, as a result of the learning spillovers from the industrial sector. Trade restrictions enhance the size of the industrial sector, the benefits spill over to the rural sector, and national income grows at a possibly far faster pace. Our concern is thus maximizing the learning not just of a particular firm or a particular industry but of the entire economy—creating a learning society.

Whether the short-run costs are worth the long-run benefits depends on the pace of learning and the rate of discount. Of course, countries don’t have to choose between the extremes of autarky and free trade. The discussion that follows will identify the nature of the optimal trade intervention.

3. A Simplified Model

We consider a highly simplified world consisting of two economies—one developed (D) and the other less developed (L). (The limitation to just two economies is inessential; our model could equally well consist of multiple [identical] versions of each of the two types of economy.)

These economies produce two types of goods—one industrial (M) and the other agricultural/craft (A). (Again, we could easily extend the
model to include a multiplicity of goods in each category.) Both are produced using only labor as an input, with technologies that at any point in time embody constant-returns-to-scale.

We assume that the developed economy enjoys absolute advantages in the production of both goods, but that the less-developed economy enjoys a comparative advantage in agricultural/craft production.

We further assume that the developed economy is very large relative to the less-developed economy; in particular, that it is capable of supporting the entire global demand for industrial output and at the same time producing significant amounts of agricultural/craft output.

**Free-Trade Competitive Equilibrium**

Because of its comparative disadvantage in producing industrial goods, industrial production in the less-developed economy is not economically viable. It specializes in agriculture. The composition of consumption in the less-developed economy is then determined by the relative cost of production in the developed country. The composition of output in the industrial economy is determined by the global demand (its own demand plus the imports of the less-developed economy) for industrial goods. Finally, note that, in this simple static equilibrium, all the gains from trade accrue to the less-developed economy.

**Dynamic Development**

We now introduce technological progress into this static equilibrium. Formally, we will assume, first, that productivity improvement affects the industrial and agricultural/craft sectors equally (the case of perfect spillovers).

Productivity increases spillover fully from one sector within the economy to the other. This has one important simplifying implication: productivity growth does not affect the price of industrial goods relative to agricultural/craft goods. (Our results require only that there be some spillovers from the industrial to the traditional sector within a country.) This means that there is no change over time in comparative advantage.

To repeat the arguments made earlier in the book, productivity growth results from (1) research and development efforts, that, while
originally devoted to one sector, have benefits that inevitably spillover to other sectors; (2) human capital improvements, which again, while they arise in one sector, inevitably migrate with labor to other sectors of the economy; (3) the accumulated knowledge and attention of managers and engineers, which, although developed in one sector, also naturally migrate to other sectors; and (4) institutional developments, which, while they arise in response to the needs of one sector, have benefits to others.

Next, we assume, as earlier, that the industrial sector is more conducive to learning than others. Over time, in the absence of protection, the less-developed economy, specializing in agriculture, falls further and further behind its developed counterpart.

The Role of Trade Policy

Consider now the consequences of a ban by the less-developed country on industrial imports (or equivalently, the imposition of prohibitively high tariffs). The result would be an immediate welfare loss as it substituted high-cost domestic industrial production for lower-cost imports from the developed economy. However, in the new autarkic equilibrium, industrial output in the less-developed economy would no longer be zero, and productivity growth would now occur. Just as in the case of the developed economy, a high-tariff, less-developed economy would produce a mix of outputs dependent on its own demands for industrial and agricultural/craft products at the relative cost of production of the two goods.

Eventually the benefits of this dynamic improvement in productivity will outweigh the short-term inefficiencies associated with high-cost local industrial production. The country will be better off. Whether the present discounted value of welfare is higher depends on the growth rate with protection and the discount rate. Thus, in this context, trade barriers may enhance rather than impair economic welfare. With a low enough discount rate, autarky is always better.

In this model with full spillovers, the developing country always has a comparative disadvantage in the learning good; hence, if it is to continue learning, protection must continue. The infant never grows up, in the sense that agriculture remains the country’s comparative advantage—and yet it is desirable to continue to provide subsidies to the learning sector.
4. Optimal Trade Interventions

Our analysis can be used to derive an optimal tariff balancing the long-term benefits of fostering industrial growth against the short-term costs of inefficient acquisition of industrial products.

**Quotas**

Consider a quota on the import of manufactured goods. The country on which the quota is imposed may have a demand in excess of the quota. The quota has a cost: the country is less efficient in producing manufactured goods than the developed country. The quota also has a benefit: the learning improves productivity in both sectors. The government can balance the benefits of further tightening the quota with the costs. A quota just slightly less than what the country would have imported under free trade has a relatively small cost, but the costs increase with tightening of the quota. Just as we saw in chapter 7 that some subsidy is desirable, so too here; *a small quota is always welfare improving*. The loss of welfare from the distortions associated with trade intervention (e.g., the reduction in the consumption of nontraded goods) has, at the market equilibrium (which is optimal, ignoring learning benefits), second-order effects, while the learning benefits from increased production of manufactured goods have first-order effects.

While the costs of intervention increase with the size of the intervention, so do the benefits. But what matter are the *marginal* benefit and the *marginal* cost. The optimal intervention entails the marginal cost equaling the marginal benefit. Growth increases with the size of the trade intervention, but there are diminishing returns. At the same time, there are increased marginal costs associated with larger and larger distortions. The growth benefits at the margin will be higher the lower the discount rate is and the more productivity responds to industrial output. Thus, the optimal quota will be smaller the less future income is discounted and the greater learning benefits are. In the limit, if there are no learning benefits, we obtain the standard result that there should be no trade restriction.

**Tax Interventions**

We can also subsidize domestic manufactured goods production and tax imports of manufactured goods and domestic production of
agricultural goods (similar to the optimal taxes and subsidies discussed in the previous chapter).

It is debatable whether it is possible to provide such subsidies and taxes (or impose quotas, as in the previous subsection) without contravening international trade rules. But sometimes developing countries can impose domestic consumption taxes with much of the same effect. Many countries, for instance, import luxury biscuits at the same time there is domestic production of lower quality biscuits. A tax on the consumption of high quality biscuits will encourage the production of domestic biscuits. (But if the country believes there is more learning associated with the production of high quality biscuits than low quality biscuits, this strategy will be counterproductive.)

**Exchange Rates**

Restrictions on the use of these other instruments provide part of the explanation for why many successful emerging countries have increasingly turned toward managing the exchange rate as a key industrial policy. Consider China. A lower exchange rate has made China’s manufacturing sector more competitive. It has also disadvantaged China’s agricultural sector; the prices of competing imports are lower—or would be if China did nothing about that sector. The global market for agricultural goods is vastly distorted by Western subsidies. International agreements have allowed subsidies for agricultural goods to continue, even though those for manufacturing are circumscribed. But China’s exchange rate policy can take advantage of that; it too can provide subsidies to its farmers without contravening WTO strictures. Of course, such subsidies are costly and take away money that could be better spent on development.

But the benefits from the more competitive exchange rate outweigh the adverse budgetary effects from agricultural subsidies. (There are also potential adverse effects on the non-traded sector.)

The lower exchange rate has a curious effect: it results in China’s exports exceeding its imports—a trade surplus. This is the opposite of the conventional wisdom in development. Poor countries should be borrowing from the rich, so poor countries should have a trade deficit that is offset by a capital inflow. China has been lending to the United States and other western countries at a negative real interest rate. This might seem curious until one takes the learning benefits into account; the benefits from the increase in China’s productivity,
resulting from becoming a manufacturing behemoth, more than offset these potential costs.

In fact, in a simple infinite horizon model in which each period looks like the previous one (except that productivity may have increased), it may pay a country to maintain a trade surplus forever. Its reserves would accumulate over time. It might seem that the cost of holding these reserves—not using them to invest in, say, infrastructure or technology—would eventually dominate. But as the country contemplates lowering its reserves, it realizes that doing so would lead to lower levels of production of manufactured goods, lower levels of learning, and lower standards of living in the future. It never pays to do so.

In chapter 11, we will further discuss exchange rate policies—both as an instrument of macroeconomic stability and as an industrial policy, assessing both the costs of such measures as well as the benefits.

5. Non-Steady-State Analysis

In the more general case, as the country closes the knowledge gap between itself and the advanced industrial countries, the marginal benefit of learning may decrease, and the marginal cost of the static distortion and the opportunity cost of not using the ever-increasing surplus may increase. The country might then want, at first, to bring its trade surplus down to zero—to stop growing reserves—and then to consume its accumulated surplus.

Other factors would also, of course, affect the country’s desired level of surplus. A country with an aging population might want to put aside savings and then, as the aging population enters into retirement, reduce that surplus. Such demographic transitions are not analyzed well in steady-state models.

Out-of-steady-state analysis requires taking into account changes in the exchange rate over time—how current policies affect exchange rates and how changing exchange rates affect intertemporal trade-offs. Because the exchange rate in later periods, when the country is more advanced and when it is running a trade deficit, is likely to be higher than in earlier periods, the country experiences a capital loss on the cumulated reserves. This lowers the dynamic benefit of the surplus, implying that it is desirable to have a lower level of learning (and surplus) than would otherwise be the case.
So too, the analysis needs to be modified if learning is related to the level of investment. Then the government will want to increase the capital intensity of production. If in early stages of development, capital goods are imported, it may wish to have a high exchange rate in early years, followed by a lower exchange rate in later years, as the investments bear fruit and the country starts to export. This will result in high returns to investing in early years, and consequently high levels of learning and growth.

We saw in chapter 6 that the optimal “innovation” policy for a country on the knowledge frontier is likely to be different from one for a country that is trying to catch up. By the same token, as the country succeeds in catching up and the distance between itself and the advanced countries narrows, policies may change. It may be optimal, however, for it to remain a follower—never to fully catch up. The upfront costs of catching up outweigh the benefits. Knowledge eventually filters down. Of course, even then, the “follower” will need to respond to what the leader does. If the leader engages in a more active industrial policy which enhances its growth rate, then the follower(s) should likely undertake a more active “learning” policy, to ensure that it does not fall further behind and to take further advantage of the new learning opportunities that are filtering down from the advanced country.

6. Imperfections of Competition

Chapter 5 emphasized that markets in which learning (innovation) is important are likely to be imperfectly competitive, and prices may be (significantly) above average and above marginal costs. Imperfect competition provides, in general, grounds for government intervention.

However, governments in exporting countries may not have incentives to enforce competition among their exporters. The government in, say, the developed country in which the incumbent monopoly is located has to assess the loss of profits to the monopolist and the loss in tax revenues that might accrue to the government from taxing those profits against the gains to its consumers. It doesn’t weigh the benefits to consumers in other countries; indeed, since it may garner for itself a share of the profits earned by the monopolist through taxes, it even benefits from the monopoly. Even if the government were not beset by “political economy” problems—undue influence from the
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incumbent monopolist—it might not be in its best interests to encourage more competition.

Because the country of the incumbent already enjoys the learning spillovers from the presence of the industry, the benefits it receives from helping a competitor get established even within its territory are also smaller than the benefits that would accrue to the establishment of a competitor in another country. If there is to be a subsidy to establish a competitor, it would rather free ride on the efforts of others.

We have explained why a developing country may have greater incentives for having an industrial policy (through subsidies or protection) than does the developed country. While such policies might not make sense for the developed country, they do for the developing. So too, the incentive to have strong competition policies may differ. A developed country might even permit a merger of two of its own companies that would reduce competition; it might gain from the greater monopoly rents (which will be shared with the government through the tax system), even if as a result, consumer prices increase and learning decreases. However, the developing country shares in none of the benefits but bears the costs. Hence, it may be desirable for it to oppose such mergers, demanding at the very least divestiture, perhaps to a locally owned company, that would enable it to begin sharing in some of the learning benefits.

(These issues arise not only between developing and developed countries but also among developed countries. Thus, it is no surprise that the EU often takes a more stringent attitude toward anticompetitive behavior on the part of American companies than does the U.S. government.)

Like many of the policies considered in this book, there are important intertemporal trade-offs. Trying to create viable domestic competitors to foreign monopolists and oligopolists has a cost. With direct subsidies, the costs are borne by taxpayers. With protectionism, the costs are borne by consumers. But if successful, there will be a more competitive marketplace in the long run. In the case of protectionism, part of the trade-off may be less competition in the short run, but more in the long run.¹⁹

In short, the social benefits the developing country will gain from intervening in the market and putting one or more firms in a position to be effective competitors may well be greater than the costs. Through protectionism, they may lose in the short run (although in the case of subsidies, consumers may gain even in the short run), but in the long
run, the country gains from the learning spillovers, and the country may even be able to seize a fraction of the producer rents that accrue to foreign producers as a result of imperfections of competition.20

Establishing a more competitive marketplace is, of course, a global public good from which consumers everywhere benefit. However, because it is a global public good, there are likely to be insufficient “investments” in creating a more competitive global marketplace.21

7. Concluding Comments

This chapter has overthrown several long-standing presumptions concerning trade, growth, and government policy. We have shown that, in a learning economy, free trade is not, in general, desirable. Growth—and societal welfare—is maximized with some trade intervention to encourage the industrial (learning) sector. While we have criticized the infant-industry argument for protection, we have provided an alternative, more general argument—the infant-economy argument for protection. Intervention can be desirable, even if the infant never grows up.

Constraints on the set of interventions, such as those arising out of international trade agreements, may be welfare reducing. In response, it may be optimal for governments to intervene in the exchange rate— to such an extent that it may be desirable for them to run surpluses.22

With these interventions, developing countries may be able to close the knowledge gap that separates them from more-developed countries. Depending on the nature of the spillovers from the developed to developing countries, eventually, the knowledge gap may be closed, or, more typically, there may be a long-run equilibrium in which there is no convergence—there is a persistence in the relative gap. There is some evidence that, in many cases, gaps in per capita income have persisted—far more than one would have expected, say, from the Solow growth model, which had predicted convergence.23 Such growth patterns are consistent with the analysis presented in this chapter. (See also Appendix B.)

There is a possibility of multiple equilibria—a developing country can get trapped in an equilibrium with a low level of per capita income (large knowledge gap) relative to the more developed country—a gap so large that investments in learning have a low return. When there are such multiple equilibria, history matters. The policy of structural
adjustment foisted on African countries in the latter part of the twentieth century, which led to the deindustrialization of sub-Saharan Africa, may have contributed to some countries in that region being trapped today in such a low equilibrium.24

Openness and Learning

One of the reasons that our analysis differs from the conventional wisdom that emphasizes the virtues of trade is that it is often assumed that the best way that countries learn is through trade. Since trade barriers restrict trade, they restrict learning. We have, by contrast, highlighted the role of production (and investment) within a country. Properly formulated, the two hypotheses need not be in contradiction. We are not arguing for autarky. Countries that cut themselves off from the rest of the world are obviously cutting themselves off from important learning opportunities, and these countries will not perform well.25

Learning can be a function both of domestic production in general and of exports in particular. Having demanding buyers and competing in a global marketplace can facilitate learning. In this perspective, though, it is not trade in general, and not imports, that generate learning. Thus, trade liberalization that destroys a country’s domestic production will destroy its learning in these sectors, with adverse effects on societal learning, if there are significant learning spillovers from these sectors to the rest of the economy. As we argued in this chapter, if trade liberalization leads the economy to specialize in sectors where there is little learning, the economy will not grow as well as it would with protection. What matters is not trade, but what is traded, and in particular, what is produced and exported.

Being embedded in a global economy has distinct advantages, but there are also risks and costs. Successful economies have figured out how to manage globalization.26 For instance, joining the WTO opens up markets for a country’s goods, but restrains the country’s ability to pursue industrial-learning policies; China and other East Asian countries developed other tools (such as the use of exchange rates) as alternatives. The United States and other advanced countries have tried to foist an IPR regime, which is designed to serve the interests of the advanced countries (or more particularly, certain special interests within those countries) on the rest of the world. India and some other emerging markets have been better at shaping their own IPR
regime, within the confines of the strictures imposed by TRIPS (the trade-related intellectual property regime of the WTO).

There are also ideas that disseminate from the advanced countries to the emerging markets and developing countries that may or may not lead to better economic performance. The more successful countries have done a better job at discriminating among these ideas. The Washington Consensus’s ideas about good development policies have sometimes been forced on countries as a condition for their getting assistance. But some countries have adopted these ideas as their own; in effect, they have uncritically accepted the models on which those policies are based, not fully realizing that while those models provide a poor basis for understanding advanced countries, they are even less well suited for developing economies. Fortunately, since the 2008 crisis, those models, and the policy advice based on them (e.g., financial and capital market deregulation), have been looked at more critically.

In the following paragraphs, we describe other broader implications of the analysis of this chapter.

**Global Imbalances, Excess Reserves, and Global Perspectives**

Some countries have been criticized for contributing to global imbalances by accumulating excessive reserves. In static models, it has seemed irrational for developing countries—suffering from capital shortages and with constrained consumption—to do so; just as it has seemed peculiar that the United States, with an aging population, is running long-term deficits. This chapter shows, however, that once dynamic learning benefits are taken into account, with sufficient constraints on industrial policies, such as those imposed by the World Trade Organization, the accumulation of reserves by a developing country, beyond a level required for precautionary reasons to manage global volatility may be reasonable if the learning benefits are large enough. With these restrictions, governments are forced to undertake second-best measures, such as the exchange-rate interventions described earlier. It is perhaps not an accident that China’s reserves and surpluses soared after it joined the WTO, as it faced new restrictions on its industrial policies simultaneously with new opportunities to export.

The effect of these interventions is almost surely to lower growth from what it otherwise would be—reducing the pace at which the gap between developing and developed countries is closed. They also
increase the welfare costs of intervention, since they reduce the set of interventions that are permissible.

Interestingly, while these policies lead to a lower level of imports initially, because of the induced growth, over the longer run, the country’s level of imports is actually increased.

It is obviously impossible for all countries to lower their exchange rates or expand their exports of manufactured goods through subsidies. It is impossible for all countries to use these policies to advantage themselves relative to others, even if it is possible for one small country—or even several of them or a large country like China—to do so. Of course, as the analysis of chapter 7 made clear, from a learning perspective, it is desirable for all countries to expand manufacturing (or other learning sectors) relative to other sectors, so policies that do encourage learning sectors (including subsidies) are desirable, even from a global perspective.

This may be true even if some of the increases in manufacturing in the emerging markets and developing countries come at the expense of production of those goods in the developed countries. The gains in learning in the former may more than offset the losses in the latter because the emerging markets and developing countries have so much more to learn as they strive to catch up. This is perhaps one of the reasons that global growth in the last thirty years has been so strong. It is not the expansion of trade as such. Because it was based on trade in commodities, from which there were few learning benefits, pre-World War I expansion of trade did not lead to such growth. The developing countries were exporting, but not growing. It is not exports in general that lead to growth, but exports (or more precisely, production) of manufactured goods and certain other products.27

What are the policies that maximize growth of the global economy—that facilitate learning and the transmission of knowledge globally? Just as, at the national level, the precepts that maximize static efficiency often run counter to those that maximize learning and growth, so too at the global level. WTO rules are not designed to maximize global growth. To the extent that they are based on economic theory (as opposed to power and special interest politics), it is a static theory that ignored endogenous learning. An international trade regime that sought to increase learning should presumably have more scope for developing countries to undertake industrial policies.
While this chapter has focused on learning’s relationship to trade, learning is also affected by other aspects of globalization and the rules that govern it. Chapter 10 highlights the effects of the rules governing finance, how they may impede institutional learning about how to allocate capital and manage risks by financial institutions, how the allocation of capital by global capital markets does not take into account domestic learning benefits, and how existing rules and policy precepts have contributed to macroeconomic instability, which, as chapter 4 emphasized, is not conducive to learning. The rules governing migration—the movement of people across boundaries—also have significant effects on learning; one of the important ways that learning is promoted is migration (through what are called cultural remittances), especially when it is temporary. On the other hand, permanent migration of a country’s most talented young people may have a very negative effect on a country’s ability to learn.

Changing Comparative Advantage

The central model that we explored in this chapter is one in which there are full spillovers, so that if the less-developed country initially has a comparative advantage in agriculture/crafts, it always does. That means that if the country wants to have an industrial sector, it must permanently provide some protection. It is perhaps incorrect to say that the infant never grows up: productivity in manufacturing may increase enormously, and the gap between productivity in that sector in the developed and developing country may narrow markedly. But because of the assumption of full spillovers, comparative advantage never changes. As we have repeatedly emphasized, even if it were true that infant industries sometimes never fully grow up, the support provided by the government to the industrial sector pays off: the economy is on a longer-term, faster growth trajectory than it would have been otherwise.

But Korea represents the more typical story, where, as it learns, productivity in the industrial sector increases faster than in agriculture, so much so that eventually the country’s comparative advantage changes. That means that eventually government intervention to maintain a relatively large (larger than would be the case under unfettered market forces) industrial sector is no longer required. But as the discussion of the previous section points out, even after the country achieves
some success in improving manufacturing capacities, it may still want to intervene, to produce more manufacturing goods than it otherwise would have produced.

Looking Forward

The analytic discussions of this book provide the foundations of the policy discussions of part 2. We have established the desirability of government intervention to encourage the industrial sector and to help create a learning economy and society. There are many ways this can be done and many policies that affect the economy’s learning. There are many concerns in the design of such policies besides those upon which we have focused here. Some policies may be easier to administer; others may be more immune from capture by special interest groups. The following chapters focus on some of the most important of these policies. Not surprisingly, as we will explain, the most successful countries have, at critical junctures in their growth, undertaken these policies.

APPENDIX A

Trade Interventions and Optimal Tax Theory

It may be useful to set our analysis from the first section of this chapter into the context of optimal tax theory. The classic works of Diamond and Mirrlees (1971a, 1971b) showed that production efficiency was optimal. That implied that it was not desirable to interfere with trade efficiency. There should be no trade taxes.

Our general analysis differs from that classic theory by assuming that there is a social value to the production of manufactured goods. In Diamond and Mirrlees, all that society values is consumption. Once we recognize that there is a value to the domestic production of manufacturers, it follows that we want to distort production patterns to increase the output of manufacturing, reversing the Diamond-Mirrlees presumptions.

Once we introduce restrictions on the set of admissible taxes, we are in the third-best world explored by Dasgupta and Stiglitz (1971, 1972),
which showed again that there was a presumption in favor of distorting production efficiency, including imposing trade interventions (Dasgupta and Stiglitz 1974; Blitzer, Dasgupta, and Stiglitz 1981). The basic insight of that literature is that one uses the set of admissible taxes to partially substitute for the restricted taxes. If we cannot directly encourage the production of industrial goods in a targeted way, we encourage the broader class of goods that we are allowed to promote, “tradables.” To ensure that the demand and supply of nontradables is equilibrated, we have to introduce still further distortions in the economy, but (at least for small trade interventions) these have small welfare costs, e.g., consuming less today than we otherwise would, and consuming more tradables than we otherwise would. These changes in consumption can be induced either directly (as a result of consumption subsidies) or indirectly (through government expenditure programs directed at manufacturing goods).

APPENDIX B

Diagrammatic Exposition

In this appendix, we provide a simple diagrammatic exposition of the analysis of this chapter, focusing on a model with two goods (A and M), in which learning occurs in the manufactured goods but spills over fully to the other sector. Each good is produced by using a constant amount of labor per unit output. Learning reduces the labor requirement.

Short Run Equilibrium

Figure 8.1 shows the production possibilities schedule of the two countries (on a per person basis), with the developed country being able to produce (per person) more of both goods (i.e., it has an absolute advantage in both goods, but a comparative advantage in manufacturing).

Figure 8.2 shows the consumption possibilities curve of the developing country, if it specializes in agriculture. By specializing in agriculture, its “consumption possibilities schedule” is unambiguously improved. Under free trade, it will do this, choosing the point along the consumption possibilities curve that maximizes its utility.
**Figure 8.1** Comparative and absolute advantage.

The developing country has an absolute disadvantage in both goods, but a comparative advantage in agriculture.

**Figure 8.2** Free-trade equilibrium.

By specializing in agriculture, the developing country could have a higher level of utility—more consumption of both goods. This is the free-trade equilibrium.
The result, as noted in the text, is that over time the developing country’s production possibilities schedule is unchanged from the previous period, while the developed country’s production possibilities schedule has shifted out, but in parallel, because of the learning and perfect learning spillovers. Because the relative price in the large developed country remains the same, the developing country’s consumption possibilities schedule remains the same. The developing country continues to specialize in agriculture goods and continues to stagnate.

Figure 8.3 shows that under autarky, in the short run, consumers are worse off. Moving from free trade to autarky lowers utility from $U^f_0$ to $U^a_0$, where the subscript 0 refers to the period and the superscript refers to the trade regime: $f$ for free trade and $a$ for autarky.

But because with autarky, Korea (our proto-typical developing country) is producing manufactured goods—and learning—its production possibilities schedule is moving out. At some later date, $T$, it has moved out so much that society is better off (even with the trade distortion) than it would have been had it remained with free trade. With free trade, there would have been no learning, so $U^f_T = U^0_T$ where the subscript $T$ refers to utility at time $T$. Thus, $U^a_T$ is less than $U^f_T$.

Figure 8.3 Quota autarky.

With autarky, in the short run, welfare is lowered: $U^a_0 < U^f_0$. But in the long run, it is increased: $U^a_T > U^f_T = U^0_T$. 
Optimal Trade Interventions

In figure 8.4, we model the trade intervention as an import quota on manufactured goods, which means that the residual between domestic demand (at the international price) and domestic production is met by domestic production. Thus, a quota translates into moving the “consumption possibilities” schedule from AM′, downward to AM”, and the equilibrium consumption moves down from $E^f_0$, the free-trade equilibrium, to $E^q_0$, the equilibrium with a quota. Utility in the short run is clearly lower, and the larger the trade restriction, the lower welfare is. The limiting case is that of autarky, discussed earlier.

With a quota, the static distortion is lower than in autarky, and the growth benefits are smaller. But utility in the long run, $U^q_T$, is still higher than with free trade.

The optimal quota balances the marginal loss of utility in period $t$ from restricting manufactured goods a little more with the marginal gain in utility in period $T$ from the extra learning.

![Figure 8.4: A quota.](image)

With a quota, the static distortion is lower than in autarky, and the growth benefits are smaller. But utility in the long run, $U^q_T$, is still higher than with free trade.
APPENDIX C

Equilibrium with Leaders and Followers

In the text, we argued that there can be an equilibrium in which some countries persistently remain leaders, and others followers. Here, we provide a simple graphical analysis of that equilibrium.

This analysis turns on its head a central contention of neoclassical growth theory since the work of Solow (1956), arguing that countries with different initial conditions should converge. In fact, the evidence on convergence has been disappointing. Our theory explains this absence of convergence.

In the leader-follower equilibrium, it is optimal for laggard countries to remain laggards and never catch up. They sufficiently benefit from the dissemination of knowledge from the leader that it doesn’t make sense for them to make the “Big Push” to join the club of leaders. But, except in some limiting cases, the followers are not fully passive—they pursue policies designed to close the gap between themselves and the leader, but even as they do so, the leader pursues policies that open the gap further. Not surprisingly, even though both leaders and followers pursue “innovation” policies, the policies that are optimal for each can be markedly different.

We should emphasize at the onset that while we talk about leaders and followers, our characterization is too stark. Knowledge is multidimensional. Some firm/country could be on the knowledge frontier along some dimension, but well within the frontier on another. That is certainly true among countries that claim to be “at” or “near” the frontier, implying that they have a considerable amount to learn from each other.

The central hypothesis is that the growth rate of the developing country is a function of the (share of the) labor force allocated to manufacturing (denoted by $\pi^L$) and the gap in productivity $\kappa$, where $\kappa$ is the ratio of the output per worker in manufacturing in the developed country to that in the less developed country (so $\kappa > 1$).

The crucial assumptions that distinguish this model from conventional growth theory are that productivity growth is endogenous and that knowledge does not flow freely across borders. In conventional
growth theory, the rate of growth is exogenous, not affected by anything the firm (or society) does, and knowledge flows freely, so $\kappa = 1$. While some forms of knowledge do move easily across borders, many others (tacit knowledge, knowledge related to the conduct of particular institutions) may be far less mobile than labor or capital.

As we noted in the text, as the developing country allocates more labor to manufacturing, its short run welfare decreases, but its long run growth increases. As a result, there is an optimal value of $\pi^L$ for each value of $\kappa$. Since there is more to learn when $\kappa$ is smaller (the gap in knowledge is larger), we assume that when $\kappa$ is smaller, a larger fraction of labor is allocated to manufacturing. In figure 8.5 this is depicted as the downward sloping curve $PM$.

\[
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Figure 8.5 Catching up: steady-state equilibrium.

The steady-state equilibrium, showing the long run allocation of labor to manufacturing and the steady gap between the leader and the follower. Along the steady-state locus, SS, as $\kappa$ increases, the pace of learning slows (there is less to learn) at any value of $\pi^L$, and so for the developing country to maintain the same distance from the frontier, $\pi^L$ must be increased. The steady-state equilibrium entails the catching-up firm remaining always behind. The $PM$ locus shows the profit maximizing value of $\pi^L$ for any value of the gap. As the gap increases, we assume that not only does the level of learning at any $\pi^L$ increase, but so does the marginal return to “learning by doing,” so that $\pi^L$ increases.
In this simple model, what the small developing country does has a negligible effect on the developed country; it continues to grow at the rate $g^d$. But for there to be a steady gap between the two, the developing country must have the same rate of productivity increase. At any given gap, the greater the allocation of labor to manufacturing, the faster the growth. It is natural to assume that when the gap is larger, at a fixed allocation of labor, there will be a faster pace of productivity growth—simply because there is more to learn, there will be more learning. This means that for productivity in the developing country to grow at the same rate as in the developed country, as $\kappa$ increases, so must $\pi^L$, illustrated by the SS curve in figure 8.5.32

Figure 8.5 shows the “normal” case where there is a unique leader-follower equilibrium.

The infant never fully grows up, but to keep up with big brother, he has to continue to have industrial protection. There is a benefit to being the laggard: it is able to maintain the same rate of growth of the developed country by taking advantage of the knowledge that flows down from the developed country with a small fraction of its labor force allocated to the industrial sector. It can take some advantage of its comparative advantage in agriculture.

Other possible configurations may emerge: the infant may catch up; it may be optimal to have no industrial policy and simply absorb whatever knowledge trickles down to it; and there can be multiple equilibria—countries can be trapped in a low level equilibrium marked by a high knowledge gap, but with a positive enough boost, those countries can move into a better steady-state equilibrium, with higher levels of consumption and a much smaller gap with the leading countries. (See Stiglitz [2014e] for the conditions associated with each of these possibilities.)

Impact of Industrial Policies in Advanced Countries

Figure 8.6 shows the impact of industrial policies in advanced countries. If the advanced country pursues an industrial policy, $g^*$ will be higher than it otherwise would have been, so $\pi^L$ has to increase at each $\kappa$ (i.e., the SS curve, defined by [8], shifts up).

The steady-state equilibrium depends on whether the advanced country pursues an industrial policy (i.e., takes into account that its
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growth rate \( g \) can be affected by its labor allocation. If it does (and our previous analysis showed that normally it would want to do so), \( g^* \) will be higher than it otherwise would have been, so \( \pi^L \) has to increase at each \( \kappa \); in other words, the SS curve shifts up. This in turn means that (a) in steady state, the developing country will also have a higher growth rate; but (b) it will have to have a stronger industrial policy (i.e., a greater distortion in the static allocation of labor); and (c) the equilibrium gap between the developed country and the less developed country will be larger. (See figure 8.6.)

Figure 8.6 Catching up: Multiple steady-state equilibria.

If the gap between the advanced and developing country is large, there can be little learning by the developing country, and it can get caught in a low-level equilibrium trap.
INDUSTRIAL POLICIES—meaning policies by which governments attempt to shape the structure of the economy, including the choice of technique and the sectoral allocation of the economy—are back in fashion, and rightly so. The major insight of welfare economics of the past fifty years is that markets by themselves in general do not result in (constrained) Pareto efficient outcomes (Greenwald and Stiglitz 1986).

By now, there is a rich catalog of market failures, circumstances in which the markets may produce too little of some commodity or another, too much of another, or may result in too little employment, and in which industrial policies, appropriately designed, may improve matters.

This chapter focuses on one of the central reasons for industrial policies, one that has been at the center of this book: Markets on their own do not create a learning society; the structure of the economy that results from market forces results in less learning—and less growth—than there could or should be.
We believe that one of the objectives of economic policy should be to create an environment that enhances both learning and learning spillovers. As we argued in chapter 1, creating a learning society is more likely to increase standards of living than small, one-time improvements in economic efficiency or improvements that derive from the sacrifices of consumption today to deepen capital.

This chapter moves from the broad analytic discussion of the previous two chapters to the central policy debates. Industrial policies have been highly controversial, and trade policies, including those designed to help restructure the economy, even more so. We explain why many of the arguments used against these interventions are misplaced and suggest how trade and industrial policies might more effectively contribute to creating a learning economy.

The chapter is divided into eight sections. In the first, we explain why much of the debate about industrial policies is misplaced—whether governments want to or not, they are, in practice, always engaged in industrial policies. In the second, we focus more narrowly on developing countries, arguing that these policies are especially relevant to such countries. In doing so, we refute the long-standing Washington Consensus presumption against industrial policies. In the third, we turn to the objectives of industrial policy. This is followed by a more extensive discussion of trade policy as an instrument of industrial policy, a continuation of the analysis of the previous chapter. The final three sections of the chapter contain more general reflections on industrial policy—its historical role, the role of political economy, and strategic considerations.

1. The Inevitability of Industrial Policies

Governments are inevitably involved in industrial policy, in shaping the economy, both by what they do and do not do. If they don’t manage the macro-economy well, then more cyclically sensitive industries will be discouraged. If they use interest rate adjustments to stabilize the economy, interest-sensitive sectors will suffer. If they don’t stabilize the exchange rate, then nontraded sectors are encouraged.

Moreover, in almost all countries, governments play a central role in education, health, infrastructure, and technology; and policies and expenditures in each of these areas—and the balance of spending among these areas—also shapes the economy.
Markets don’t exist in a vacuum, and each of the laws and regulations that structure our markets—such as laws governing bankruptcy and corporate governance—shape the economy. Development economics routinely emphasizes as central to growth the study of institutions. All the rules and regulations, the legal frameworks and how they are enforced, affect the structure of the economy. Therefore, unwittingly, government is always engaged in industrial policy. American laws giving priority to derivatives in the event of bankruptcy was an industrial policy that encouraged derivatives. American laws providing that student loans cannot be discharged, even in bankruptcy, discouraged the education sector. Tax systems that tax financial speculation more lightly than other forms of economic activity encourage resources to move into financial speculation.

In short, all governments have an industrial policy, explicit or otherwise. The only difference is between those who construct their industrial policy consciously and those who let it be shaped by others, typically special interests, who vie with each other for hidden and open subsidies, for rules and regulations that favor them over others.

Even the agenda of financial market liberalization was an industrial policy—one pushed by the banks and the financial sector, the effect of which was to lead in many countries to a bloated financial sector, rife with explicit and implicit subsidies (reaching record levels in the crisis of 2008–2009), diverting resources from other uses that arguably would have led to higher sustained growth. It was an industrial policy that led to more macroeconomic instability, which, as we explained in chapter 4, itself adversely affected learning.

The Instruments of Industrial Policy

We have explained how government, in all of its policies, laws, and regulations, needs to be mindful of their effects on the structure of the economy and on the creation of a learning society. Earlier chapters explained why government intervention to promote learning was desirable. But there are many forms this intervention can take, many actions by which the government can help shape the economy. Since we have argued that virtually all actions undertaken by the government have some effects in shaping the economy, our analysis has to be confined to those where the impacts are largest, or which are explicitly directed at shaping the economy. This and the following four chapters look at
several of the key policies: This chapter at industrial and trade policies, the next at financial policies, chapter 11 at macroeconomic policies (including exchange rate policies) and investment policies, and chapter 12 at intellectual property.

2. The Special Importance of Industrial Policies for Developing Countries

_Closing the Knowledge Gap_

Earlier, we emphasized that what separates developed from developing countries is not just a gap in resources but a gap in knowledge (Stiglitz 1999b, World Bank 1999). Much of the difference in per capita income between these countries and the more advanced is attributable to differences in knowledge. If this is so, then development strategies should be centered on promoting learning, closing the knowledge gap between more- and less-developed countries. Policies that transformed their economies and societies into “learning societies” would enable them to close the gap more rapidly, with marked increases in incomes. Development entails learning how to learn (Stiglitz 1987c). As we argued earlier, too, the fact that some countries and firms have “learned how to learn” helps explain why the last two centuries have seen such remarkable increases in standards of living, in comparison to the millennia that preceded them, which were marked by stagnation.

_How Structural Adjustment Policies Stifled Growth_

But rather than promoting the learning sectors, the policies foisted on developing countries by, say, the international economic institutions, have actually discouraged the learning sector (industry) in many developing countries, especially in Africa (see, e.g., Noman and Stiglitz 2012a, 2012b, 2012c; and the references cited there). The result is that over the past thirty years, Africa has suffered from deindustrialization. The quarter century from the early 1980s was a period of declining per capita income and increasing poverty.

Structural adjustment policies advocated by the IMF and the World Bank were predicated on the belief that by eliminating “distortions” in the economy, Africa would grow faster—by constructing an economy
based on principles of free and unfettered markets. The reigning dogma was that with the government restrained to ensuring macro-stability, which typically just meant price stability, economic performance would increase and all would benefit. In focusing on static efficiency, these international institutions totally ignored learning and the associated dynamics.

But this was not the only way that the structural adjustment programs impeded the development of a learning economy. Much learning occurs on the job—but if there is to be on-the-job learning, there has to be jobs. It was recognized, of course, that eliminating trade protection would result in the loss of jobs, some in agriculture, many others in industry. The strongly held belief, however, was that these workers would quickly find jobs in new industries, consistent with the country’s comparative advantage. Moving resources from inefficient protected sectors to more efficient competitive sectors would raise incomes.

Things didn’t turn out as the advocates of these policies had hoped. Rather than growth, there was decline. Job creation often (or even typically) didn’t keep pace with job destruction, and so workers moved from low-productivity protected sectors to even-lower-productivity unemployment, open or disguised.

The Washington Consensus and Learning

The structural adjustment policies in Africa were associated with a set of economic doctrines that shaped the policies demanded of developing countries if they were to receive assistance from the West. For more than a quarter century, policies, especially in developing countries, were dominated by a set of ideas that is commonly called the Washington Consensus. It was these ideas that led to the structural adjustment policies that in turn led to Africa’s deindustrialization, with such adverse consequences for its growth and the well-being of its citizens.

The Washington Consensus policies were predicated on the assumption that markets, by themselves, are efficient, and that therefore the major source of inefficiency or mal performance of the economy arises from government intervention. Hence, the first item in the reform agenda is to eliminate these interventions with the market. The only (or at least the main) economic role of the government was to ensure price stability and property rights (including the enforcement of contracts).
Thus, the Washington Consensus, and the ideology on which it was based, gave short shrift to market failures. When they grudgingly admitted to market failures, they suggested that government was not capable of correcting these market failures, because of “political economy” reasons.

This chapter explains why both parts of these doctrines were wrong: Market failures are pervasive, and governments—even in developing countries—can improve matters, and have done so, even if they have not “perfectly” corrected them.

In their aversion to industrial policies, the Washington Consensus policies focused on static efficiency. They didn’t even consider what the consequences for innovation and learning were. If there was learning and technological progress, it was assumed to be exogenous, outside the purview of policy, and certainly outside the purview of the economic policies on which they focused. This was so was striking, given the observation, made earlier, that development is so much about learning and economic transformation.

**LEARNING AND ONE-SIZE-FITS-ALL POLICIES** One critique of the Washington Consensus is that it has attempted to impose one-size-fits-all policies. Such policies may be particularly inappropriate when it comes to creating a learning society.

A critical aspect of “learning” is that it takes place locally and must adapt to local differences in culture and economic practice. Thus, “learning” prescriptions that work in some environments will not work in others. For example, in some economies, especially in East Asia, close relationships between government and business seem to have helped development; potential conflicts of interest have been contained, and there have been marked benefits from effective coordination (see World Bank 1993). But such relationships can easily evolve toward “crony capitalism,” and the associated corruption may impede development. Learning how to relate to government has value in most economies, but in some, the skills required may concern those related to bidding processes, in others to interpersonal connections. American firms have had to learn to adapt to the Foreign Corrupt Practices Act. Labor norms differ too among countries, and personnel policies have to accommodate such differences. Differences in consumer preferences and norms as well as in distribution channels necessitate different “learning” about marketing. Most importantly, and perhaps obviously,
relative factor prices may differ, so that the returns to learning how to save on the utilization of one factor versus another may differ.

These cross-country differences have numerous implications. It helps explain why learning in a firm may spill over more easily to other firms in the same country than to firms in other countries. The learning in one country may simply be less relevant to production in the other country.

They help explain too why it is that in some economies public enterprises function well, while in others they do not. (Functioning well means, of course, being able to learn and adapt—and in countries that have more broadly created a learning society, or at least one where learning permeates an important segment of society, even public enterprises can learn and adapt.)

They also help explain the limitations of globalization: Local firms have a competitive advantage in having more knowledge about local circumstances (see Greenwald and Kahn 2009). Much financial information is chiefly available locally, and even when information is available, outsiders may have less of an understanding of the nuances of the country’s distinctive institutional structure—as foreign investors have learned about U.S. mortgages. Thus, effective capital deployment will often require local financial institutions.

Unfortunately, Washington Consensus policies, which pushed capital and financial market liberalization, did not take into account the importance of this local knowledge. Foreign banks succeeded in attracting depositors away from local banks, because they were perceived as safer (and in some cases, may have been, because they had the implicit guarantee of governments with deeper pockets). But foreign banks were at an information disadvantage relative to local banks about small- and medium-sized local firms, and it was thus natural that lending be diverted away toward loans to government, consumers, and large domestic firms (including local monopolies and oligopolies). But in doing so, local learning and entrepreneurship may have been undermined and growth weakened.7

**Industrial Policy and the Distinctive Circumstances of Developing Countries**

There are several other reasons that in developing countries industrial policy should play an even more important role than it does in developed countries. The first two concern the fact that these countries are
laying down the foundations that will provide their economic structures for decades to come.

We have emphasized how legal frameworks—the laws and regulations that govern a society and an economy—simultaneously shape the economy. They constitute a kind of industrial policy. But a key issue in development is the formulation of these laws, when they don’t exist, and reforming the laws, often inherited as part of their colonial legacy, when they do. Developing countries have to be aware that the legal frameworks they choose are shaping their economy today—with important consequences for their future.

So too, the physical infrastructure that they invest in will increase the returns to some kinds of private investment and reduce that of others. Investments developing some ports or roads will lead to the development of the surrounding areas, at the expense of areas which might otherwise have been developed.

In both of these instances, the groups lobbying (for the institutional and physical infrastructure that serves their interests) are the firms that exist today; those that might exist with a different institutional and physical infrastructure have little or no voice.

Earlier, we noted that all countries have an industrial policy—but the industrial policy which is chosen by developed countries is chosen to advance their own economies, or special interests in their economies. Even if it were easy to borrow these ideas from the developed countries, and even if it is possible to design industrial policies that enhance the flow of knowledge from developed to developing countries, strengthening cross-border flows of knowledge should not be the only focus of a developing country’s industrial policy. For instance, environmental impacts are important for all countries, but especially for developing countries. The fact that natural resources and the environment are “underpriced” means that there are insufficient incentives to allocate resources (including those devoted to learning) toward the environment and natural resources—so more resources get expended on saving labor.

This highlights a difference between developed and developing countries, and a reason why it is important that developing countries have their own innovation policies and an industrial policy which promotes indigenous learning. Much of innovation in advanced industrial economies has been directed toward saving labor. But in many developing countries, labor is in surplus, and unemployment is the problem. Labor-saving innovations exacerbate this key social challenge. (See chapter 6.)
Even when labor-saving innovation does not result in unemployment, it will have adverse distributional consequences, lowering wages. With inequality already so high in many developing countries, this should be of concern.

Behind this analysis are two general theoretical observations: First, when innovation is important, history matters, as the discussion of chapter 3 emphasized. Technology that is developed today affects the kinds of technological developments that it pays to make later.

Moreover, factor prices in developing countries differ from those in developed countries, and in both, factor prices differ from shadow prices, because of a variety of market failures.

These observations have, in turn, three important policy implications: In both developed and developing countries, industrial policies have to be strategic—to take into account not just the country’s circumstances today, but its likely long-run situation. What matters is not static comparative advantage but dynamic comparative advantage. (What this entails will be discussed at greater length.) Second, both the direction of innovation which firms would undertake and that which governments should undertake can differ markedly between developed and developing countries. And third, in both developed and developing countries, governments need to shape the direction of innovation and learning. As we emphasized in chapter 6, economies have a choice of the direction of innovation—whether it is, say, resource saving or labor saving. Those choices should reflect scarcity values—what the relative shares of different factors would be if factor prices reflected true scarcity, i.e., if market prices and shadow prices were equal.

3. The Objectives of Industrial Policy

While this book focuses on the role of industrial policies (broadly understood, in the manner described earlier in this chapter) in promoting growth through learning, governments have to simultaneously be cognizant of other social and economic consequences. Industrial policy is usually conceived of as promoting growth, but it should be seen more broadly, as any policy redirecting an economy’s sectoral allocation (or other production decisions, such as the choice of technique or the nature of innovation) where market incentives, as shaped by rules and regulations, are misaligned with public objectives. Governments
are concerned about employment, distribution, and the environment in ways in which the market is often not. Thus, in those countries with persistent high levels of unemployment, it is clear that something is wrong with market processes: labor markets are not clearing. Whether the explanation has to do with inherent limitations in markets (e.g., imperfect information giving rise to efficiency wages\(^8\)), unions, or government (e.g., minimum wages), the persistence of unemployment implies that “correcting” the underlying failures may not be easy. The social costs of unemployment can be very high, and it is appropriate for government to attempt to induce the economy to move toward more labor-intensive sectors or to use more labor-intensive processes.

**Structural Transformation**

It has increasingly been recognized that development requires the structural transformation of the economy (see Lin 2010, 2012; Lin and Monga, 2014; and Stiglitz 1998b). Markets themselves are not very good at such structural transformations, partly because the sectors that are being displaced—resources that have to move from one sector to another—typically suffer large capital and income losses and are thus not well placed to make the investments required for redeployment; and well-understood capital market imperfections (based on information asymmetries) limit access to outside resources (see Delli Gatti et al. 2012, 2013). One of the main impediments to the easy flow of resources from one sector to another is, of course, the lack of appropriate skills; a greater focus on “learning” would have led to policies that would have enhanced the relevant capabilities of the workforce.

**Inequality**

Many developing countries have been marked by high levels of inequality.\(^9\) Industrial policies can affect the extent of inequality by increasing the demand for lower-skilled workers, driving up their wages, and lowering their level of unemployment. While policies focusing on distribution have traditionally been centered on tax and transfers, it may be better (more efficient) to have policies that change the before-tax-and-transfer distribution of income. Such policies reduce the burden imposed by distortionary redistributive policies (Stiglitz 1998b).
But there are further reasons that we should be concerned about growing inequality than just a sense of social justice. It can lead to increased political and social instability. There is, moreover, a growing understanding, even within the IMF, that inequality may lead to lower economic growth, more economic instability, and a weaker economy (see Stiglitz 2012c, 2011; Berg and Ostry 2011; and the references cited there). While there are many channels through which these adverse effects operate (e.g., inequality diminishes the aggregate demand for domestic nontraded goods, and central banks often take offsetting actions—lowering interest rates and relaxing regulations and their enforcement—which give rise to unsustainable bubbles), one may be of particular importance in developing countries, where there is a need for heavy public investments in infrastructure, education, and technology.

In a society with very little inequality, the only role of the state is to provide collective goods and correct market failures. When there are large inequalities, interests differ. Distributive battles inevitably rage, and to prevent redistribution, wealthy elites often try to circumscribe the powers of government. But in circumscribing government, they also restrict government’s ability to perform positive roles. As we have argued here and elsewhere, government needs to play an important role in any economy, correcting pervasive market failures, but especially in the “creative economy.”

Thus, our critique of noninclusive growth goes beyond that it is a waste of a country’s most valuable resource—its human talent—to fail to ensure that everyone lives up to his or her abilities. Noninclusive growth can lead to democracies that do not support high-growth strategies. There can be a vicious circle, with more inequality leading to a more circumscribed government, leading in turn to more inequality and slower growth.

4. Trade Policy

Many of the industrial policies discussed in earlier parts of this book entailed government expenditures—subsidies to sectors which should be expanded or investments in R & D and education to enhance the competitiveness of the learning sectors. But governments in developing countries (and even in developed countries) have a hard time raising revenues (see, e.g., Aizenman and Jinjarak 2009). In the absence of
lump sum taxes, all taxes are distortionary, and thus there is a real cost to providing such subsidies. (Our analysis in the preceding chapters took those costs into account in designing the optimal interventions.)

It is thus natural that governments try to shape their economy using tools that raise revenues rather than use them. Tariffs and auctioned quotas can do that (see Dasgupta and Stiglitz 1971, 1972, 1974; Emran and Stiglitz 2005). This helps explain the widespread use of trade policy as part of industrial policy.

But turning to trade policy encounters several problems. First, there is the widespread theoretical presumption in favor of free trade—dating back to Adam Smith and his attack against mercantilism; David Ricardo, who developed the theory of comparative advantage; and nineteenth-century liberal economists such as John Stuart Mill. Samuelson (1938) formalized the welfare benefits of free trade. And neoliberal doctrines of the latter part of the twentieth century, discussed earlier in this chapter, reinforced this presumption.

But the stringent assumptions required to prove the result that free trade was desirable only highlighted the limited scope of the result. The analysis assumed perfect markets—perfect competition, perfect risk markets, full employment, and, most important from our perspectives, no externalities and, especially from the perspective of this book, no learning externalities. When any of these assumptions is dropped, free trade is not desirable. Chapter 8 showed that in a learning economy, growth and long-term welfare could be enhanced with trade interventions. The result that there should be no tariffs vanished even in the absence of limitations on government’s ability to raise revenues. Thus, advances in modern economics have reversed the earlier presumption: Now there is a presumption against free trade. And this presumption is even increased when account is taken of possible adverse distributive consequences. Trade liberalization has been associated with increasing inequality.

Second, whatever the theoretical presumptions, there is a widespread belief that, empirically, trade is good for growth. While some earlier cross-country regressions seem to confirm this politically popular view, upon closer examination, the evidence does not support the conclusion. It appears that once the “misattribution of macroeconomic phenomena (overvalued currencies or macroeconomic instability) or geographical location (in the tropical zone) to trade policies…are corrected, any meaningful cross-country relationship between trade barriers and economic growth evaporates” (Helleiner 1994).
That trade liberalization *by itself* would not ensure growth should have been obvious from the large disparities that exist within developed countries: There are no trade barriers between northern and southern Italy (no barriers even to the movement of capital), and yet there have been persistent large differences in income. So too for the United States, until the federal government undertook actions (including assistance) that narrowed (but far from eliminated) the gap in income between the North and the South.

There is another way of seeing that trade (and trade liberalization) *cannot* be at the center of the explanation of successful growth: Trading opportunities available through globalization are universal; yet growth has been highly particular, both across countries (even among those that have liberalized) and within individual countries over time. It is particular local conditions that determine whether the universal trade opportunities lead to growth.

Much of the presumption that openness leads to growth is based on the observed correlation between growth and trade. But that correlation does not prove causality: Is it trade that has caused growth, or vice versa? One way to get insight into this issue is to look not at trade, but at trade liberalization. Free trade is about trade liberalization. Developing countries that have grown more may have done so because they’ve exported more, not because they liberalized; they may have succeeded in exporting more because of enhanced learning, which could have been impeded by liberalization. The evidence supports this hypothesis—that for the most part causality goes from growth to trade. The United Nations Development Programme (UNDP 2003), among others, presents evidence that trade liberalization was not associated with higher economic growth. Similarly, the marked reductions in trade barriers facing the least-developed countries (under Europe’s “Everything But Arms” initiative or the United States’ AGOA) have not had the hoped for benefits in terms of an expansion in trade.

This book (focusing on learning) helps explain why we should not be surprised at the result that trade liberalization may be adverse to growth, and in section 6 of this chapter, we present evidence that is consistent with these perspectives.

The third objection to trade interventions (as to other forms of industrial policy) concerns *political economy*: Even if, theoretically, there is a presumption against free trade, even if the evidence that trade is good for growth is, at best, weak, and even if the most successful countries...
employed trade policy as an instrument for economic growth, today’s less-developed countries, it is alleged, are incapable of using trade policy as an effective instrument. Opponents claim that, more likely than not, it will be abused. We will confront this objection later in this chapter.

The final set of difficulties in the use of trade policies as an instrument of industrial policy arises from international trade agreements. In recent years, the WTO has attempted to restrict the use of such policies. These WTO restrictions on industrial policies and domestic sourcing (and possibly other restrictions on financial markets) may impede the ability of developing countries to foster learning, to garner for themselves the full learning benefits of foreign direct investment, or force them to employ second-best methods for promoting learning within their economies. Though the advocates of these restrictions surround them with neoliberal ideology, arguing that these restrictions are best for the countries themselves, the hypocrisy of countries like the United States and many in Europe attempting to restrict others from undertaking policies that were at the center of their own development has not gone unnoticed.15

The central result of earlier chapters was that while targeted subsidies may be the most effective way of promoting development and learning, trade policy (implemented through tariffs, quotas, or exchange rate policies) may be an effective instrument as well, as the last chapter demonstrated.16 Though there are static costs associated with such interventions, the dynamic benefits can well exceed the costs. Chapter 8 showed that even though WTO constraints may impose a high cost on developing countries, trade intervention through managing exchange rates is still desirable, and later chapters will illustrate that there are other policies that can help shape the economy that can escape WTO strictures.

While trade policy can be, and has been, an important instrument for creating a learning economy, the learning perspective also can strengthen the rationale for regional integration: It may well be that individual national markets may be too small to support robust local industries. In that case the natural extension of the basic policy is to combine local economies at similar stages of industrial development into free-trade areas which are then protected by common uniform external industrial tariffs. Such extension has the added benefit of enhancing local competition.
Given space limitations, we cannot comment in depth on the form and design of trade policy. We make only two comments, elaborating in part on observations made earlier. First, our learning perspective emphasizes that what is important is not static comparative advantage but dynamic comparative advantage. As we explained in chapter 1, however, what that entails is more complicated than is often suggested. Indeed, we have argued that even the concept of static comparative advantage is more subtle than is widely recognized, once the (partial) mobility of capital, labor, and knowledge is taken into account. Three specific conclusions emerge from the discussions (including of chapter 1): (a) Countries cannot simply look to what other countries have done at similar stages of development. History matters. Changes in technology and the global marketplace mean that what worked for, say, Korea fifty years ago may not work for a country in a similar position today. (b) Given the difficulties of determining a country’s (static or dynamic) comparative advantage, Lin’s argument (2012, 2014) that countries should be careful about pursuing industrial policies that “defy” comparative advantage may not be of much help. (c) Countries have to be strategic—because history matters, they have to take into account how enhancing capabilities today (through trade policies) will affect their potential for capability enhancement in the future.

Second, more finely honed interventions require more information and may raise more political economy problems. Thus, while in the absence of these limitations, more finely honed interventions would be able to improve the dynamic-static trade-offs—getting more growth with a smaller sacrifice in current consumption/utility, taking them into account may imply the desirability of broader interventions. We explore this notion further in section 7.

5. History

There is ample evidence that many countries have successfully used trade and industrial policies. Indeed, there are few successful economies in which the government has not successfully employed industrial and trade policies, including trade restrictions. This is true not just for developing countries, like Korea, but also for developed countries like the United States. Moreover, such policies can be used not only by countries with highly trained bureaucracies but by countries at early
stages of development. At the time that many of the East Asian countries began their industrial policies, not only was their economic development lower than some of the less-developed countries today, but so too was their political development.

To understand the role of government in this arena, we need only think of the history of the United States, where the development of agriculture, the main “industry” in the nineteenth century, was promoted by government. The history of telecommunications—from the first telegraph line to the development of the Internet—entails one form of government support after another. Even the first browser was supported by the government. So too, in Brazil, we can think of the development of sugar-based ethanol and the Embraer airplane—and a host of other export-enhancing government interventions. In each of these cases, the social returns from these government-supported innovations are so high that they would support many less successful ventures.

The success of the most successful countries in development after World War II—those in East Asia—is largely attributable to their recognition of the importance of learning and the role of government in promoting it. Korea, for instance, paid little attention to its static comparative advantage. Its static comparative advantage would have led that country to focus on rice farming. But it knew that even if it became the most productive rice farming country in the world, its prospects would be limited. Only by focusing on sectors from which it could learn, and on the basis of which it could close the knowledge gap with more advanced countries could they achieve the growth they desired. Thus, Korea developed complementary industrial, education, and technology policies, and it succeeded, increasing its per capita income more than eightfold in a span of less than four decades.

Had it followed the dictates of the Washington Consensus policies, it would have eschewed industrial policies and focused investments in education at the primary level—and it would have, at best, been a middle-income rice-growing country. History has shown that not only have countries like Korea that adopted industrial policies done well, but also that those that have not have suffered; this is illustrated by the impact of the structural adjustment policies in Africa, which eschewed industrial policies, leading to deindustrialization and low growth.

Interestingly, Korea followed a strategy that was a mixture of the broad-based export promotion policies we have advocated as part of an
infant-economy strategy and a more targeted approach (e.g., promoting chips and heavy industries and chemicals). Whether they would have done still better had they limited themselves only to broad-based strategies is an exercise in counterfactual history, for which the answers are at best debatable.

**Historical Experiences with Trade Interventions**

Historical evidence provides considerable support for the efficacy of learning-related trade restrictions. While the most successful countries, both today (in East Asia) and historically (including the United States), have used a variety of instruments as part of their industrial policies, among the most important have been trade interventions. They have not only engaged in trade restrictions, but those restrictions were an explicit part of their growth strategies. Indeed, Rodrik (2001) argued that the three primary models of successful development in the twentieth century all relied on managed trade regimes: import substitution as practiced by a number of countries in the 1960s, outward oriented industrialization as practiced in East Asia in the 1980s, and the state-directed capitalism of China in the 1990s. Chang (2002) showed that almost all of today’s rich countries used tariff protection and subsidies to develop their industries, and “Britain and the USA, the two countries that are supposed to have reached the summit of the world economy through their free-market, free-trade policy, are actually the ones that had most aggressively used protection and subsidies.”

Of course, all of these countries, including the East Asian tigers, did engage in trade—but it was promoting exports, expanding the learning sector, not trade liberalization as is usually understood, opening up domestic markets broadly to foreign imports. Trade interventions have sometimes not worked out well. They have at times been used as protectionist tools by special interests, rather than to redirect society’s resources toward creating a learning society. But the history of successful interventions suggests that failure is not inevitable. Hopefully, countries will learn from the failures (and successes) of the past, so that the returns from future interventions will presumably be greater than those from past interventions, a point to which we return later in the chapter.

Not surprisingly, countries like Myanmar, that pursued xenophobic policies that cut themselves off from others—both from trade and from learning—did not fare well.
In short, our analysis suggests that well-designed trade policies such as those in East Asia, centered on learning and the acquisition of technology, have done a far better job of promoting growth and learning than either of the extreme policies of full liberalization or full autarky.

War Time

Perhaps even more telling concerning the relationship between trade, growth, and learning is the fact that war times, in which trade is interrupted, have often seemed to be periods of enormous dynamic gains.\textsuperscript{19}

Our learning perspective provides an interpretation of these seemingly anomalous experiences. Forced to rely on their own production capacities, economies increased their industrial production and, with it, their learning. Moreover, the exigencies of the moment “forced” the economies to learn more quickly than they might otherwise have done.

Does Latin America Demonstrate the Failure of Industrial Policies?

Some have argued that even if industrial policies were successful in East Asia, and even if they worked in times of war, they were a dismal failure in Latin America, and blame that continent’s lost decade on its pursuit of industrial policies. Even if that conclusion were true, it would only imply that the form of industrial policy pursued in Latin America (import substitution versus the export-led growth of East Asia) was flawed, not that industrial policies per se were doomed to failure.\textsuperscript{20}

But the conclusion that industrial policies were a failure in Latin America is, at best, contentious—at worst, simply wrong. Brazil, the most ardent adopter of such policies, had an impressive growth rate of almost 6 percent in the three-quarters century before 1980. Industrial policies played an important role in that country’s success in this period. The lost decade was a result of Latin American countries’ excessive indebtedness in the 1970s, the period of the oil shock—understandable, perhaps, given the low, or even negative, real interest rates at which the petro-dollars were being recycled—followed by an unprecedented increase in interest rates, a result of the United States suddenly switching its monetary policy regime to monetarism. The lost decade of the 1980s was, in short, a result of a macroeconomic shock, not a failure of microeconomic policies. The subsequent adoption of the Washington Consensus policies, which eschewed industrial policies, prolonged the
subsequent period of slow growth. The more recent revival of growth, for example, in Brazil, has much to do with the government once again undertaking activist policies (Bértola and Ocampo 2012).

**China and India**

What about countries like China and India, which have liberalized and grown? A closer look at the timing shows that their take-off occurred prior to trade liberalization. Serious trade liberalization occurred after the trend rate of growth had increased. In both cases it was associated with “internal liberalization.” Reducing domestic distortions while maintaining external barriers provided precisely the conditions for the dynamic gains identified in this book.

**History Shows That Industrial and Trade Policies Can Work**

In short, the historical experience shows that industrial policies can work. They have worked in a variety of countries in a variety of circumstances, with a variety of strategies and instruments. Even instances of seeming failure need to be interpreted with caution. Good policies involve some risk—if every public or private investment succeeded, it would indicate insufficient risk taking.

There are undoubtedly instances where industrial policy has failed because of abuses. But the relevant question is: Are the problems inherent in political processes? The next section shows that they are not, but that limitations in the political processes may affect the form that industrial policy should take.

6. Political Economy

A persistent criticism of industrial policies is that, even if market allocations are inefficient, even if market prices differ from shadow prices, government attempts to correct these failures will simply make matters worse. There is, it is alleged, just too much potential for misuse. Some go so far as to suggest that abuse is almost inevitable, because of a proclivity for rent seeking. Even if government doesn’t abuse these policies, at least in developing countries it doesn’t have the competency to implement them effectively.
Of course, most of these critics also believe that industrial policies are not needed: one should rely on the private sector. Government shouldn’t be in the business of picking winners, of trying to outsmart the market. One should leave decisions about resource allocations to the market. As a former chairman of the U.S. Council of Economic Advisers is famously said to have claimed: It doesn’t make any difference whether we produce potato chips or computer chips.

We have already provided answers to several of these perspectives. Market failures are rife. The objective of industrial policies is to correct these market failures.

That abuses are not inevitable is also clear: There is neither theory nor evidence in support of such a conclusion. The historical experiences cited in the previous paragraphs provide convincing evidence to the contrary. To be sure, there are instances of government failure, but none with the consequences or on the scale of the losses resulting, for example, from the failures of America’s financial market before and during the Great Recession. As we noted, virtually every successful economy has employed industrial policies successfully, at one time or another (see Chang 2002, 2003; and the references cited there). And this is most notable in the case of East Asia.

But then the question is raised: Can there be effective industrial policies in countries with significant deficiencies in governance? The implication is that, while with “ideal government” intervention might improve matters, in the “real world—outside of a few isolated successes—interventions do not necessarily do so.” The argument has been put that even if such policies contributed greatly to the success of East Asia, elsewhere they were less successful, because they were abused. These critics go on to say that, given the widely acknowledged deficiencies in governance in many African countries, they should shy away from such policies.

The critics point to Latin America and its lost decade as a prime example of the failure of industrial policies, but we have argued that Latin America’s failure was a result not of its industrial policies but of its debt and macroeconomic policies. We have also pointed out that at the time Korea and some of the other East Asian countries undertook industrial policies, they were as economically and politically underdeveloped as many of the poor countries of the world today that are debating adopting such policies.
Framing the Question the Right Way

The strongest objection to these objections to industrial policy is that they frame the question the wrong way. The question is not whether in some cases such interventions have failed, but whether in some instances they have succeeded. The answer to that is unambiguously, yes. Indeed, the discussion in the previous section suggests that there are few, if any, successful countries that have not engaged in industrial policies.

Even with some failures, average returns have been positive. Indeed, again as we have already noted, good industrial policy entails risk taking, and with risk taking, we should expect some failures.

But even if average returns were sometimes, or often, low, the question today facing a country contemplating adopting industrial policies is whether it can learn from the successes and failures of the past, whether it can construct an industrial policy that has prospects of working.

Industrial Policies Are Not About Picking Winners

There is a second way in which the standard objections to industrial policy have framed the issue incorrectly. Industrial policies are not about picking winners. They are about correcting market failures in general, and creating a learning society in particular. It is now widely accepted that there can be important market failures arising from large negative externalities (e.g., from pollution or from excessive risk taking in the financial sector) and that there is an important role for government in correcting these market failures. Except among the extreme right, there is a general consensus that, even if government interventions may not have been perfect, we are a lot better off as a result of these interventions, which have curbed air and water pollution. We are concerned here with an equally important set of positive externalities, and we believe that government can be equally effective in (partially) correcting these externalities. Indeed, as the previous discussion has made clear, many governments (both in developed and developing countries) have a credible record of industrial policy interventions.23

Policies to Address Political Economy Problems

Moreover, these successes were not just accidents. The thrust of the book *The East Asian Miracle* (World Bank 1993; see also Stiglitz 1996;
Khan 2012; Stiglitz and Uy 1996) is that the East Asian countries used systemic procedures that limited the scope for abuse and increased the likelihood of identifying firms and sectors whose expansion would have society-wide benefits. First, the subsidies were limited—indeed, one of the main benefits government granted was access to credit. (With credit rationing, there is a difference between the shadow price of credit and the market price of credit; but the terms at which they got credit were still largely commercial.) Second, the government, to a large extent, employed contests for the allocation of the credit and other subsidies: those companies that demonstrated success in export markets gained preferential access to credit. It was not just profits that determined the allocation of credit; for higher profits might signal a better ability to exploit monopoly profits. But success in international markets demonstrated broader marketing and technical competencies. In effect, the government channeled rent seeking—the benefits of access to government subsidies and access to credit—making it socially constructive. Competition for rents led to firms that learned more and became more competitive in the global marketplace.

(In other countries, though, rent seeking has diverted resources away from growth-inducing activities, and even when resources are allocated to innovation, the innovation may not be growth inducing. Firms have devoted their resources to learning how to circumvent regulations designed to make the economy more stable and to learning how to exploit consumers and the firm’s monopoly power better. Markets don’t work well when private returns are not well aligned with social returns; and in those circumstances, incentives to innovate and learn are also distorted, as we have repeatedly noted.)

**Governance and Institutional Reform**

The fact that there have been some failures in industrial policy and some successes means that countries contemplating such policies need to think carefully about their design. There are institutional reforms that reduce the likelihood of abuses and increase the likelihood of successful interventions. East Asia provides examples of effective institutional designs that harnessed the drive for rent seeking in a socially constructive way. Other institutional innovations, including peer review, improvements in competitive bidding and allocational processes and transparency, time-limited programs, and the design
of partnership arrangements (where those receiving assistance have to contribute significant amounts of equity) have contributed to reducing the scope for abuses and improving the efficacy of industrial policies. Some of these institutional improvements—including those related to the performance of development banks, such as Brazil’s BNDES—show that there has been learning from the failures (and successes) of the past.

**Implications of Governance Deficiencies for the Design of Industrial Policies** Reforming political processes is slow, and it may not be possible to make reforms fast enough to reduce the likelihood of abuses of certain forms of industrial policies to a tolerable level or to enhance the likelihood that they will be successful to the point where undertaking such policies seems advisable. The implication of deficiencies in governance is that one needs to tailor the design of the instruments of industrial policy around the capabilities and governance of the public sector.

This poses an important trade-off. Chapter 8 focused on the infant-economy argument for protection, centering on encouraging the industrial sector more broadly. An implication of the infant-economy argument is that trade restrictions should be broadly and uniformly applied to industrial products. Since the benefits sought are broadly rather than narrowly determined, there should be no attempt to support particular industries or, more precisely, to identify sectors in which there are larger spillovers. Broad-based measures such as exchange rate interventions require only that the government ascertain that the sectors that would be encouraged by such interventions, such as in the determination of the exchange rate, have more societal learning benefits than the sectors that would be discouraged—and there is ample evidence that that is the case (evidenced, in particular, by the success of export-led growth strategies). Firms and sectors within the economy self-select, and the expansion of firms and sectors with greater learning enhances the dynamism of the economy.

On the other hand, more targeted interventions can, if well designed and executed, lead to even more learning and faster rates of growth. Some countries have shown that they can manage the political economy problems of more targeted interventions. As we noted, the East Asian countries did so by using rule-based systems in which interventions were linked to past export success.
Ultimately, the test of the effectiveness of uniform infant-economy tariff policies is how well they have worked in practice, and here, at least superficially, the historical record is encouraging. The trade policy of the newly formed European Economic Community was, in the 1950s, one of high but relatively uniform external tariff barriers. The growth of the community behind these barriers was rapid. Similarly, Asian economies like Japan, Korea, China, Taiwan, and Singapore, while they did have some targeted interventions which, by and large, they managed well, have tended to favor broad rather than narrowly tailored barriers to trade, and they have all experienced strong growth. Finally, in its early history, the United States, too, tended to favor high and broadly applied industrial tariffs and succeeded in fostering high levels of growth.

Of course, there is no form of intervention that completely “solves” the political economy problem: Sectors that benefit from exchange rate intervention may lobby for the maintenance of that intervention even in the absence of learning benefits. Still, arguably, the political economy problems can be better managed with such broad-based interventions than with more narrowly directed interventions, which lead to the creation of narrowly focused special interests concerned with sustaining particular tariffs beyond their natural economic lifetimes. Properly designed, both the costs and the benefits of a uniform industrial tariff system should be widely dispersed. Moreover, a broadly based industrial tariff system should be, to some extent, naturally self-limited. Successful local industries should begin to export and, therefore, be naturally predisposed in favor of free trade.

A Methodological Response to the Political Economy Critique

There is also a methodological response to the political economy critique of industrial policies: Whether such political economy objections are true or not, the conclusion is based on political analysis, not economic analysis. And the political analysis is often more simplistic than economic analysis.

Moreover, similar questions can be raised about every other aspect of policy. Many governments have not used monetary and financial regulatory policy well; in some cases, the misuse can be traced to problems of governance. Many have argued that regulators and central banks in some advanced industrial countries were captured by special
interests in the financial markets, and this played an important role in the 2008 global economic crisis (see, e.g., Stiglitz 2010b; Johnson and Kwak 2010). But this is not a reason for governments to eschew the use of monetary and financial regulatory policy.

**Liberalization and Political Economy** Finally, we note that liberalization is itself a political agenda. As we previously commented, markets do not exist in a vacuum. There are always going to be rules and regulations, even in a liberalized world. And the design of those rules and regulations will shape markets. The rules and regulations that were adopted in the process of “liberalizing” and deregulating financial markets in the United States and the U.K. led to bloated financial institutions backed by implicit guarantees from the monetary authority and ultimately the taxpayer—an industrial policy of deregulation and favorable regulation that distorted the economy.

7. Some General Reflections on Industrial Policy

*Theory of the Second Best*

Industrial policies distort consumption from what it otherwise would have been. Conventional economics (such as the Washington Consensus policies) emphasized the costs of these interventions. We have emphasized that when there are market failures (as is always the case when there are learning externalities), there will be benefits. Optimal policy weighs the benefits and costs as the margin.

The economics of the second best is particularly relevant here: R & D and learning give rise to market imperfections, sometimes referred to as distortions, where resources are not allocated in a “first best” way. Well-designed distortions in one market can partially offset distortions in others.

We use the word *distortions* with care: Common usage suggests that governments should simply do away with them. But as the term has come to be used, it simply refers to deviations from the way a classical model with, say, perfect information might function. Information is inherently imperfect, and these imperfections cannot be legislated away. Nor can the market power that arises from the returns to scale inherent in research be legislated away. That is why simultaneously
endogenizing market structure and innovation is so important, as we noted in chapter 5. Similarly, the costs associated with R & D (or the “losses” associated with expanding production to “invest” in learning) cannot be ignored; they have to be paid for. Monopoly rents are one way of doing so, but—as we argue here—a far from ideal way.

As always in the modern economics of the public sector, the nature of the optimal interventions depends on the instruments and powers of government. Whether the government can abolish monopolies or undo their distortionary behavior has implications for the desirable levels of research and learning. It makes a difference, too, if the government can raise revenues to subsidize or support research or learning only through distortionary taxation rather than through lump sum taxes. But even when the government can only raise revenues through distortionary taxation, there are ways of doing so and spending the proceeds that increase societal well-being and the speed of innovation. (But the optimal investment in innovation is likely to be less with distortionary taxation than with lump sum taxation.)

**Industrial Strategies**

A key issue of industrial strategy is not only the direction (e.g., should Korea have attempted to reinforce its comparative advantage in rice, or to create a comparative advantage in some other area?) but also the size of the step. Should governments try to promote a nearby technology (product), nudging along a gradual, evolutionary process that might eventually have occurred anyway? Or should it take a big leap? The latter is riskier, bringing perhaps greater returns if successful, but also a higher probability of failure.

We have not formally modeled this critical decision, so the following remarks are only meant to be suggestive: The difficulties in learning increase significantly the bigger the leap; but so may the benefits. There are natural nonconvexities in the value of information/knowledge (Radner and Stiglitz 1984), implying that it pays to take at least a moderate step: small incrementalism is not likely to be optimal.

By the same token, using another analogy to corporate strategic policy, it pays to move to a part of the product space where there are rents which can be sustained (e.g., as a result of entry barriers, arising, for instance, out of returns to scale or specific knowledge). This almost surely entails not doing what others are or have been doing.
Among the most important insights of the theory of learning that we have developed is that, because history matters, decisions taken today concerning the direction of learning and innovation can have long-run consequences. Had Korea made different decisions in earlier decades, its economy today would look markedly different. The commodities which constitute its current static comparative advantage would be different, and its learning capabilities would be different. Because there are these long-term consequences, countries can’t avoid making guesses about the evolution of the global economy. As we have argued, they can’t or shouldn’t simply follow patterns of development undertaken by countries at similar stages of development a quarter or half century ago.

Industrial policies are inherently risky; but it is even riskier not to have an industrial policy.

8. Concluding Remarks

Earlier, we argued that countries have no choice but to have industrial policies; budgetary policies and legal frameworks inevitably shape the economy. We have argued that countries need to be more conscious of the effects of policies in shaping the economy—and more active in doing so, with a particular focus on creating a learning and innovative economy. Markets don’t do this on their own.

For developing countries in Africa and elsewhere, as they attempt to reindustrialize, to restructure their economies to become more integrated into the global economy and move away from excessive dependence on commodity exports, to raise standards of income, increase employment, reduce poverty and inequality, and to protect a fragile environment, industrial policies are of especial importance. We have explained why the widely cited objections—that though industrial policies may have worked in East Asia, they are inappropriate for Africa or other developing countries because of deficiencies in governance—are at best unpersuasive, at worst wrong. We have argued further that what is required is more than just creating a business-friendly environment, allowing the market to shape the economy on its own. Such policies are necessary, but they are not sufficient.

The debate today should not be about whether governments should pursue policies that shape the industrial structure of the economy.
Inevitably, they will and do. The debate today should center around the directions in which it should attempt to shape the economy and the best way of doing so, given a country’s current institutions and how they will evolve—recognizing that the evolution of the institutions themselves will be affected by the industrial policies chosen. In the past, trade interventions have been an effective instrument of industrial policy; and although WTO strictures may limit the scope and form of trade interventions, they have not undermined the desirability of such interventions. Governance issues are, of course, relevant in all countries and are important in shaping the form that industrial policy takes and the instruments that are appropriately used. They strengthen the argument for broad-based interventions, such as those associated with exchange rate policy.

The belated recognition of the potential of these policies comes at a fortunate time, for changes in the global economy may afford the countries of Africa and some other regions that have lagged a distinct opportunity to transform their economies in a way that will, at long last, narrow the gap that separates their standards of living from that of much of the rest of the world.

This chapter is based partially on Greenwald and Stiglitz (2014a, 2014b) and Charlton and Stiglitz (2005, 2012), and borrows liberally from those papers.
IF THERE are powerful arguments for broad barriers to imported industrial goods, those apply equally to restrictions on capital movements. Capital and financial services within a country can support learning; in contrast, financial services provided by foreigners can lead to a redirection of investment and learning out of the country, impeding the creation of a learning society. By the same token, the availability within a country of low-cost capital can encourage learning investments in the country. We saw in earlier chapters that complements to learning activities ought to be encouraged, and lowering the domestic cost of capital (by restricting capital outflows) may do so. This is especially so if learning is directly related to the level of investment, as Arrow originally hypothesized. Moreover, in a world of credit rationing, access to capital can be a key instrument of industrial policy.

There are further links between financial policy and learning. A poorly designed financial sector and poorly designed financial policies can lead to macro-instability, and as we noted in chapter 4, macro-instability impedes learning. (We will postpone the analysis of the links between financial policy and macro-stability to a later chapter.)
In short, a key objective of government policy should be to create a financial sector that fosters learning and helps create a learning economy. Standard policies (such as those advocated within the Washington Consensus) have simply ignored the effects of the financial sector on learning and have, as a result, fostered a financial sector which we believe is often not only not conducive to learning but inimical to it. This chapter will explore briefly the various links between financial sector policies and learning. What emerges from our analysis is a set of policy recommendations that is markedly different from those of the conventional wisdom. Underlying the analysis is the pervasiveness of externalities. While recent literature has emphasized the overall importance of externalities within the financial sector and between the financial sector and the real sector, we emphasize here that private returns are often markedly different from social returns because of learning externalities.

The chapter is divided into four sections. The first focuses on financial market liberalization, opening up of countries to foreign financial institutions. The second centers on capital market liberalization, policies aimed at allowing the free flow of capital into and out of a country. The third takes up the issue of financial policy as an instrument of industrial policy—including how we can shape the financial sector in ways which encourage the development of learning sectors.

There is a certain symmetry between labor and capital. If creating a learning economy entails restrictions on the free flow of capital, it should be apparent that there are even more compelling arguments for shaping labor movements. In the concluding section of the chapter, we touch upon some key aspects of this complex issue.

1. Financial Market Liberalization

Information externalities are at the center of the debate over financial market liberalization. Western governments (directly, and through the international financial institutions) have strongly pushed developing countries to deregulate and liberalize their financial markets.

Deregulation ignored, of course, the market failures which had led in the first place to the demand for regulation of the financial sector. While a full discussion of these would take us beyond the confines of this book, suffice it to say that the actions of the financial sector can and
do impose large externalities on the rest of the economy; that there is a proclivity for the financial sector to engage in excessive risk taking; and that, as a result, economies with unregulated and underegulated markets are likely to have excessive volatility. This volatility imposes huge costs on society—most obviously on workers, but also on the public fisc, both directly, as it bails out banks in an attempt to prevent matters from getting worse, and indirectly, as the economic downturns have huge budgetary consequences, with declining revenues and increasing social expenditures.

Financial sector liberalization focuses on opening up a country’s financial markets to banks and other financial institutions from abroad. It was one of the central initiatives of the Uruguay round trade negotiations. Ironically, even as the United States was pushing others to open up their financial markets, the United States had not yet even allowed interstate branch banking within its borders. Such restrictions (finally eliminated in 1994) were introduced in the nineteenth century, because those outside the eastern United States worried that if the large New York banks were allowed into their markets, they would siphon off deposits, impeding the development of these other parts of the country—concerns closely related to justifiable worries of many in the developing world that have resisted full financial market liberalization.

One of the earlier justifications for such liberalization was that the domestic banks in developing countries would learn good practices from Western banks. In the aftermath of the global financial crisis, that argument seems less persuasive: They might have learned how to engage in more effective exploitation of the poor, through predatory lending and abusive credit card practices, and they might have learned about how to engage in deceptive off-balance-sheet accounting, but it is clear that there may be negative externalities associated with such socially unproductive learning.

The evidence presented in papers such as Rashid (2011); Yeyati and Micco (2007); Detragiache, Tressel, and Gupta (2008); Mian (2006); and Bayraktar and Wang (2004) is that financial market liberalization is not associated with faster growth in developing countries. A closer look at the evidence suggests some of the reasons (alluded to earlier) why this may be so. Foreign banks lend less to small and medium-sized enterprises. And for good reason.

If an English bank opens a branch in Latin America, the managers know a lot more about investment opportunities in England than they
do about investment opportunities in Latin America. Given the asymmetries of information, therefore, the natural tendency is going to be to take the financial resources and move them out of Latin America to England. And to the extent that it lends domestically, it will be in areas requiring less information—lending to domestic large enterprises, including monopolies, and to government.\(^5\)

Just as the infant-economy argument argues for protection of the industrial sector, this analysis provides an analogous infant-economy argument for protection of finance. That is, it is desirable to develop domestic competency in the allocation of resources and management of risk, focusing on the particular facts and circumstances of the domestic economy. In the case of banks, even if domestic institutions were more competent (in allocating capital, managing risks, lowering transactions costs), foreign banks may have an advantage if domestic depositors or others that transact with the foreign institution believe that they are safer than domestic institutions.\(^6\) They may be safer either because they are truly more sound, or simply because depositors (and others who transact with the bank) believe their richer governments stand behind them.\(^7\) Those governments have the capacity and willingness to bail out their national banks, a belief that turned out to be largely true in the 2008 crisis but not in the Argentinean crisis.\(^8\) Whether these beliefs are justified or not, if individuals hold these beliefs, then they will demand higher interest rates for deposits in domestic banks. In short, these beliefs put domestic financial institutions at a disadvantage.

Now, obviously, one would like to be able to test this idea empirically, and there is a set of data on which one can do so. The less-developed part of the United States economy includes the states of the old confederacy (Alabama, Arkansas, Florida, Georgia, Louisiana, Mississippi, North Carolina, South Carolina, North Carolina, Tennessee, Texas, and Virginia). One can look at the relative development of those states in the period where the United States had only state banking and there was no interstate banking. That basically was the regime over the twenty years from 1850 to 1870. (There are other big changes over this period, most notably that have to do with the war, and that’s why one wants to look at growth over a longer period.)

Between 1850 and 1870 the relative income, that is, the income in those southern states relative to total U.S. income, grew by 15 percentage points.\(^9\) Growth was slightly higher in the poorer states of Alabama, Mississippi, and South Carolina than it was in the richer states of
Georgia, Virginia, and North Carolina. If one looks at the subsequent period of national banking, from 1870 to 1890, the catch-up is much, much slower: on average only 6 percent, and it is skewed toward the richer states: Virginia, Georgia, and North Carolina in particular. In fact, growth almost stops dead in its tracks in Alabama and Mississippi. Our hypothesis of what happened is simple: With local banking, local savings went to local entrepreneurs, and local financial institutions had incentives to develop the competency of judging among these. With national banking,\textsuperscript{10} funds flowed out of the poorest states, which were afflicted with a low level of human capital and poor infrastructure.

Similar patterns seem at work today in developing countries. With financial market liberalization, foreign banks can attract funds away from domestic banks—or domestic banks will have to pay a higher interest rate to retain their depositor base. But, as we noted earlier, foreign banks have less information and less competency in judging among domestic small and medium-sized enterprises. Funds get diverted either back to the home country (about which they have superior information) or countries similar to or with close trade and financial ties to the home country. Any funds remaining within the developing country get allocated to seemingly more “secure” investments—loans to domestic monopolies and oligopolies and to the government.\textsuperscript{11} To the extent that local banks are able to retain their depositor base by paying higher interest rates, the additional costs get passed on to local borrowers, putting local small and medium-sized enterprises at a disadvantage.

2. Capital Market Liberalization

Capital market liberalization (allowing the free mobility of capital in and out of a country\textsuperscript{12}) has long been one of the most contentious areas of developmental policy. The IMF tried to change its charter, to allow it to force countries to liberalize their capital markets, in 1997—just as the East Asian crisis struck. The crisis was, in no small part, a result of the liberalization of capital markets in East Asia—which led to capital at first rushing in and then, when sentiment changed, rushing out (see Stiglitz 2002a; Furman and Stiglitz 1998). Interestingly, fifteen years later, in the aftermath of the global financial crisis of 2008, the IMF changed its position, recognizing that capital controls can play an important role in macroeconomic stability (IMF 2012b).
Ironically, capital market liberalization was supposed to bring both greater stability and growth. Capital would (in the standard theory that was part of the conventional wisdom and that underlay the Washington Consensus policies) flow into the country when it was needed—in a countercyclical way. And capital would flow from rich countries with a high capital to labor ratio to poorer countries with a low capital to labor ratio, enhancing growth in GDP in the latter and increasing global efficiency. On both accounts, the standard theory failed: capital flows were largely pro-cyclical; overall, capital flowed out of developing countries; and, not surprisingly as a result, countries that liberalized their capital account had both more instability and lower growth. (It was remarkable that these theories gained the ascendancy that they did, given the overwhelming empirical evidence suggesting that capital flows were pro-cyclical.)

In the next chapter, we'll discuss briefly the impact of capital market liberalization on macro-stability. Here, we focus on the impact on the structure of investment—and thereby on learning.

What was so striking about East Asia was that with its very high savings rate, there was little need for capital inflows (unlike other parts of the developing world). What happened was that capital flowed in—and simultaneously flowed out. The countries typically borrowed at a much higher interest rate than they lent. They “invested” in U.S. government bonds, but borrowed from private (foreign) financial markets. In effect, capital market liberalization meant that they were outsourcing the allocation of capital to Western financial institutions. But, as our earlier analysis of banking suggested, these foreign financial institutions were less well informed about local conditions. In the case of several of the countries, money flowed particularly to real estate—helping create a real estate bubble. Thus, money flowed into sectors in which there was less learning.

There were even more adverse effects on the structure of the economy (with respect to creating a learning economy) in the aftermath of the crises which regularly followed capital market liberalization (the East Asia crisis itself being but one example). Money flowed into these newly liberalized economies in a wave of irrational exuberance, but when attitudes changed, money flowed out. The sudden fall in the exchange rate created a currency crisis, which in many cases was translated into a financial and economic crisis. What happened next in Thailand illustrates the adverse effects. The IMF “rescue” package
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(designed to rescue the foreign lenders, not to protect the Thai economy) demanded high interest rates and large government cutbacks in spending. The result was a major economic downturn, with small and medium-sized domestic firms particularly hard hit and with major cutbacks in human investments (education and health). In effect, the attempt to arrest the fall in the currency—to enable firms that had borrowed in foreign exchange to be in a better position to pay back their debts—came at the expense of local entrepreneurs. In this case, the policy interventions were particularly unfortunate. The bail-out package had a barely noticeable effect on the exchange rate. Even if it had, much of the foreign-denominated lending was for real estate, and the real estate sector was already dead, with the breaking of the real estate bubble, and would not have been brought back to life even if the currency had been stabilized. But the high interest rates put a large fraction of smaller enterprises into bankruptcy—businesses that had never gambled by taking on foreign-denominated loans to finance activities, the returns to which would accrue in baht. And yet the damage to the growth prospects of the economy could be long lasting.

Capital market liberalization had a more direct effect on “learning,” even in countries that did not experience a crisis. Because the allocation of capital was outsourced to Western financial institutions, there was less learning within the less-developed countries about the processes of capital allocation, risk management, etc.

Capital Outflows

Much of the discussion of recent capital market liberalization has focused on allowing capital inflows. But historically, restrictions on capital outflows have been even more important.

China restricted the outflow of capital, though it allowed an inflow of foreign direct investment. The effect of these capital market restrictions almost surely was to lower the cost of capital below what it otherwise would have been, facilitating domestic investment. If, as Arrow suggested, learning is related more to investment than to production, the result is more learning.

The general point (from the perspective of this book) is that if there are externalities associated with investment, when the money is invested abroad, those within the country don’t benefit (at least as much) from these externalities.
3. Finance and Industrial Policy

One of the reasons that markets fail to allocate resources efficiently to “learning” is capital market constraints and imperfections. R & D is hard to collateralize, and optimal learning entails expanding production beyond the point where price equals short-run marginal costs. Imperfections of information often lead, especially in developing countries, to credit and equity rationing.

Government regulation of the financial sector—and in some cases, direct government control over financial resources—can be effective instruments for directing resources to the creation of a learning economy. Even in the United States, usually viewed as a country in which the private sector dominates finance, at times government has played an active role in directing financial resources, e.g., through the Export-Import Bank and the Small Business Administration. Interestingly, a key instrument of industrial policy in East Asia was access to finance, often not even at subsidized rates (Stiglitz and Uy 1996). By steering finance to “learning” sectors, overall growth can be enhanced.

There are several other aspects of “learning” in the design of financial policy. In the following paragraphs, we discuss a few of the more important of these.

*Financial Restraint*

Creating a vibrant financial sector focused, for instance, on lending to the industrial sector is not easy. Traditionally, banks focused on very short-term lending, trade credit, collateralized by the goods being bought and sold. At the core of successful lending is information—identifying who are good borrowers and then monitoring them to ensure that the funds go to where promised and that the borrower behaves in ways which enhance the likelihood of repayment. For reasons that are now well understood (see Greenwald and Stiglitz 2003), such information is best produced within institutions (banks or venture capital firms). As the U.S. precrisis attempt at developing a market-based system based on securitization shows so forcefully, capital markets are not a good substitute for such institutionally based financial flows.

But within such institutions, there are strong agency problems (managers take actions to increase their own well-being, at the expense of other stakeholders, including shareholders), and the actions of financial institutions, especially large ones, give rise to significant externalities
(when a bank fails, it has significant consequences for others). That is why governments all over the world subject banks to strong regulations. The question is: What kinds of regulations will be most effective in promoting long-term economic growth?

Much of the post-2008 crisis literature has focused on how to avoid excessive risk taking, to ensure macroeconomic stability. We focus here on a more basic question: how to ensure that finance flows to the “right” sectors and at terms that are pro-growth.

The East Asian countries, as we have already suggested, were remarkably successful in doing so. One instrument that they used was financial restraint: restricting both entry into banking and deposit rates mildly.19

Financial restraint increased the franchise value of banks, and this encouraged them to undertake more prudential lending. The greater safety of the banking system more than offset the effect of the slightly lower interest rate, to ensure a strong flow of funds into the financial sector. (Governments in the region took other actions to encourage savings, so that even though real interest rates paid to savers were very low, savings rates were very high.)

There was enough competition within the banking system (accompanied perhaps by government pressure) that the lower deposit rates got translated into lower lending rates,20 while incentives (and again, government pressure) ensured that much of the spread got reinvested in the banks, enabling them to expand lending in subsequent periods. The greater franchise value of the banks also induced them to act more prudently.

In short, government policy led to a more stable banking system, one which had the capacity to focus on more long-term lending. But government policy went further in encouraging lending to the learning sectors.

**Access to Credit for Learning Sectors**

As we have noted, because of the pervasiveness of externalities and other market failures, funds do not necessarily flow to sectors which might be most conducive to long-term growth, e.g., as a result of learning externalities. Regulatory policies can be used to shape the flow of funds, for instance, by putting restrictions on the maximum fraction of funds that can go into real estate or into consumer loans, or on the minimum fraction of funds that can go into, say, the industrial sectors. Tax and regulatory policies (such as those affecting derivatives
and credit cards) can also encourage banks to devote both human and financial resources to wealth-creating lending activities, rather than to speculative activities or to predatory lending.

We noted earlier the dependence of the flow of funds on information, and government policies can help shape the flow of information, e.g., by insisting that banks open up branches outside the capital city.

Broad-based restrictions (as opposed to more narrowly focused policies that direct lending toward a particular firm) have a political economic advantage: The bank is not directed to put funds into a particular firm. It has to find, within the given category, the best set of borrowers, i.e., those most likely to repay. As we noted earlier, there is a trade-off. Such broad-based regulations may not succeed in targeting firms with the highest learning externalities, but the political economy advantages may more than offset the reduced effectiveness of targeting.

In some cases, however, relying on the private sector to allocate funds in ways that are most socially productive (especially when learning is important), using regulation to curb abuses and to partially correct the market failures arising from pervasive differences between private and social returns, may be less effective than government directly allocating funds itself. (The presumption that the private sector was a better allocator of scarce capital was clearly undermined by the events leading up to the 2008 financial crisis.) Thus, many developing countries have found development banks to be an important and effective instrument for managing the flow of funds to projects and enterprises which are viewed to have large externalities to others. While earlier development banks had been criticized for making politically connected loans with low social payoffs, in more recent years, countries around the world have found ways of managing these agency and political economy problems.  

There are some “half-way” houses, where the government provides some of the capital or absorbs some of the risk associated with lending to certain sectors (small businesses, R & D ventures). Government might, in particular, absorb some of the macroeconomic risks, forcing the bank to focus on commercial risks—the viability of the project, on the assumption that the government maintains the economy at or near full employment.  

These mixed systems are designed to curb the political economy problems that sometimes arise with government programs: Funds are only provided if there is some private lender that is willing to bear some of the risk in return for some of the return.
Emran and Stiglitz (2009) have stressed learning about who is a good entrepreneur. The problem, as we noted earlier (chapter 3), is that because of “poaching,” the benefits of identifying who is a good entrepreneur may not be appropriated by the lender; those who establish themselves as good entrepreneurs will be recruited away by other banks (or firms). Even if the initial lender retains them, it will be forced to lend at a competitive interest rate—too low to recoup the losses incurred in lending to untried entrepreneurs, some of whom turn out to be incompetent. There will be too little lending to new entrepreneurs. Government regulations can, however, mitigate the problem, e.g., by imposing restrictions on new entry into banking. But there is an economic cost of such regulations, and it may be preferable for governments to intervene more directly. That is one of the reasons that governments in many countries (including the United States) have government-funded programs to encourage lending to small and medium-sized enterprises. In some cases, these entail lending directly; in others, the absorption is part of the risk.

The learning externalities associated with small and medium-sized enterprises may be particularly significant, because of the high turnover of such firms. There is a higher likelihood that the personnel from such firms wind up in a relatively short time in some other firm, carrying with them the knowledge that they have acquired.

4. Concluding Comments: Restrictions on the Movement of Labor

This chapter has questioned the contention that the free and unfettered movement of capital—within and between countries—is desirable. We have shown that there is a role for government financial regulations, not only in promoting greater macro-stability but also in affecting the structure of the economy. Financial and capital market liberalization has often resulted in fewer resources going into sectors generating learning externalities and has therefore produced lower economic growth. There are likely to be stronger spillovers from lending by domestic financial institutions than from lending by foreign financial
institutions. Restrictions on capital flows and on the provision of financial services by foreign firms are often effectively restrictions on the importation of foreign financial services, and just as we have argued that restrictions on the import of industrial goods may be desirable, there is an even more compelling case for restrictions on the import of foreign financial services.

Financial policy can also be an important tool for industrial policy. But even when the government is not directly using the financial sector to encourage some sector, or discourage another, broader financial sector policies can be used to help create a financial sector that is more focused on lending, and especially lending to activities that generate learning externalities. We have also suggested that while regulation of private financial institutions may be an effective tool for accomplishing these goals, government actions may need to go beyond this, creating government-run institutions (development banks) or programs that provide partial guarantees to private institutions.

Similar arguments, perhaps with even more force, though probably more controversially, apply to the free movement of labor across borders. Consider, for instance, the problem posed by the brain drain. It is probably not a coincidence that the successful history of growth in Latin America seems to evaporate about the time when U.S. immigration laws changed, in 1965. In effect, those new policies enabled them to “import jobs from” (that is, get jobs in) the United States for their best and most talented people, who then don’t disseminate the learning on a local basis, as they would have done if they had stayed in Latin America.

We should emphasize that we are not necessarily arguing for restrictions on out-migration, only noting that there are growth consequences—externalities—that should not be ignored. There are policies that could mitigate some of the costs, e.g., international agreements that would require those emigrating from a country to repay investments in human capital. But while these policies partially address the fiscal consequences of migration, they do not adequately address the more fundamental problem of learning externalities.

At the same time, there are some instances when returning migrants bring back with them not only money (which has often been emphasized in the recent literature on migration and development) but also knowledge—sometimes called “cultural remittances.” Migration can, if properly structured, facilitate cross-border movements of knowledge and learning. It can thereby help create a learning economy.
CHAPTER 4 explained the key reasons that macroeconomic volatility is bad for a learning economy, and accordingly, why policies which exposed countries to more volatility can have adverse effects on learning—quite apart from whatever other positive or negative effects are associated with such policies.

This chapter looks at four broad issues regarding how government macroeconomic and investment policies can help create a learning economy. The first looks at financial and capital market liberalization. The last chapter explained why such policies may not be desirable, as a result of their impact on the structure of the economy—they change the structure in ways that slow learning. Here, we use an information-theoretic analysis to help explain why such liberalization may systemically be associated with more macro-instability. The second looks at exchange rate policy. With the advent of increasing international restrictions on the use of trade and industrial policy, adjustments in exchange rate have become an increasingly important tool. Moreover, whether and how the government manages the exchange rate—both the level of the rate and its volatility—affects the structure of the economy and the extent
to which there is learning, and thus growth. The third looks at foreign
direct investment (FDI), asking how and when it can be used to pro-
mote a learning economy. (The previous chapter and section 1 of this
chapter focus on financial flows, not FDI.) The fourth examines the
role of government investment.

1. Financial Policy and Macro-Stability

It has been widely noted that capital market liberalization is often asso-
ciated with greater macroeconomic instability. To advocates of capital
market liberalization, especially those wedded to the standard neoclas-
sical model assuming perfect markets (including the absence of any
information asymmetries), this seemed a puzzle. Of course, for anyone
observing actual patterns of capital flows, it would have been more of a
mystery had it turned out that capital market liberalization was stabiliz-
ing, for such flows tend to be pro-cyclical.

In the discussion that follows, we suggest one of the reasons that
capital market liberalization is often associated with instability.

Imagine that a foreigner invests his money in a country, alongside
local investors. The local investors, let’s say in the banking system, know
a lot more about what’s going on than foreigners do. They have a bet-
ter sense of what difficulties (either economic or political) can be easily
resolved and which cannot be. When a firm fails, the local investors
can better ascertain whether the failure was due to idiosyncratic events
confronting the firm, or whether it was due to systemic effects likely
to affect other firms. So when there is trouble within a country, local
investors will know to take their money out of the country before for-
eigners do. But foreigners know that they are in this disadvantageous
position; they know that there are these information asymmetries and
that they observe things only with error. Accordingly, they set a lower
threshold at which they take their money out—even slightly adverse
signals may lead to large capital outflows by foreigners.

In practice, that has three implications. The first is that countries that
restrict capital movements will have more stability (see, e.g., Stiglitz
and Ocampo [2008] and the articles cited there).

Second, crises will be disproportionately generated by overseas inves-
tors because they are the uninformed investors who react often even to
small signals.¹, ²
But the third and most surprising implication of this is that the countries that are successful at “exporting” financial services (that is, to selling their financial services to outsiders) ought to be small countries, because in small countries there are fewer locals who are at an informational advantage over foreigners. These issues of instability and redistribution between the locals and the outsiders will be less severe. This perhaps explains why it is the small countries like Switzerland, Luxembourg, and Iceland that turn out to be (disproportionately) the financial centers. (However, as several of these countries have learned at great expense to themselves, there are real costs, including to macro-stability, from having an outsized financial sector.)

Financial Market Liberalization

Financial market liberalization, like capital market liberalization, was supposed to enhance macroeconomic stability. The argument was that strong international banks would be able and willing to continue the flow of funds to, say, a developing country whose own financial institutions were going through a period of weakness. But there is evidence that it has not done so (Rashid 2012). One of the reasons is that just noted: foreign banks are at an informational disadvantage and so are more prone to pull money out of a country in response to adverse signals.

But another is that foreign banks can be a source of economic volatility, especially if they come to take a large share of the domestic financial sector. Because foreign banks are less informed about foreign borrowers, they view such lending as riskier. When banks face an adverse balance sheet shock (e.g., in the event of an economic crisis at home), they become more risk averse. They respond by pulling back most on the riskiest lending—including lending abroad (Greenwald and Stiglitz 1993, 2003). These responses become even stronger under home government pressure, when the government has put in funds to rescue the bank (or potentially might do so). The justification for such bailouts is that they are necessary to maintain the flow of credit within the country, but citizens will then expect that the flow of credit in fact go to their own country, not abroad. Hence, there will be demands that banks allocate scarce lending resources to home country borrowers. There is some evidence that this occurred during the 2008 global financial crisis.
The consequence, of course, is that financial market liberalization may lead to the transmission of problems in one country to another. It can be an important way for macroeconomic instability to move across borders. In fact, there is considerable evidence that much of the instability in developing countries during the era of global financial market liberalization came from outside the boundaries of the countries: Volatility in capital flows and global risk premiums have become an important source of macroeconomic instability.

2. Exchange Rate Policy

Exchange rate policy is concerned about both the level of the exchange rate and its volatility.

The exchange rate affects the competitiveness of the economy—the ability of exporters to export and of import-competing firms to compete with imports. The consequences of an appreciation of the currency (say, as a result of the inflow of capital or foreign aid) can be severe: If the exchange rate increases by, say, 25 percent, there is no way that (in the short run) productivity can compensate or for there to be offsetting adjustments of wages and the prices of other inputs. Moreover, there are important hysteresis effects (just as there are with large movements in the interest rate): A firm that dies because it can’t compete as a result of a high exchange rate is not brought back to life when the exchange rate subsequently falls. (Capital market imperfections imply that especially small and medium-sized firms will be unable to obtain the capital required to tide them over.)

Exchange rate volatility is closely associated with macroeconomic instability; it is both cause and consequence. In a world of flexible exchange rates, changes in beliefs about the future value of the exchange rate can induce large financial flows and lead to large changes in the exchange rate today, with large macroeconomic consequences, e.g., for trade.

By the same token, it is expensive for firms (especially small and medium-sized domestic firms) to manage exchange rate volatility, especially in emerging markets and in the least-developed countries. In many of these countries, there may be no markets in which firms can hedge their exchange rate risks. But even if there are markets for hedging, there is a cost to doing so.
All countries have an exchange rate policy—whether they like it or not. Even a decision not to intervene in the exchange rate directly is a policy—one which subjects the country to high levels of volatility and lets the exchange rate be determined by others. The result is that countries like South Africa that have adopted such policies have had among the most volatile exchange rates.

Some have argued that one should let exchange rates be determined by market forces. But, again, like it or not, government policies are at the center. When a country raises or lowers the interest rate, it affects the exchange rate. When a country changes a regulation affecting flows of money into or out of the country, it affects the exchange rate. Since most countries have a broad array of regulations affecting inward and outward investment, there is, in a sense, no “free market” exchange rate. Through these regulations, interest rates, and direct interventions, governments set the exchange rate, intentionally or not.

Most importantly, when a large country like the United States changes its policies, it affects the exchange rates of almost all others. Thus, when the United States first adopted quantitative easing, it led to an appreciation of currencies around the world, and when it began tapering, that too had global consequences. The question facing any country is not whether they should let the exchange rate be determined by market forces, but whether they should let their exchange rate be determined by the Federal Reserve Board.

And, exchange rate policy affects the industrial structure. Some sectors, some technologies, and some kinds of firms are discouraged relative to others. A decision not to actively manage the exchange rate will result in a more volatile exchange rate, more macroeconomic instability, and a smaller traded goods sector more dominated by large firms than would otherwise be the case. In the context of Africa, the decision of many resource-rich countries to allow their exchange rate to appreciate has contributed to deindustrialization and even the weakening of the agriculture sector.

Exchange rate policies are both a tool of industrial policy itself (as we have explained in earlier chapters) and a complement to other industrial policies. Policies designed to encourage the manufacturing sector won’t work if the exchange rate is not competitive or is highly volatile. Some in South Africa observed that even though the exchange rate had fallen markedly in early 2014, the manufacturing sector had not expanded. But that was totally understandable; given the history of
volatility, no firm could count on the exchange rate to remain competitive, and it would be foolish for any firm to enter based solely on the current exchange rate.

There are several implications of this analysis. First, governments need to adopt policies that make exchange rates less volatile, e.g., capital controls (or more generally, they have to adopt a portfolio of tools for capital account management).5

Second, governments need to keep exchange rates “low” so as to make domestic firms more competitive—to expand exports and import-competing sectors. This is especially true because low exchange rates help export sectors like manufacturing, which have higher learning elasticities and generate more learning externalities. (There may be further macroeconomic—and learning—benefits if the lower exchange rate allows the country to operate closer to full employment.6)

But a concern about industrial policy means governments need to be attentive to how they intervene to stabilize and lower the exchange rate. If to prevent a large decline in the exchange rate they increase interest rates (as was the wont of the IMF), while they may thereby save large numbers of enterprises that have taken on foreign denominated debts, at the same time they may kill other enterprises that were more prudent and took on only domestic debt. The effects may be particularly adverse for small and medium-sized enterprises (which typically do not take on foreign debt, because they do not have access to international markets)—as was evident in the East Asia crisis (Furman and Stiglitz 1998). Again, if these small and medium-sized enterprises play an important role in creating and disseminating knowledge and learning, such policies can be particularly counterproductive. In any case, governments should be aware that whether and how governments intervene in managing the exchange rate has implications for economic structure—and for learning.

There are alternative ways of stabilizing the exchange rates and, even more so, keeping exchange rates low, which may be less costly. Low interest rates benefit domestic firms on two accounts, both directly and indirectly, through effects on exchange rates. Direct intervention, with the consequent buildup of reserves, may be a particularly effective way of smoothing the exchange rate, at the same time avoiding volatility in interest rates.

Some have suggested that it is impossible to push the real exchange rate down for more than a short period of time. But such arguments are
based on a confusion. It is impossible to keep exchange rates above the “market” level through direct intervention, because to do so requires selling dollars (or other hard currency), and countries only have limited amounts of these in their reserves. But to push the exchange rate down requires selling one’s own currency and buying dollars (or other hard currencies), and this countries can easily do.

There are many instruments available for affecting the level and volatility of the exchange rate. As we have noted, any regulation that affects the flow of money out of or into the country affects the exchange rate. Thus, making it easier for foreign companies to invest in the country leads to the appreciation of the currency; making it more difficult leads to the depreciation of the currency. In assessing foreign direct investment policy, one has to weigh the benefits of access to markets or technology or training with the costs to the rest of the economy from the exchange rate appreciation (including the adverse effects on learning). Capital market liberalization similarly can lead to an influx of capital and an appreciation of the currency. By the same token, loosening restrictions on citizens of the country investing their money abroad lowers the exchange rate, making it more difficult or less attractive for short-term money to flow easily in and out of the country, thus contributing to volatility.

A lower exchange rate represents a broad-based mechanism for industrial policy—firms themselves decide whether they can compete at that lower exchange rate. The government has identified broadly that the export sector has more learning externalities and therefore that sector should be encouraged relative to others, but it doesn’t have to identify precisely which subsectors or firms should be encouraged. The market does that.

This has an advantage and a disadvantage, which we have briefly noted in earlier chapters. More finely tuned targeting may increase the overall (dynamic) efficiency of the economy; after all, each firm or sector takes no account of the extent of the benefits that accrue to others. A more targeted approach can offset the externality associated with research or learning in each sector. On the other hand, government attempts at fine tuning may encounter more severe “political economy” problems.

There are two questions about the use of these instruments. First, what really matters is the real exchange rate. The question is: Can government affect, at least more than just briefly, the real exchange rate? Here, the critical question is the extent and speed of “pass through.”
For very open economies, importing and exporting a large fraction of their goods, lowering the nominal exchange rate leads to increases in nominal prices, which can undo the benefits, unless, say, monetary authorities take actions to dampen the potential inflation, but such actions themselves have costs (e.g., higher unemployment). It is clear, however, that many countries have managed to lower their real exchange rate for an extended period of time and have done so at the same time that they have promoted growth.

Second, what are the costs of each of the interventions, and do the benefits exceed the costs? Some worry that the cost of preventing inflation from direct intervention is too high. The East Asian countries have managed to intervene in the exchange rate over long periods of time without facing either high inflation or high costs of avoiding inflation. But, at least in China, there is another growing concern: to keep the value of their currency low, they have bought dollars, which yield a low return. Worse, dollars are depreciating relative to the RMB, implying that they are experiencing a (paper) capital loss.

But the cost of reserves has often been exaggerated. The reserves are created by selling domestic currency (which costs nothing to produce) for dollars. If there were no exchange rate management, there would be no reserves. The main real cost arises from the differences in the exchange rates between the time the dollars are bought and the time they are sold. And there are policies that can increase the return to reserves. For example, if the reserves are going to be maintained for a long time, hold long-term rather than short-term debt, and rather than buying government bonds, buy a diversified portfolio of stocks.  

Industrial policies can intervene in relative prices in ways which avoid these costs (and which can in fact be more targeted than lowering the [real] exchange rate), e.g., by sectoral subsidies (including subsidized interest rates) or infant-industry protection. But, as we noted earlier, international trade agreements restrict the use of industrial policies. The only instrument left may be the exchange rate.

In any case, these costs are typically small compared with the benefits. Indeed, it can be shown that benefits are so large that it would pay countries to accumulate reserves even if they did not subsequently use them. Essentially, this seems like throwing money away, but as countries grow richer and their populations age, it is likely that the reserves they have built up—and which facilitated their transition to a modern learning economy—will prove invaluable.
3. Investment Policies

In some (but not all) of the successful countries, foreign direct investment (FDI) has played an important role. For some countries with limited access to finance, FDI can be an important source of funds. But even in those countries with high savings rates, champions of FDI extol its virtue in terms of the transfer of knowledge. But this doesn’t happen automatically; the learning spillovers are more important for some forms of FDI than others; and there are ways of transferring knowledge other than by FDI. While FDI may be one way of acquiring knowledge, there may be other ways of doing so, which simultaneously induce more learning. Whether that is the case may depend on the admissible rules governing FDI (which we will discuss shortly).

It is worth noting that as we look around the world at countries that have been most successful in development, some have succeeded with little FDI (Korea and Japan), while in others, FDI has played an important role. For the most part, though, the countries that have relied on FDI have not succeeded in creating global enterprises of the likes of Samsung, Toyota, and Sony.

Foreign firms have both advantages and disadvantages in promoting learning. On the one hand, knowledge often moves more freely within the boundaries of the firm than across firm boundaries. Within-firm knowledge may thus be the most effective way of moving knowledge across national boundaries.

On the other hand, firms actively work to limit the knowledge so transferred from seeping out beyond the confines of the firm. In spite of such efforts, though, knowledge is transferred—and this is in fact one of the main justifications for encouraging FDI.

But firms may feel that keeping knowledge within the confines of the firm may be more difficult outside the home country, and thus they may restrict the flow of knowledge across borders, consigning, say, developing countries to using less advanced technologies. In this case, FDI may not be the best way for developing countries to close the knowledge gap. (Western companies and governments sometimes claim that they would more readily use more advanced technologies in developing countries if these countries more effectively enforced intellectual property rights. But there is little convincing evidence to support this hypothesis. The next chapter discusses intellectual property rights more broadly.)
In many, perhaps most, cases, entrepreneurial spillovers may be larger in the case of domestic enterprises than foreign, since domestic firms are likely to be more firmly embedded within the local community. Government policy should, accordingly, provide some preference for domestic firms relative to foreign firms, except when there are strong learning benefits that are specifically related to foreign firms, e.g., because the foreign firm brings knowledge that is not locally available and can’t be otherwise acquired.

One question that governments attempting to create a learning economy through FDI need to ask is: What kind of FDI is likely to be most beneficial? The theory of localized technological change (Atkinson and Stiglitz 1969), discussed in chapter 3, explains that the spillovers from learning associated with one technology are more likely to be greater for “nearby” technologies. What matters is both the relevance of the knowledge associated with one technology for the improvement of another and the capacity of those employing one technology to learn from another. Accordingly, spillovers may well be stronger across sectors for similar technologies than within the sector for markedly different technologies. Thus, just-in-time inventory practices have benefits for many sectors in which inventories play an important role.

Much of the knowledge which is embedded in, say, mining technologies is of limited relevance to most other sectors of the economy. Thus, the learning benefits of FDI associated with resource extraction are likely to be much more limited than those associated with, say, manufacturing, and this may help explain why so many resource-dependent economies remain “dual” economies, with few spillovers from the natural resource sector to the rest of the economy. If this is so, it means that FDI in this area—one which has dominated in Africa—is of much less benefit than FDI in other areas. (But as chapter 9 emphasized, there are still ways in which industrial policies can play an important role in natural resource economies. The limited spillovers are, in part, the result of the absence of adequate industrial policies.)

By the same token, the benefits of export-processing sectors are often disappointing (beyond the direct job creation and limited tax revenues that they generate). Weak links to the rest of the economy mean that spillovers are limited, and the low-technology, labor-intensive processes in which they specialize would, in any case, give rise to few spillovers. At the same time, government-sponsored industrial and research
parks, promoting clusters of related activities, can promote growth by generating and capturing learning spillovers.

While it may be easiest to learn about adjacent technologies, the benefits of such learning may be more limited than that associated with making larger steps (sometimes referred to as leapfrogging). There is, then, a complicated optimization problem: Both the costs and benefits increase the larger the step. Moreover, one wants to move toward technologies from which one can learn the best going forward, and that may not always be easy to assess from one’s current vantage point. Korea and Japan’s industrial development was characterized by strategies that involved moving some distance from the technologies that they were then employing.

**Government Subsidies for and Regulation of FDI to Promote Learning**

Government subsidies for FDI have typically been justified in terms of the government revenue and employment generated. But our analysis suggests another rationale: learning. But if this is so, then subsidies should be larger for those sectors and technologies which are likely to have large spillovers and for firms that are willing to engage in practices that enhance the likelihood of such learning.

Government policies can also affect the extent of spillovers. Compulsory employment and training programs and domestic procurement requirements (programs that compel firms to source locally) are more likely to lead to learning spillovers. The success of Malaysia’s FDI was partially attributable to these requirements. The benefits of learning can more than offset the social costs of the distortion.

It is worth noting that trade and investment agreements have typically circumscribed the use of these kinds of interventions and have tended to insist on foreign firms being given equal—or in some cases preferable—treatment with domestic firms. Like other aspects of Washington Consensus and neoliberal policies, these provisions need to be reexamined through the prism of learning.

**Outward-Bound Investment**

China and other emerging markets are increasingly engaged in buying foreign firms. This can be seen as an alternative, and sometimes
more effective, way of acquiring knowledge. Ownership of a firm gives them the right to transfer the technology. The new owners may seek to acquire the technology and transfer production to their country, where the subsequent learning will occur. The result is that the country that had been the technological leader in a particular arena will lose its dominant position. More broadly, from the perspective of societal learning, the locus of such learning will change too: More will occur in the country of the acquiring firm.

There is much to be said for China’s learning strategy: First it developed the ability to learn, through investments in education and foreign direct investment in China. As foreign governments and firms saw China and Chinese firms as more of a competitive threat, FDI became a less effective way of learning (at the margin) compared to buying foreign firms—which became increasingly feasible with China’s mounting resources. At this point, for the most part, the “rules of the game” worked in favor of China—there were relatively few restrictions on the acquisition of firms, even when the intent and consequence was clear, the acquisition of technology, and the shift in the locus of production. (An important exception was U.S. restrictions on the acquisition of high-technology industries. But here, U.S. restrictions on high-technology exports provided China with an even greater impetus to develop its own capacity, acquiring technology from other countries not imposing such restrictions.)

4. Government Investment and Expenditure Policy

We have argued that governments cannot avoid questions of industrial policy, for they have to make decisions about the direction of public investment, say, in education and infrastructure. These decisions have to be based on beliefs about the future directions of the economy, which are in turn affected by these public decisions. But the policies with which we are concerned go well beyond this. For government can use public expenditure policies to partially compensate for deficiencies in market allocations. It can provide infrastructure and public goods which are complements to learning sectors. It can design government procurement policies which facilitate learning—demanding that the products bought by the government are produced at home, especially when this production is associated with high levels of learning and
learning spillovers. (Many signatories to the WTO have not signed on to the government procurement agreement; in fact, only forty-three have. Countries should be forewarned that this agreement may limit their ability to implement these learning strategies.)

This chapter has explained the important role of government in establishing an environment that is conducive to creating a learning economy, through public investments that support private-sector investments in learning sectors or by creating a stable macroeconomy.

Virtually every policy of the government can be reexamined through the prism of learning, but doing so would take us beyond the confines of this short book. We should, however, mention four in particular.

**Education**

The first is education. Nothing is more important than educating young people for creativity, and an education system that is focused on learning how to learn and on lifetime learning. Much attention is focused on learning in our educational institutions during the early years of an individual’s life, but far more important is the education that occurs elsewhere, including on the job. Recognizing the complementarity between these different forms of education and designing formal education systems and on-the-job training programs that are complementary to each other and which, together, maximize overall learning are essential to creating a learning economy.

Only a small part of learning occurs in formal education, but government has to make sure that it sets the appropriate pre-conditions for learning later in life. The relationship between the two is changing with the increasing pace of innovation, changes in the labor market, and changes in technology. For instance, in the “old” model, students were stuffed with knowledge that teachers hoped would be useful in later life, partly as a building block for future learning.

Because of the fast pace of change, knowledge acquired in school may be of limited relevance 20, or even 10 years later. And today, through the Internet, individuals have access to far more knowledge than any teacher could hope to stuff into even the most receptive student. Education needs to focus learning on how to access, appraise, and make sense of this wealth of information.

In the “old model” good firms would provide on-the-job training. It paid for them to do so because employee turnover was typically low.
Now turnover is high, and firms will be able to appropriate for themselves only a small part of any education and training they provide. The burden of learning will accordingly have to shift to the individual himself and to the government.

Fortunately, there are developing new technologies (such as Massive On-line Open Courses, MOOCS) making high-quality, free education available over the Internet. How this plays out in the future remains to be seen, but these new technologies and institutional arrangements may enable individuals to tailor learning programs more to their interests, capabilities, and perceptions of the changing marketplace.

This learning perspective has had a particularly profound impact on thinking about education in developing countries. The “old model” argued that both efficiency and equity called for prioritizing the provision of primary education for all.

But as we have emphasized, it is now recognized that what separates developed from developing countries is as much a gap in knowledge as anything else. The education system has to be designed to close that gap. That means that there has to be a sufficiently large number of individuals with secondary and tertiary education to absorb knowledge from the advanced countries.

Even primary education systems have to be redesigned from the learning perspective. Learning basic reading, writing, and arithmetic skills is necessary but not sufficient. Learning the history of the kings of England (part of a traditional colonial/ex-colonial education) is not as important as learning the benefits and risks associated with different fertilizers. Children have to learn skills that are relevant to the contexts in which they live. With the vast majority in rural Africa likely to continue to live in the rural sector, education has to be directed at improving lives in the rural sector—not just qualifying individuals for urban jobs that may not exist.10

We have a little more to say about education in chapter 13.

Social Protection

The second policy area is social protection. We don’t typically think of systems of social protection as part of our “learning society” policy framework, but they are—for learning is risky. We argued here and in chapter 4 that risk has an adverse effect on creating a learning society. What matters, though, is not just the level of risk but how risk
is managed. The adverse effects of “trying and failing” are lower in a society with a good system of social protection. In short, there can be more risk taking in societies with better systems of social protection.11

Legal Frameworks

There are other aspects of a country’s legal and economic framework that can affect risk taking as well. Bankruptcy laws give an individual a fresh start, and thus good (and especially debtor friendly) bankruptcy laws can encourage risk taking. Such bankruptcy laws also may encourage better lending practices. Many believe that it is not an accident that the worst lending in America’s mortgage market occurred as the United States “reformed” its bankruptcy laws to make the discharge of debt more difficult (Stiglitz 2010b). And as we have previously noted, a badly designed bankruptcy law, combined with deficient regulation of for-profit predatory educational institutions and the high cost of public education, discourages investment in tertiary education.

Innovation System

An important aspect of a country’s economic and legal framework that is crucial in determining whether the country becomes a learning society is a country’s “innovation system,” including the set of laws and institutions that support explicit investments not only in education but also in research. Most important are investments in basic research by the government, which do much to define the opportunities available for others to make advances. How those advances are incentivized and financed, and how knowledge is shared, has much to do with creating a learning economy. A central feature of any country’s innovation system is the country’s intellectual property regime, the subject of the next chapter.
INTELLECTUAL PROPERTY provides a final application of the general ideas we have attempted to develop in this book. Intellectual property rights (IPR) are supposed to provide incentives to encourage innovation. As such, a discussion of IPR fits squarely into any analysis of policies centered on creating a learning society. Our concern here is that the provisions of the intellectual property regime that has become dominant around the world (reflected in the TRIPS provisions of the Uruguay Round global trade agreement) do not maximize learning. This was evident even at the moment of their creation. They were explicitly not driven by a broad focus on enhancing societal innovation or even well-being (though the rhetoric advanced in their support sometimes suggested otherwise). They did not maximize learning and the pace of progress for the United States and other advanced industrial countries; they were even worse for developing countries. Rather, they were designed to maximize rents of the entertainment and pharmaceutical industries.

In this chapter, we attempt to explain some of the reasons that these standard IPR provisions do not maximize learning and what might be
done about it. And while we shall have much to say about the conse-
quencces for developing countries, there is dissatisfaction even within
the United States. Many in the software industry, for instance, have
been agitating for changes. As we note at the end of the chapter, there
have in fact been some dramatic changes to the U.S. intellectual prop-
erty regime in recent years, though mostly through court rulings, rather
than through legislation.

1. IPR and the Relationship Between Social and Private Returns

Given our emphasis in this book on learning externalities, it might be
thought that we would support the conventional wisdom, that the
stronger the intellectual property rights, the better. For at least with
strong intellectual property rights, it would seem that more of the
returns to the innovation would be captured by the innovator. This
would reduce the gap between social and private returns.

The problem is that the disparity between private and social returns
is multifaceted, and, as the discussion of part 1 hinted, stronger IPR
may not lead to more innovation and, more broadly, may lower social
welfare. Later sections of this chapter will explain that there are other
ways of financing and incentivizing innovation that may lead to a faster
pace of innovation or higher levels of social welfare. The problems are
exacerbated with poorly designed IPR regimes; some of the problems
with current IPR regimes could be ameliorated through reforms in the
IPR regime discussed in the next section.

We can organize the distortions introduced into the economy system
by IPR into two categories: IPR gives rise to a static inefficiency, and
(especially inappropriately designed) IPR regimes may even impede
the pace of innovation.

**Static Inefficiencies**

As we noted in chapter 6, knowledge is a public good, so any restriction
on the use or dissemination of knowledge introduces an inefficiency.
Moreover, IPR gives the owner of the knowledge (patent) exclusive
rights over the use of that knowledge. It thus confers monopoly power
over knowledge, which can give rise to monopoly power in produc-
tion, which, in turn, introduces a distortion in production.
There are some circumstances in which these static costs can be especially high. For instance, monopoly drug prices make lifesaving medicines unaffordable to the poor in countries without public health insurance, resulting in large numbers of unnecessary deaths. And in developing countries with limited budgets, when governments pay monopoly prices to the drug companies, there is less left over for other health needs or to pursue broader developmental objectives.

Typically, advocates of IPR argue that a well-designed IPR regime balances these well-recognized static costs against the dynamic benefits of faster innovation. But, as we now explain, IPR may not even result in faster innovation.

Dynamic Inefficiencies

In chapters 5 and 6, we explained why a monopolist may have less incentive to engage in innovation than is socially optimal, simply because production is lower. Here, we explain further why a strong intellectual property regime may not lead to rising living standards. First, it may not lead to more innovation. Second, the innovation that does occur may not be well directed.

Does stronger IPR lead to more innovation? Earlier, we explained why Schumpeter’s argument that Schumpeterian competition would provide a spur for innovation was wrong: The incumbent can get sufficiently far ahead of potential competitors that they would be discouraged from entering the fray; the monopolist could then simply rest on its laurels. Because stronger IPR can give rise to stronger monopoly power, these problems can be exacerbated by strong IPR regimes, which result in a less competitive marketplace.

We have seen too how a monopolist may create entry barriers, engaging in a variety of entry-deterring practices that stifle innovation—as Microsoft so ably demonstrated. Its control of the PC operating system meant that it could (and in fact did) foreclose, or at least reduce, competition in the provision of applications. It took especially strong actions against innovations that were a threat to its dominance.

We also noted that, because monopoly restricts production, the level of innovation will be less than the socially optimal level (though possibly more than with competition, where the level of production of each producer is even smaller).
A major theme of this book is that there are always knowledge spillovers, but market participants won’t take these societal benefits into account in deciding on the level of investment in innovation. This is even true under Schumpeterian competition, where there is a succession of monopolists, even when the innovation in one sector is of no benefit to those in other sectors. In this situation, the innovation that occurs at time $t$ sets the base from which successor innovations take off, but each innovator fails to take into account the benefits it confers to the monopolists that follow.\(^3\)

There are still other reasons that stronger IPR regimes may not lead to a faster rate of innovation, a number of which we mention briefly in this chapter.

**Follow-On Innovation** The most important is that knowledge is the most important input into the production of knowledge, into learning. Every innovation is based on prior innovations. Thus, to maximize learning, one must strike a balance between the benefits to the producer and the potential benefits to subsequent (follow-on) users.\(^4\) Those in the drug industry, for instance, while they want to preclude others from using their innovations in follow-on research, seek to be sure to have the ability to use the innovations of others in theirs. These concerns were part of the original “deal” in creating our intellectual property regime: Those who seek protection of patents are required to disclose enough information to have the innovation replicated by others. Others could use that knowledge in their own learning, even if they could not use the product itself in their own developments. In practice, however, disclosure is typically inadequate, and some who have sought intellectual property protections have simultaneously fought hard against disclosure. (Microsoft is the most notable case. They have resisted disclosure of source code and, when required to do so, complied only after heavy fines have been imposed.)

**Enclosing the Knowledge Commons** Every idea builds on others. Patents are supposed to protect only new knowledge. But the boundaries of knowledge are not precise (in contrast to land, where we can demarcate boundaries precisely), and, inevitably, to some extent patents may extend to preexisting knowledge. To the extent that that is the case, they provide a return to the patent holder; but there is a negative societal return, since the patent will discourage innovations that might
have made use of this otherwise freely available knowledge. Boyle has referred to such patents as “enclosing the commons” (Boyle 2003).

Patents of traditional knowledge, to be discussed further, are the most dramatic example of a patent extended to preexisting knowledge.

Of course, patents shouldn’t be granted for preexisting knowledge, but it is often difficult to ascertain the boundaries of existing knowledge. The patented knowledge may, of course, not be known to the patent examiner, and, especially in the case of traditional knowledge, it may not have been published. It may not be easy to publish knowledge that is so widely known as to be considered “common knowledge.”

Encouraging Secrecy The basic model of science—a model that has proved enormously productive—entails openness and the sharing of knowledge. But intellectual property not only interferes with the dissemination and transmission of knowledge, but it also encourages secrecy, which impedes learning. Indeed, the extension of IPR to universities, under the Bayh-Dole Act, has encouraged a culture which is antithetical to the openness that has traditionally characterized such institutions.

Litigation Risk and Ambiguous Boundaries These problems are exacerbated by the absence of well-defined boundaries for knowledge, which we have already noted. Did or should George Baldwin Selden’s original patent for a four-wheeled, self-propelled vehicle include all such vehicles or only the one he sketched out? And because all knowledge is based on prior knowledge, one faces a difficult decision: When is a new idea really new, rather than a minor wrinkle on an old idea, or a different expression or representation of an old idea? Patent laws have addressed this question through standards of “novelty” and “obviousness.” But there is inevitably ambiguity, and where the standard is drawn raises all the questions we have been discussing, balancing out the impediments to further innovation with the (alleged) benefits of induced innovation. There is thus always a critical issue in defining the scope of the patent.

What is clear is that the patent offices have found it difficult to draw the line in ways which many, if not most, in the scientific community view as balancing the concerns appropriately. Too much weight is given to the current producer, too little weight to future users.

The difficulties posed by defining boundaries give rise to litigation. Lawyers have recognized the problems posed by these ambiguities and
have had a field day. The litigation and the uncertainty surrounding litigation themselves become impediments to innovation.

The problem is compounded by the underfunding of the patent office, which limits the amount of time that patent examiners have to examine any patent, leading to the issuance of too many patents. Particularly before the eBay decision described later in this chapter, those who received these “weak” patents (patents that were unlikely to survive a challenge) were nonetheless able to extract considerable rents out of other innovators, with adverse effects on innovation (see Farrell and Shapiro 2008).

**Patent Thickets** Today, most products are sufficiently complex that their production may require using many separate items of knowledge. If each piece of knowledge is protected by a patent, this engenders a complex bargaining problem. Unless the owners of these separate pieces of IPR can agree, the product cannot be produced.

The problems are even worse. Anybody engaged in writing a software program, for instance, even doing so with complete originality, faces the risk that in doing so she may have trespassed on one of the hundreds of thousands of related software patents or that she may have come close enough to trespassing to make herself libel to litigation. No one can keep up with the myriad of patents being issued—if one did, it would be difficult to have time to engage in research. In this sense, the patent system itself has become a roadblock to innovation.

There is a long history of patent thickets serving as obstacles to innovation. Early in the twentieth century, the development of the airplane was impeded by conflicting patent claims by the Wright Brothers and Glenn H. Curtis. It was only with World War I, when the government forced the creation of a patent pool, that progress occurred in the United States.

**Holdups and Patent Trolls** More recently a whole industry has developed—firms (called patent trolls) buy up patents, waiting until someone successfully produces a product that might have infringed on their patent. When they find such a product, they sue, in effect holding up the producer for ransom. To the extent that they can get more for themselves, there is less left over for the real innovators.

The holdup problem has been exacerbated by provisions in our patent system that allow the owner of a patent—even a patent whose
legitimacy is under question—to exclude anyone else from using that knowledge. The BlackBerry suit shows what can happen. The company was held for ransom by the owner of patent(s) that were under dispute. BlackBerry proposed a settlement, widely viewed to be fair (or even overgenerous), suggesting that if it turned out that the patents were not valid, a fraction of the payments be returned to them. The offer was refused. BlackBerry had no choice: It had to either accept the terms or shut down.

In the United States, a pathbreaking decision of the Supreme Court in a case called eBay Inc. v. MercExchange, L.L.C. may have profound implications for such suits. In the past, patents have typically been enforced through injunctions—others cannot trespass on a patent without the permission of the patent holder, who can extract as much “rent” as he wishes. This is in contrast with many other areas of the law, where there is compensation for violating someone’s rights or property. The Supreme Court itself has raised questions about the consequences of what might be termed excessive enforcement, when patent holders take actions that in effect exclude from the market those who might infringe upon the patent. In eBay, the Court ruled that a permanent injunction (against infringement) would only be granted if a four-part test was satisfied:

A [patent] plaintiff must demonstrate: (1) that it has suffered an irreparable injury; (2) that remedies at law, such as monetary damages, are inadequate to compensate for that injury; (3) that, considering the balance of hardships between the plaintiff and defendant, a remedy in equity is warranted; and (4) that the public interest would not be disserved by a permanent injunction.

An extreme version of exclusion to protect intellectual property is still part of America’s trade laws, where a firm that the International Trade Commission finds has violated an American’s intellectual property rights can have the infringing products excluded from importation into the United States.

There are other reasons that stronger IPR may not lead to a faster rate of increase in standards of living. Even if stronger IPR increased investment in innovation, the innovations that were encouraged may not contribute to long-term well-being as much as alternative allocations of research investment. Distortions in the pattern of innovation arise from marked discrepancies between social and private returns to innovation.


**Discrepancies between Social and Private Returns and Distorted Incentives** We noted in earlier chapters that the social return to an innovation is simply the fact that the product arrives on the market earlier than otherwise would have been the case. The private returns are the (incremental) rents accruing to the innovator. Much innovation is directed at seeking and preserving rents rather than enhancing societal well-being. Not only may social and private returns have little relationship with each other, stronger IPR regimes may exacerbate the discrepancies and, therefore, the misallocation of scarce research resources. The following illustrate the nature of the disparities.

*Enhancing Market Power* Many patents (and the research behind them) are focused not so much on producing a product that is better, valued more by consumers, or cheaper, but rather on enhancing market power, e.g., by extending market dominance. One form this takes is called “evergreening,” where a patent holder makes what are fairly obvious slight improvements in the product (drug) to extend the patent and, thus, the firm’s market dominance. For instance, a pharmaceutical company, toward the end of the lifetime of a patent, introduces and patents a timed-dosage variant of the pill. Because of the patent, no other producer could have done so. And because the timed-release version is preferred, the effective life of the patent is greatly extended.

The pharmaceutical companies have become experts in extending the effective life of their patents, warding off generics. In doing so, they have made extensive use of trade agreements, which impose a variety of further restrictions. One of the most effective and objectionable is called data exclusivity. A generic producer typically must get approval of its drug, showing the drug’s safety and efficacy. This should be easy: All it should have to do is to show that it is equivalent to the patented drug, which has been shown to be safe and effective. But the drug companies say that that is, in effect, using their data (even when the data was partially produced or financed by government), and thus is an intrusion on what should be their intellectual property. But not allowing the generic producer to use the data is an effective way of foreclosing their entry, because it would be unethical to test the generic against a placebo when there is a known product which is effective and safe. Many trade agreements between the United States and developing countries include a provision on data exclusivity (see Charlton and Stiglitz 2005).
Patents can, and often are, used as a barrier to entry. Particularly if the patent is broad, or if monopoly power in one area can be leveraged into monopoly power in another (e.g., Microsoft’s dominance in the PC operating system allowed it to extend its dominance into applications, such as word processing), the private return may substantially exceed the social return; the social return to such innovations can even be negative.

Circumventing Patents At the same time, patents sometimes give rise to research of limited social value, as others try to innovate around a patent. The social return on a “me-too” invention (designed simply to circumvent an existing patent and to share in the monopoly rents) is zero. In short, the patent system not only does not reward inventors on the basis of their marginal contributions, but sets up a distorted set of incentives for innovations, where inventive activity is often directed first at creating market power, and then, by others, at overcoming the artificially created market power.

Patents of Traditional Knowledge There are many other distortions arising from the patent system. There may be relatively low—or even negative—social benefits to allowing patents of traditional knowledge, such as medicinal uses of turmeric. Such patents obviously don’t generate new knowledge—the knowledge was already there, and even widely known (except to the patent examiner), but there may be high costs to such patents, since they may impede the use of knowledge. (There are, of course, benefits to transmitting knowledge, e.g., from the sources of traditional knowledge to elsewhere, but these benefits are usually not rewarded with IPR.)

Socially Unproductive Patent Races The patent is granted to the first to make a discovery (or to apply for a patent), and this can give rise to a race to be the first. In the case of decoding the human genome, there was a well-funded international effort, engaged in a systematic scientific process. But others attempted to short-circuit this process, identifying some genes with large market value and racing to beat the more methodical approach. In the case of Myriad and the genes related to breast cancer, they succeeded. But the very limited social benefits of having this knowledge slightly earlier has been dwarfed by the social
costs of the impediments (charges) that have been placed on the use of this knowledge.

**Mispricing and Perverse Incentives** In the market economy, prices are supposed to guide resource allocations—including the allocation of resources to innovation. But if prices are misaligned, then private returns will not accord with social returns.

The financial sector provides the most obvious example (to which we have alluded on several occasions), where much of the returns from innovation were associated with circumventing regulations (intended to reduce externalities, enhance financial stability, and prevent fraud, predatory lending, and market manipulation). While these financial innovations were highly lucrative (even though they were not protected by patents), they had adverse effects on the economy.

Similarly, there is underinvestment in innovations that protect the environment (e.g., reducing greenhouse gas emissions), simply because there is no market price associated with such emissions. But with high unemployment, especially of unskilled labor, there is overinvestment in innovations to further reduce the demand for unskilled labor—which simply create more unemployment and thereby impose high social costs on society (see chapter 6).\(^\text{16}\)

**Knowledge Pool** One of the most important determinants of the pace of innovation (the increase in living standards) is the set of opportunities—the pool of knowledge that can be drawn upon. Every innovation adds to the pool of knowledge, but with IPR—including the “enclosure of the commons,” the patent thicket, and the potential for holdups—every innovation also takes out from the effective publicly available pool of knowledge. The net effect is ambiguous. Indeed, earlier in this book, we showed that in plausible circumstances, it could be negative. In that model, the adverse effect on the pool of publicly available knowledge of tougher IPR regimes was so strong that the pace of innovation was reduced.

In this section of the chapter, we have identified the static costs and potential dynamic benefits. Advocates of a strong IPR regime typically underestimate static losses, overestimate dynamic benefits, and disregard “balance.” Even as they note that IPR may create monopoly power, they emphasize its temporary nature, ignoring the research (noted earlier) showing that such power can persist and that attempts
to maintain monopoly distort resource allocations. Poorly designed IPR regimes may even impede innovation.

Later in this chapter, we will explain that there are alternative ways of financing and incentivizing innovation. First, however, we discuss how reforms in the IPR system may reduce the adverse effects of the IPR system while increasing innovation.

2. Reforming the IPR System

There is not just one IPR system. Details matter, and different countries have chosen different rules. This book is concerned with creating a learning society; some rules are more conducive to creating a learning society than others. The effects can be indirect or direct: Rules that allow for monopolization (e.g., longer and broader monopolies) may reduce innovation because of the adverse effects on competition; the Bayh-Dole bill may have reduced the flow of knowledge within universities and the flow of knowledge into the knowledge commons.

Many details of an IPR regime are critical: what can be patented, the standards used for granting patents, the length and breadth of the patent, restrictions on the patent, how the patent is enforced, and rules governing the granting of the patent. In each dimension, there are complex trade-offs, e.g., between providing incentives for innovation on the one hand and introducing inefficiencies in the dissemination of knowledge and impeding follow-on innovations on the other. One of the reasons that there is a broad consensus against patenting mathematical theorems or other insights from basic research is that the disadvantages of patenting far exceed the advantages. Other patents, such as those for business processes, impose other costs, e.g., in terms of litigation risks.

Some of the recent changes in IPR regimes have not always carefully balanced costs and benefits. The extension of the life of copyrights (seventy years after the death of the author) probably imposed more costs than any benefits from improved incentives.

On the other hand, some recent court decisions have shown an awareness of some of the inefficiencies associated with the prior patent regime. We have already mentioned the eBay decision.

With weak standards of “novelty” and “nonobviousness,” patent owners can “evergreen” their patents, thereby extending the patent
life. There is a legitimate debate about the optimal length of the life of a patent—but such indirect ways of extending it almost surely have greater costs than any associated innovative benefits. The costs can be particularly high in the case of drugs in developing countries.

There have been some excessively broad patents (for instance, the original U.S. automobile patent); the greater the breadth, obviously, the greater the value of the patent, but the greater the impediments for follow-on inventors.

Other details of the IPR regime can reduce the costs relative to the benefits. As we noted, historically, to get a patent, knowledge had to be disclosed, which meant, in principle, that others could make use of that knowledge for their research. Patent rights can be viewed as an exchange, where the “public” grants a temporary monopoly right, circumscribed, in return for the revelation of information. More recently, some in the software industry have been arguing for stronger intellectual property rights without disclosure. (In the end, some may choose not to seek intellectual property protection, preferring to rely on trade secrecy.)

Key Issues in the Design of an IPR System

**What can be patented** Only certain things can be patented. The applicant is supposed to demonstrate, for instance, a certain standard of novelty. Even then, theorems cannot be patented. Some countries have restricted the granting of patents to processes for producing chemicals, not to the molecules themselves. The Supreme Court of the United States has recently rejected the right to patent naturally occurring genes. This is a position taken by many other countries. America’s business process patents have been widely criticized as extending the reach of patents too far.

**Breadth of property rights** A common misperception is that, once a patent is granted, the grantee has the right to do anything with it during its life time, an uncircumscribed ability to exercise monopoly rights. Property rights do not, in general, and should not, give the owners of property uncircumscribed rights, and this is especially true for intellectual property rights. Intellectual property rights are not an end in themselves; they are a social construction, a means to an end—to promote societal well-being—which is accomplished through careful definition and design.
Examples in which public interest concerns circumscribe ordinary property rights abound; the general principle is that an owner of property cannot do things with her property that might adversely affect others.

U.S. patent law illustrates these issues by excepting patent protection for government use. Under 28 U.S.C. 1498, the government is authorized to use any patent or copyright, a right which can be extended to any contractor, subcontractor, or employee working for the government. While there is extensive debate about the justification for this, the view taken by the United States Court of Federal Claims in the 1990s is telling. It recognized that the granting of a patent was a limited grant—just as it was limited in time, so too it was limited in use. Government use represents a power reserved to the government when it initially grants the patent: “The government cannot ‘take’ what it already possesses, the government [has] the absolute power to take a compulsory, non-exclusive license to a patented invention at will.”

While other courts have challenged this interpretation, the Court of Federal Claims decisions make clear that reasonable people, even in advanced industrial countries, balancing interests and looking at the costs and benefits of stronger intellectual property rights, have come to the conclusion that these rights should be heavily circumscribed.

The question, accordingly, is not whether intellectual property rights need to be circumscribed to advance broader social objectives, but how much and in what manner.

Curtailing Abuses of Market Power Through Limitations on Intellectual Property Rights Intellectual property rights, by definition, create a monopoly power over the use of knowledge, but this is not a license for monopoly abuse. But what is meant by an abuse of monopoly power? And what should be the appropriate remedy? There is a broad consensus that Microsoft overstepped the boundaries by leveraging its market power over operating systems into other arenas. Of particular concern is that in doing so, it may have actually stifled innovation. But while both American and European antitrust authorities have concurred on this, they have proposed different remedies, perhaps partly based on differences in judgments about the “balancing” of static and dynamic effects.

One of the responses to abusive, anticompetitive practices has been to restrict the use of patents, effectively insisting on compulsory licensing,
sometimes through forming patent pools. In the consent decree in the case of the antitrust action against AT&T in the 1950s, AT&T had to make its patents available to anybody wanting to use them.\textsuperscript{22}

Another proposed reform that has gained favor among some academics is limiting the life of intellectual property protection as a way of limiting abuses, increasing market competitiveness, and spurring innovation. If Microsoft’s operating system had only a three-year protection, then it would be spurred to make significant improvements in each subsequent release.\textsuperscript{23}

Again, what is clear is that there is no unanimity even among the advanced industrial countries on what appropriate balancing entails. (Emerging markets and developing countries should be particularly wary of monopolization; in certain sectors, because markets are less perfect, the threat of monopolization is greater. As we explained earlier, monopolies, once created, tend to persist.)

\textbf{Compulsory Licenses} Besides the restrictions arising from the threat of excessive monopolization, the two most important instances in which patent rights have been circumscribed have been when there is a threat to public health or in response to global warming. The 1992 Rio Agreement created a framework for addressing problems of climate change by providing for compulsory licenses for obtaining access to technology related to mitigation of emissions. The 1994 TRIPS agreement provided for compulsory licenses for lifesaving medicines. (Effective enforcement of this provision has, however, been difficult, since the United States has repeatedly put enormous pressure on governments that have threatened to issue compulsory licenses not to do so. This has remained true even after a global civil society movement succeeded in getting an international agreement clarifying the rights to issue compulsory licenses in the case of lifesaving medicines. [See Charlton and Stiglitz 2005; Stiglitz 2006a.])

\textbf{The Process of Granting and Enforcing Patents} Institutional details matter. Nowhere is that more evident than in the way that patents are granted and enforced. Different countries have approached these issues in different ways. In Europe, there is a process of \textit{opposition}: Those who believe the patent should not be granted have an opportunity to express their views to the patent office \textit{before}
a patent is granted. There is no such provision in the United States, exacerbating the bias toward excessive patenting that arises from the very structure of the patent system. Patents, as we have noted, privatize knowledge, but challenging a patent converts what would otherwise be a private good into a public good. Thus, challenging is itself a public good and, as in other arenas, the private sector will underinvest in the provision of this public good.

**Designing an IPR Regime to Promote Learning**

The previous paragraphs have identified a large number of central issues in the design of an IPR regime. Choices affect the level of competition in the economy and access to and affordability of medicine—and thereby both the health of citizens and (since in most countries, governments pay a large proportion of medical costs) the government’s budget. Our focus in this book, however, is on innovation and learning.

The direct effect of IPR is to impede the flow of knowledge and therefore impede the learning process. We have seen that there is an indirect effect—encouraging secrecy—which can be particularly adverse when IPR is extended to traditionally open institutions like universities. Offsetting these costs allegedly are the stronger incentives for innovation and for the acquisition of information. In the case of poorly designed IPR regimes (and the United States and most other countries do not have well-designed IPR regimes), even that effect may be limited—or worse, innovation may be stifled. And even when there are increased incentives for R & D, research may not be directed in ways which increase standards of living, let alone the pace of innovation.

This section of the chapter has outlined some critical details in the design of the IPR regime; a poorly designed IPR regime on balance—taking into account the benefits of improved incentives and all the other adverse effects we have noted—leads to a lower pace of innovation; with appropriate design, the balance between the benefits and costs of IPR can be changed.

But as we noted earlier in the chapter, IPR is only one way of incentivizing and financing R & D and learning. IPR needs to be seen as part of a country’s innovation system, and there needs to be a balance between IPR and other approaches. This is the subject of the next section.
3. IPR and the National Innovation System

So far, our discussion has focused on the potential disadvantages of the IPR system—that it inevitably gives rise to static inefficiencies and that excessively strong, poorly designed property rights may actually impede innovation and growth. This brings us naturally to the critical question: Are there better alternatives to IPR for producing and financing knowledge?

Alternatives to IPR

Advocates of stronger intellectual property rights give the impression that they are essential for innovation. A moment’s reflection should make it obvious that there are many alternative ways to finance and reward innovation. There are, for instance, other ways of appropriating returns from innovation (trade secrets, first-mover advantage) besides patents and copyrights, and in many areas these are highly effective. In fact, as we have already noted, many of the most important advances in knowledge are not protected by intellectual property rights and were not motivated by monetary gains. The basic mathematical advances that provided the underpinnings of the computer and the discovery of DNA which underlies so many advances in modern medicine are but two of a large number of examples.

Government-funded research

One of the more important alternative ways of financing research is through government support. The United States and other governments finance much of the basic research upon which pharmaceutical companies base their innovations. The Internet, which has spawned myriad innovations since the 1990s, was based on research that was supported, and largely conducted, by U.S. and European governments. The fact that so much of the successful innovation in the United States has occurred in research parks adjacent to universities suggests that these firms are benefiting from knowledge produced in the universities; and university research is, by and large, funded by foundations, government, and university endowments—but not motivated by the search for profit.

More generally, in her book *The Entrepreneurial State*, Mazzucato (2013) has shown persuasively the critical role that the state has played.
in promoting the large transformative innovations and the smaller innovations, the cumulative effect of both of which has been to create the modern economy.

**Open Source** More recently, the open-source movement has been an important source of innovation. While its original successes were in software, it is now demonstrating its effectiveness in other arenas, such as biotechnology (see Henry and Stiglitz 2010; Hertel, Krishnan, and Slaughter 2003; Lerner and Tirole 2002; Weber 2005). It highlights and strengthens the collaborative nature of research that is the hallmark of academia, and the open architecture facilitates follow-on research—in contrast to the patent system, which closes it down or at least makes it more difficult. As in academia, in some instances non-pecuniary returns play a crucial role in motivating research; in other cases, firms have found a variety of ways of appropriating returns, e.g., through the sale of services or tailoring software based on open source to the needs of particular clients.

**Prizes** The prize system represents another alternative to the patent system. This entails giving a prize to whomever comes up with an innovation, or at least those innovations that meet announced objectives. For instance, the person who finds a cure or a vaccine for AIDS or malaria would get a big prize. Someone who comes up with a drug with slightly different side effects than existing drugs (but which is otherwise no more effective) might get a small prize. The size of the prize is calibrated by the magnitude of the contribution.

The idea is an old one. The U.K.’s Royal Society for the Encouragement of Arts, Manufactures and Commerce has been advocating and using prizes to incentivize the development of needed technologies for more than a century. For instance, an alternative was needed for chimney sweeps, those small, underfed boys who used to be sent down chimneys. It was not good for their health, but not cleaning chimneys meant increasing the risk of fire, with serious consequences. So the Royal Society offered a prize to anybody who invented a mechanical way of cleaning chimneys. The prize provided an incentive—and it worked. A patent system might also have motivated the development of a mechanical device (though it did not), but if it had, there would have been a problem: The owner of the patent would have wanted to maximize the return on the innovation by charging a high
fee for its use. That would mean that only rich families could have afforded to use the mechanical device, and young boys’ lives would have continued to be put at risk. With the prize system, everyone could benefit from this socially important innovation.

The current patent system can, of course, be viewed as a prize system. It is an inefficient one, however, because the “prize” is a grant of monopoly power, and with monopoly power there are incentives to restrict the use of the knowledge. One of the characteristics of a desirable innovation system is that the ideas and innovations, once developed, be widely used and disseminated; the patent system is designed to restrict the use of knowledge. With the prize system, the competitive market ensures efficient dissemination; giving licenses to a large number of people uses the force of competition to drive down the price and to increase the use of the knowledge. With both patents and prizes, market forces are used: one is the incentive of a monopoly to restrict knowledge and raise prices; the other is the force of competitive markets to drive down prices and extend the benefit of knowledge widely.28

Moreover, the prize system has the advantage of creating fewer incentives to waste money on advertising and to engage in anticompetitive behaviors designed to enhance monopoly profits. Drug companies spend more on advertising and marketing than they do on research. These marketing expenditures are designed to reduce the elasticity of demand, which allows the owner of the patent to raise prices and increase monopoly profits. From a social point of view, these expenditures are dissipative.

The patent system also distorts the pattern of research. Drug companies have insufficient incentives to develop medicines for the diseases that tend to afflict poor people, simply because there is no money in those drugs. One of the widely discussed ideas for addressing this problem is a guaranteed purchase fund, in which the World Bank or the Gates Foundation would guarantee one or two billion dollars for the purchase of the drug to those who develop a vaccine or cure for AIDS, malaria, or some other disease afflicting the developing world. In effect, there would be a certain market. The guarantee of one or two billion dollars for the purchase of the drug would act as a prize, and a sufficiently large guarantee would provide a clear motivation for research. These guaranteed purchase funds, however, would still maintain the inefficiency of the monopoly patent system, unless there was an accompanying commitment that would make the patent accessible
to all at reasonable royalties for purchases beyond the guarantee. The discoverer receives the “prize”—the monopoly profits—by charging monopoly prices. The poor, who get the drugs through the guaranteed purchase fund, do not, of course, pay the monopoly price. But the funds are limited, and when they are used up, without such a commitment, a government that wants to provide to its citizens, say, the malaria medicine that has been bought through the guaranteed purchase fund, will have to pay the full monopoly price.

Money spent purchasing this drug at the monopoly price is money that cannot be spent on the country’s other health needs or in supporting basic research or education (each of which could have greater benefits in enhancing societal learning). It may be far better to use the money for the guaranteed purchase fund in a way which spurs competition in providing the drug, to offer a prize, or to buy the patent, and to allow anyone willing to pay a limited licensing fee to produce it.

Other market-based mechanisms Of course, even in the absence of these explicit mechanisms for incentivizing research (patents and prizes), firms undertake research and learning. Firms appropriate returns through natural markets using non-IPR mechanisms such as the advantages that arise from being first or trade secrets. Some industries rely upon such mechanisms even when access to the patent system is possible (partially because they are concerned with the disclosure requirements of the patent law).

Finally, we should note that traditional discussions of intellectual property rights have perhaps overemphasized the importance of monetary incentives. As we emphasized in chapter 3, many, if not most, of the most important advances have been otherwise motivated—by a simple quest for knowledge and peer recognition (see, e.g., Dasgupta and David 1994).

A Portfolio Approach to Innovation

We have described briefly alternative ways in which innovation and learning are financed and motivated. Intellectual property rights should be part of an innovation system that also includes open source, prizes, and government-supported research and grants (which are probably the most important component of the innovation system in supporting basic research). Each of these has its strengths and weaknesses.
Any innovation system has to solve the problems of finance, selection (who gets research money), and incentives. There are, in addition, problems of coordination of research efforts. And different systems have associated with them different implications for the dissemination of knowledge and different transaction costs.

Every country should have a portfolio of instruments. The nature of the portfolio will affect the extent to which the country is successful in creating a learning society; it will affect the innovativeness and efficiency of the system—including the uncertainty and transaction costs facing market participants. In our view, too much weight has been assigned to patents in the current portfolio in the United States. Table 12.1 provides a chart of some of the attributes of the alternatives.

**Selection** The first attribute listed is *selection*. One problem facing any innovation system is how to select those to engage in a research project. The advantage of the patent and the prize system, as well as being “open source,” is that they are decentralized and based on self-selection. Those who think that they are the best researchers make the decision to undertake the research. They make the investment, risking their own money, in the belief that they have a good chance of winning the prize (the formal prize or the prize of the patent) or of contributing to the advancement of learning. The prize and patent systems have this advantage over government-funded research, in which there is a group of peers (or bureaucrats) deciding on the best researcher. There is obviously also a concern about “capture” of the research-awarding process, e.g., by political or economic interests whose agendas may be separate from or even counter to the advancement of science and technology.

**Finance** With respect to *finance*, the patent system is the worst of the systems. We can think of IPR as a method of funding research—a highly distortionary method. Price exceeds marginal cost by a considerable amount, for a limited period of time, and the resulting monopoly profit not only provides the incentives but also the resources for innovation. This gap between price and marginal cost can be thought of as a tax, part of the proceeds of which are used to finance research. In the last seventy-five years, there has been considerable research into the optimal way of raising (tax) revenues. The implicit taxation of IPR (even if all the proceeds were devoted to R & D) is not an optimal way of raising revenues. Its principal virtue is that it is a benefit tax; that
<table>
<thead>
<tr>
<th>Attribute</th>
<th>Patent</th>
<th>Prize</th>
<th>Government-Funded Research</th>
<th>Open Source</th>
<th>Non-IPR Market Appropriation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Finance (tax)</td>
<td>Highly distortionary and inequitable.</td>
<td>Can be less distortionary and more equitable.</td>
<td></td>
<td>May be underfinanced.</td>
<td>Likely to be less distortionary than patent.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Strong, less distorted.</td>
<td>Strong nonmone-</td>
<td>Strong, often nonpecuniary.</td>
<td>Strong, less distorted.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Requires well-defined objectives.</td>
<td>tary incentives.</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
is, only those who benefit from the innovation pay for it. But in most arenas, we do not employ benefit taxes, largely because the additional distortions associated with such taxes are generally not viewed as worth the slight gain in “equity.” In the area of lifesaving drugs, such an argument is even more compelling, because typically those who need the drugs are already suffering from having a life-threatening disease. In these circumstances, levying a “benefit tax” by forcing them to pay for the drugs to keep them alive may be viewed as not only inefficient but inequitable. In the case of drugs, the “monopoly tax” is an inefficient way of funding research for yet another reason: A large fraction of the revenue does not reach its target—it is spent on marketing and advertising, rather than on research.

Within the United States, the distortions in consumption associated with monopoly pricing as a basis of research funding for medicines may be limited for those who have health insurance or are covered by Medicare, because so much of the funding for health care, including drugs, is from third parties, and there may be accordingly little price elasticity. Internationally, however, this is not true. In all countries with governments picking up a significant fraction of the cost of medicines, monopoly pricing represents a transfer from ordinary taxpayers to the pharmaceutical companies. And even in the United States, there are large distortions (including in patterns of research) arising out of rent-seeking—in the quest to garner monopolistic returns. But especially in developing countries (and even in the United States and the few other developed countries where governments do not guarantee access to lifesaving medicines), high prices effectively deny access to lifesaving drugs for large numbers of people. Everywhere, for the poor without insurance, monopoly pricing may result in their not getting medicines that they need—they especially bear the burden of monopoly. More generally, the in-effect benefit tax is regressive. A more equitable system of financing would be progressive, and those more able to pay would pay more—and indeed a larger share of their income. Indeed, one can argue that in countries where individuals have to pay a larger share of their drug costs, not charging prices above marginal cost for lifesaving drugs may be a desirable way to provide assistance to poorer people who have the misfortune of suffering from disease. A system of direct payment for the underlying research combined with marginal-cost pricing would make what is going on more transparent, would be a more equitable system of finance, and would lead to better resource allocations.
In short, the patent system is highly distortionary and inequitable in the way in which funds to support research are raised—by charging monopoly prices, e.g., on the sick.

**Incentives** The main purported advantage of the patent system is that it provides good incentives. Innovation incentives are strong in the patent system, but they are distorted, whereas the prize system can provide equivalent incentives that are less distorted. As we have noted, incentives are distorted under the patent system because there are also incentives to engage in research to innovate around a patent, to spend money in ways that extend the effective life of the patent, to develop a holdup patent, to enclose the knowledge commons, and to extend and to enhance market power. These innovation distortions are in addition to the other market distortions, such as those associated with marketing expenditures and practices attempting to make demand curves less elastic or otherwise to extend and enhance market power.

Moreover, earlier chapters have explained the impact on why innovation of the patent system may actually be very limited—in fact the patent system may be adverse to innovation: The patent system helps create monopolies, and monopoly incentives may be attenuated. Moreover, the patent thicket and holdups have adverse effects on innovation, as they are the attempts by an existing monopolist to foreclose innovative entry of others. And patents create significant impediments for follow-on research.

**Risk and Coordination** Research is inherently risky: it is an exploration into the unknown. There is, however, a big difference in the nature of the risk faced by researchers operating in the difficult systems. Moreover, one of the disadvantages of both the patent and the prize systems is the lack of coordination. From a societal point of view, there is a risk of excessive duplication. The lack of coordination increases the cost of doing research.

One of the risks that each researcher faces is not knowing how many other people are engaged in that research. This increases the risk that someone else will make the discovery first, and thus get the patent or prize. Government-funded research can be more coordinated.

Coordination is important with respect to not only the number of researchers or research projects but also the portfolio of research projects. The optimal portfolio takes into account the marginal contribution
of each project, given the other projects undertaken—the increased likelihood of a discovery, or that the discovery will occur sooner than it otherwise would have occurred. (See the discussion in chapter 6.)

We have already noted another important source of risk associated with the patent system: that of costly litigation, with uncertain outcomes.

Thus, with respect to risk and coordination, the patent system is the worst, and the government-funded system is the best, because it has the advantages of paying for the input rather than the output. That is to say, researchers get money for their time and other resources spent doing the research, whereas in the prize and the patent systems researchers are rewarded only if their research is successful—and successful before their rivals.

The patent system imposes more risk than the prize system, because under the patent system, there is an additional source of uncertainty: the value of the “prize,” which depends on the magnitude of the monopoly rents which the winner of the patent can extract.

One of the reasons that risk is important is that in equilibrium consumers have to pay for the risk borne by researchers. People and firms are risk averse, and if they must bear risk, they have to be compensated for doing so. The patent system makes society bear the cost of that risk in an inefficient way. Under the government-financed research system, not only is risk lower, it is shared by society in a more efficient way.

**Transaction costs** The transaction costs associated with running IPR regimes are very high. Some have claimed that in the United States there is more spending on IPR lawyers (to obtain patents, to pursue patent claims, and to defend against patent claims made by others) than there is on research. While getting precise numbers is difficult if not impossible, it is clear that the transaction costs are considerable, and greater than in the other ways by which innovation can be funded and incentivized.

**Dissemination** Widespread access to and dissemination of knowledge is one of the most important attributes in assessing the impact of alternative mechanisms within the innovation portfolio (recall that knowledge is a public good, in the sense that there is no marginal cost in an additional individual or firm making use of that knowledge), and here the patent system is particularly deficient. It is designed to impede
access to knowledge. Lack of access to knowledge not only leads to a static inefficiency but impedes further innovation. It can be a major impediment to creating a learning society. The hallmark of the alternative mechanisms (open source, government-funded research, the prize system) is that knowledge is made available for free or for a limited licensing fee.

This discussion has made clear that, on most accounts, the prize system dominates the patent system. The prize system provides high returns to innovators who develop innovations of high social value. (Indeed, the prize can be better aligned with social benefits than can the random prize associated with the award of monopoly rights through the patent system.) And then the benefits of this knowledge can be more widely disseminated through the use of competitive production. Moreover, the prize system avoids not just the static but also the dynamic distortions associated with monopoly—including the incentive to impede follow-on innovations (that would reduce the monopoly rents of the patent holder).

But the prize system has one limitation: It does not work when the objective is not well-defined. (There are, however, many areas, such as health, energy conservation, and carbon emissions reductions, in which there are well-defined objectives.) That is why the prize system will never replace the patent system.

At the same time, in basic research—the foundation on which everything else is built—government-funded research will continue to remain at the core of the innovation system. No one has proposed otherwise: The costs of restricting the usage of knowledge associated with the patent system far outweigh any purported benefits. The debate today revolves only around applied research, which entails translating the knowledge acquired in basic research into applications.

4. Intellectual Property and Economic Development

Throughout this book, we have emphasized that what separates developed from less-developed countries is a gap in knowledge—not just a gap in resources. The most successful countries have been the most effective in reducing that gap quickly. Intellectual property rights (and especially a poorly designed IPR system) may impede both access to knowledge and the creation of a learning society in these countries.
We have explained that any IPR regime involves trade-offs between static inefficiency and dynamic gains—any restriction on the use of knowledge induces a static inefficiency, even more so if it gives rise to monopoly power—but that the dynamic gains from the current IPR system may be limited, both because of abuse of monopoly power and the problems posed by the difficulties of defining boundaries precisely, giving rise to patent thickets. Holdups use the patent system to divert to themselves profits that would otherwise accrue to the real innovators. Risk is increased as a result of both litigation and a lack of coordination. And most importantly, impediments in access to knowledge slow down follow-on research. But even if there were significant dynamic benefits, the optimal trade-off for a developing country is different from that for a developed country. Developing countries have much to benefit from learning from those in the developed countries. There can be direct learning benefits, but also, as we have emphasized, indirect benefits, as learning in one industry or one firm spills over to others.

That is why there is a need for a development-oriented intellectual property regime. The intellectual property regime which is appropriate for the advanced industrial countries will not be appropriate for developing countries or emerging markets.

On October 4, 2004, the General Assembly of the World Intellectual Property Organization (WIPO) called for such a regime. Such a regime would begin by asking, How can one more effectively increase sustainable learning by developing countries? (See Stiglitz 2004.)

There were two critical ideas in the WIPO resolution. It recognized that intellectual property “is not an end in itself.” And it reiterated WIPO’s mission to “promote creative intellectual activity” and “the transfer of technology to developing countries.” The new development agenda calls for ascertaining how different intellectual property regimes affect developing countries.

Both the design of the IPR regime and the broader national innovation system have to reflect the differences in circumstances. That is why the attempt at excessive harmonization under TRIPS (the Agreement on Trade Related Aspects of Intellectual Property Rights that was adopted as part of the Uruguay Round trade negotiations) was so misguided.

For an emerging market, access to knowledge is essential for its future growth. Intellectual property should not be used as an impediment to its development. The liability system (in effect, granting a compulsory license
at fair compensation for the use of knowledge) is one way of ensuring access to knowledge. Even more modest reforms, such as allowing the use of intellectual property so long as there is a challenge (with appropriate compensation paid if the patent is upheld) would be preferable to the existing system (see, e.g., Lewis and Reichman 2005; Shapiro 2007).

While it may eventually be possible to devise simple rules for judging when, for instance, a compulsory license should be granted, intellectual property rights, especially in developing countries, are at an early stage of development. Simplicity—and the limited capacity of developing countries to engage in expensive litigation—argues that there should be strong presumptions in favor of limiting intellectual property rights when there is an apparent health, competition, or developmental objective. That is, the burden of proof should be placed on the original holder of the patent that there is not a legitimate health, competition, or developmental objective.35

Learning in developing countries occurs through several channels, some of which we have discussed in earlier chapters: mobility of people, open-source forms of knowledge dissemination, investment goods, imitation and reverse engineering, formal licensing, intrafirm technology transfer (e.g., through multinational corporations), foreign direct investment, and the acquisition of firms with technology.36 A few developing countries (notably China) have begun to undertake significant investments in R & D and made extensive use of the patent system. Advocates of stronger IPR have argued that strengthening the patent system would enhance innovation and learning and would increase the willingness of firms from the advanced countries to undertake research, or even move advanced production, which could be the basis of learning, to developing countries. But they ignore the fact that the patent system would impede learning through many of the channels through which learning has typically occurred and that these channels have historically played a critical role. The implication is that stronger (and especially poorly designed) intellectual property rights may have an especially adverse effect on learning and innovation in developing countries.

5. Concluding Comments

Intellectual property regimes are supposed to encourage innovation by providing incentives to do research, enhancing the ability of innovators
to appropriate the returns. But intellectual property interferes with the dissemination and transmission of knowledge and encourages secrecy, which impedes learning. Increasingly, there is an awareness of these and other adverse effects, especially for developing countries, of intellectual property regimes, as developed in the advanced industrial countries. Knowledge is the most important input into the production of knowledge, and by restricting the availability of knowledge, IPR inhibits the production of further knowledge (learning). The patent system gives rise to monopoly power; monopolies restrict production, thereby reducing incentives to innovate. The patent system can give rise to a patent thicket, a complex web of patents, exposing any innovator to the risk of litigation and holdup.

There are two implications of this analysis. The first is that, given the critical role of closing the knowledge gap for successful development, the appropriate intellectual property regime for developing countries and emerging markets is likely to be markedly different from that appropriate for the advanced industrial countries. In this area, even more than in others, one-size-fits-all policies are inappropriate.

Second, there are alternative ways of designing an innovation system, with greater emphasis on prizes and on open source. Patents will play a role, but the details of the patent system matter: a good patent system, for instance, has to pay more attention to disclosure, to problems of holdup, and to designing better systems of challenging patents.

The concept of “creating a learning society” provides a prism through which all the policies and institutions of a society need to be examined. This is especially so in the case of policies and institutions that are supposed to promote innovation and learning.

This chapter draws heavily upon Stiglitz (2004, 2006a, 2008b, 2013a); Henry and Stiglitz (2010); and Dosi and Stiglitz (forthcoming). There is a large literature on the subject, which we cannot do justice to in this brief discussion. See the references in the above cited papers, as well as the recent books on intellectual property by Perleman (2002); Jaffe and Lerner (2004); Lundvall (2010); Fink and Maskus (2005); Jaffe, Lerner, and Stern (annual); and Cimoli et al. (2014). See also Grandstrand (2005).
WHILE WE have been discussing the economies of learning and creating a learning economy, that subject cannot be separated from broader aspects of societal transformation. Much of this book, for instance, has focused on policies that change sectoral composition in ways that would promote learning. But at the root of success is changing mindsets. Change has to be viewed as both possible and desirable, and there has to be an understanding that underneath change is learning.

In many ways, understanding how to change mindsets is more difficult than coming to an understanding of what economic policies would facilitate learning. But in creating a learning society, the two are inexorably linked. We want not just to identify what policies might lead to creating a learning society, but also to get them adopted. That requires political systems and mindsets that recognize the virtues of creating a learning society.

The neoclassical model ignores learning, not only paying no attention to the importance of the allocation of resources to learning and research and development, but also assuming that all firms employ best practices—so they have nothing to learn. Not surprisingly, the
neoclassical model was not helpful in understanding what is entailed in the creation of a learning economy. Worse still, we have emphasized that the policies that are based on that model are often counterproductive—they impede learning. So too, the neoclassical model, which assumes beliefs and preferences are fixed, is not helpful in understanding changing mindsets.

As we noted in chapter 3, it is not an accident that the change in mindsets that we associate with the Enlightenment was closely associated with the changes in technology that had brought about the dramatic changes in living standards that mark the past two hundred years. And yet, as important as the Enlightenment was to creating the modern economy and society, even in the advanced industrial countries, there are strong forces countering the Enlightenment—questioning basic tenets of science, including and especially those involving evolution.¹

In developing countries, these issues are all the more important, as Hirschman emphasized in his writings (see, e.g., Hirschman 1958). For instance, race and caste are social constructs that effectively inhibit the human development of large parts of the population in many parts of the world and impede change. The study of how these constructs get formed and how they change is thus a central part of developmental studies. Similarly, Myrdal (1968), in his studies of South Asia, argued, in effect, that certain social constructs affect behavior and were part of what might be called a dysfunctional economic and social equilibrium that could persist. But he did not address the question of the mechanisms by which such social constructs are created. And what happened in Asia subsequent to his writing showed that societies could evolve. Myrdal also didn’t address the question of the mechanisms by which such social constructs evolve, or collapse.

Nor did either Hirschman or Myrdal ask how we might reconcile such constructions of the developmental process with the usual approaches taken by economists, which, for instance, highlight some notion of rationality.

The objective of this chapter is to provide a very preliminary discussion of these aspects of creating a learning society, amplifying on the earlier discussion in chapter 3, and doing so in ways that touch upon the relationship between the approach taken here and that of the standard economic model. This chapter is divided into two sections, beyond the introduction and conclusion. In the first, we present a general approach to societal evolution of beliefs (including beliefs about change) that
provides the foundations of an understanding of both societal rigidities and societal change; it provides insights both into the impediments to creating a “learning society” mentality and into how learning mindsets can be created. The second describes the links between democratic ideology and learning societies.

1. Toward a General Theory of the Social Construction of Beliefs and Societal Transformation

Recent work by Hoff and Stiglitz (2010, 2011) has attempted to construct a general approach to societal evolution that clarifies the critical—and unrealistic—assumptions about individual behavior and cognition that underlie what has become the dominant developmental model within the economics literature. This work, at the same time, provides some insights into why Myrdal’s (1968) bleak predictions concerning Asia’s prospects could have been so far off the mark. The theory proposed by Hoff and Stiglitz, and discussed more briefly here, centers on what collective beliefs (sometimes referred to as ideologies) are an equilibrium, and how they change. The analysis that follows is divided into two steps. The first focuses on how, at any moment of time, beliefs are formed and what might be meant by equilibrium beliefs; the second addresses how beliefs change.

Equilibrium Beliefs

Our theory of equilibrium beliefs is based on three critical hypotheses:

1. Individuals’ perceptions—how they receive and process information—are affected by individuals’ prior beliefs. Well-documented results in psychology show that individuals recognize and process information that is consistent with their prior beliefs in a way that is different from the way they treat other information. This view, based on strong evidence and referred to as confirmatory bias, is markedly different from the dominant view of economists, predicated on “rational expectations,” where it is assumed that individuals process all information fully and rationally. Such theories are hard to reconcile with both the psychological evidence and the persistence of differences in human views and beliefs.

There are two important corollaries of this. This hypothesis alone can help explain equilibrium fictions. That is, equilibrium can be based
on beliefs that (to the individual) seem self-confirming even when, in a fundamental sense, they are wrong (see Hoff and Stiglitz 2010). Moreover, it explains why different individuals can have persistently different beliefs—for each, the data that one person sees and how that person processes it confirm that person’s prior beliefs. There is no process of consensus building even about the nature of the world, let alone what might be done to improve it.

In this book, however, we are concerned with explaining not just the persistence of disparate beliefs among individuals, but how some societies come to share certain beliefs that are conducive to learning, creating a learning society. Here, we introduce two further hypotheses.

2. The information most individuals receive comes from other individuals, and how they assess that information (the weight they assign to it) depends on their prior beliefs and their social connections. The role of society in determining our perceptions goes even further. The cognitive frames which shape perceptions are largely socially determined. They are what is sometimes called social constructs. But in describing them as social constructs, it is important to recognize, as Hoff and Stiglitz emphasize, that they are not necessarily consciously constructed. By “social construct” we simply refer to anything that is collectively made by people. Collective beliefs can emerge endogenously and spontaneously from individual behaviors.

This is a major difference from the neoclassical perspective. Even the categories into which information is placed are often social constructions. Individuals do not choose their “software” in isolation, but within a social context. From among the infinite set of potentially observable data and the infinite ways in which that data could be processed, individuals choose a finite set of data and process them in particular ways; they are limited by the finite set of socially constructed categories that are themselves a part of what are called ideologies (or belief systems).

These hypotheses help explain why different groups can come to believe different things, and why those differences in beliefs can persist, even when the “reality” that each confronts—the true empirical evidence—is the same.

In the end, we are interested in explaining behavior (e.g., individuals’ performance or the choices they make, including how they allocate time and the sources of information they seek out). That brings us to our third hypothesis.
3. Perceptions (beliefs) affect actions (choices). Perceptions about being powerless, less productive, or unfairly treated affect behavior. Those who think that they will not do well won’t in fact do well. If one believes that change is not possible, or that most changes are for the worse, then one won’t undertake actions that facilitate and promote change.

The real power of the theory arises from the interactions of the three hypotheses. Individual behavior is based on beliefs that are more complex (or at least different) in their formation than is reflected in standard Bayesian theories about the determination of individual’s subjective probabilities of the occurrence of different states of nature.

As in Rational Expectations models, beliefs affect behavior, which affects outcomes, which affect beliefs. But unlike in a rational expectations model, beliefs also affect what is perceived and how information is absorbed and filtered. Biases—at every stage of the formation of beliefs—shape perceptions and widen the set of possible equilibria. If individuals come to believe that a certain group of individuals (members of some caste) are less efficient or productive, information that is consistent with that belief will be absorbed more easily than information that is inconsistent with that. Those from other castes will come to believe that their discriminatory attitudes are not discriminatory, but reflect “reality”—for that is how they perceive it. These beliefs are reinforced because they are held by others in the peer group. Even worse, because those who are discriminated against may come to share such perceptions, it may affect their efforts. To some extent at least, the beliefs become self-fulfilling.

The dependence of performance on perceptions, combined with the earlier hypotheses on confirmatory bias and the social construction of beliefs, means that the set of “fiction” equilibria is widened. There can be multiple equilibria.

Just as beliefs affect individual actions and performance, widely held beliefs affect collective actions. If there is a widespread belief concerning the importance of education and the effectiveness of public education, it is more likely that there will be collective actions in support of public education. And again, there can be multiple societal equilibria.

There can be a high-learning equilibrium, in which members of society believe that change is possible and that education is an important instrument for bringing about change. Such a society will make public and private investments and adopt policies that sustain a learning
society, and the outcomes will confirm their prior beliefs—especially when the salience of possible failures is discounted. But other societies can be trapped into a low-learning equilibrium. If individuals believe that change is not possible, they will not make the investments that make change possible.\textsuperscript{11}

\textit{The Persistence of Socially Dysfunctional Beliefs and Policies}

An understanding of the persistence of dysfunctional beliefs systems and the creation of belief systems that might be more conducive to learning is of no less importance for developed countries than for developing countries. The 2008 crisis provides evidence of the relevance of the ideas that we have presented: Those wedded to the notion that markets were always efficient and stable perceived the crisis markedly differently from those who are more skeptical of these perspectives.

To most observers, the crisis (the bubble and the reckless lending that preceded it) demonstrated that markets were not necessarily efficient and stable and that these market failures could be\textit{ very} costly. Those who believe nonetheless that markets are fundamentally efficient found alternative interpretations. In “processing” the vast array of “information” about the economy, their prior beliefs led them to discount information suggestive of market inefficiency and instability. While in 2008, it was virtually impossible to ignore that things had gone badly wrong, they sought to blame government—it was the government’s attempt to push poor people into housing that was to blame. They held that view in the face of overwhelming evidence to the contrary.\textsuperscript{12} When such arguments couldn’t work, free market advocates simply said that it was a once-in-a-hundred-year tsunami, that no theory can be expected to explain such unusual events They failed to recognize that the tsunami was actually \textit{created} by the market.\textsuperscript{13}

Such considerations are equally important when it comes to theory. Even general theorems (such as that of Greenwald and Stiglitz [1986, 1988]) showing that markets are essentially never efficient if there are information imperfections and imperfect risk markets (as there always are) are “discounted.” Theorems, of course, are propositions that follow logically from the assumptions. For a long time, those who believed that markets are efficient tried to find a logical flaw or to question the assumptions of our analyses. But the framework was essentially that
used in standard economics—except that there were imperfections in risk markets and in information. No one could deny the small modification that we had made: that information was imperfect and risk markets incomplete. The only recourse was to dismiss these imperfections as quantitatively insignificant. Of course, for those who believed in the efficiency of markets, there was no data on the basis of which they could establish such a result. And, anticipating this kind of response, we had gone further, showing that even small imperfections of information had large effects, fundamentally changing the nature of the equilibrium (see Rothschild and Stiglitz 1976; Stiglitz 2002b). Again, devotees of free markets had a way of “framing” the analysis. Either they dismissed the result as a theoretical curiosity or countered that even if markets were not perfect, government attempts to correct the market failure would make things even worse.

Societal belief systems are so important because of the role they play in shaping policy. Chapter 12 analyzed, for instance, intellectual property rights. Certain belief systems that led to and supported the notion that the stronger the IPR regime the better, led to systems of intellectual property rights that, we suggest, impede the creation of a learning society. Neoclassical ideologies which focused on the static efficiency of the economy led to and supported the notion that governments should not undertake trade and industrial policies that might help create a learning society. Beliefs about the virtues of financial innovations led to and supported economic policies that increased macroeconomic instability and undermined resource allocations that would have better supported a learning society.

We’ve referred to “societal belief systems,” but of course this discussion should have made clear that there can exist at the same time groups (within the same or different countries)—subcultures—who have markedly different beliefs—including beliefs about the desirability of change and the effectiveness of alternative policies or actions in creating a learning society.

**Changes in Perceptions and Beliefs**

Beliefs do change, and with changes in belief, policies and behavior change also. The Enlightenment represented a change in mindsets, one which was conducive to creating a learning society and which provided the basis for scientific inquiry, the fruits of which have been, as we
have noted, fundamental to increases in standards of living. But the changes brought about by the Enlightenment were no less profound in the area of social organization. Beliefs about the sources of authority were changed in a fundamental way.

An understanding of how belief systems change—and the extent to which and how those (like governments) who seek to deliberately change belief systems can do so—is, or should be, a core part of the analysis of economic development and history.

Sometimes change occurs very slowly; at other times, seemingly rapidly. Consider, for instance, that for thousands of years, certain types of differential treatment of women were considered not only acceptable but natural, essentially inevitable; and then, in a span of around a hundred years, such behavior came to be viewed as unacceptable in most parts of the world.

Such changes in societal beliefs are sometimes motivated by changes in economic circumstances. But belief systems often have a life of their own, leading to their own evolution. The two processes are typically intimately intertwined. Historical analyses have often focused on how, for instance, changes in the scarcity value of labor (as a result of a change in technology or a plague) might lead to an attempt by those in power to maintain their economic power by imposing restrictions on workers. Belief systems would then evolve to explain and justify these restrictions.

A set of collective beliefs (ideologies) that serves a society—or some group in society—well under one set of economic circumstances may serve it less well under another. And thus, when circumstances change, there will be “forces” to change the underlying beliefs.

It should be clear that particular belief systems may serve the interests of some groups in society over others. Notions of slavery or caste (notions that members of a particular race or caste are in some way inferior) are advantageous to some groups but obviously are disadvantageous to others.

Because belief systems affect the equilibrium, e.g., by shaping perceptions, elites have a strong incentive to influence people’s beliefs. (In contrast, in standard economic equilibrium of the rational expectations variety, this is not relevant—cognitive frames play no role.) But the elites cannot simply “choose” the cognitive frames that work best for themselves (nor can nonelites). The task of choosing cognitive frames and imposing them on others is more complicated and is
itself constrained by higher-order beliefs, the “ideologies” to which we referred earlier. Even those in power typically do not control all the determinants of the evolution of beliefs. Cultures are always contested.

We have noted, however, that while economic interests and circumstances help explain the evolution of beliefs—and their failure to change in some circumstances—belief systems can have a life of their own. Whether the writers of the Declaration of Independence intended that the notion that all men are created equal extend to women and slaves may not be clear. Once a notion like that is accepted, however, it is inevitable that the meanings get reexamined and interpreted.

The broad ideologies—which define both the categories, the prisms, through which we see the world and what particular beliefs are viewed as acceptable—change, but typically slowly, so slowly that at any moment of time they can be viewed as state variables. An institution (like Jim Crow) may be accepted at one time and not at another. It may be part of an equilibrium at one time, and not at another.

Institutions function because they have legitimacy, because they are accepted. The acceptance and performance of institutions depend not only on economic variables but also on the set of general beliefs about the world.

Incorporating “cognitive frames” (ideologies) as state variables provides part of a general theory of societal change that is markedly different from traditional theories, in which only capital and the distribution of power and wealth are state variables. If beliefs have the profound effects that we have suggested they do, and if at times they change, and at others they do not, then a central part of understanding societal evolution is understanding the dynamics of these changes in beliefs—and the circumstances under which rigidities might arise.

In some ways, the latter task is easier than the former. We’ve explained the concept of equilibrium fictions; if individuals’ beliefs are partially or largely dependent on the beliefs of others with whom they interact, there can be a Nash equilibrium in beliefs that can persist, which discounts new information that might contradict those beliefs. Indeed, a set of beliefs that may have been functional at one time, but is no longer so, can persist after the economics or technology that had led to the adoption of the beliefs has changed.

At the same time, if ideologies change, the equilibrium can change, with little or no change in underlying “fundamentals.” Changes in views about gender have had profound economic consequences but are
themselves only to a limited extent explained by underlying changes in technology or the economy. (Changes in economics may help explain the increased availability of public education, but the extension of public education to women, and the implications of that for societal change, almost surely were driven as much by beliefs about equality as by economics.)

We turn now to one particular set of beliefs that has had enormous importance in shaping societies in recent decades.

2. Democracy and the Creation of a Learning Society

Ideas concerning human rights and democracy have been among the most important in shaping our economy and society. In the United States and Europe, these ideas eventually led to the abolition of slavery, though there were large groups for whom the continuation of this institutional arrangement was advantageous, and those who opposed it reaped little economic gain from the abolition.

Democratic ideals question authority. When America’s Declaration of Independence said, *All men are created equal*, it didn’t mean that they were of equal physical or mental capacities, but of equal rights, including the right to put forth their ideas into a competitive marketplace of ideas.

But it is exactly that same frame of mind which is so essential for creating a dynamic, learning economy and society. Democracy and an open society are intrinsically interlinked with a learning economy and society. A more open society generates more ideas, a flow of “mutations,” which provides not only excitement but the possibility of dynamic evolution, rather than stasis.

Unfortunately, even if in the long run, a more dynamic society benefits most members of society, in the short run, there can be (and normally will be) losers. And not surprisingly, those who might lose seek to prevent such changes through any means they can. The political process is one way that is often taken. Those who seek to maintain inequalities in wealth and power do so not only through policies (economic, legal, etc.) which perpetuate existing bases of power and wealth, e.g., by creating entry barriers but also through policies which attempt to maintain the legitimacy of these inequities of wealth and power. Media policies (control of the airwaves, right-to-know laws,
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and so forth) thus become important instruments for shaping public perceptions, and thus public policies. The political processes themselves evolve over time, shaped not just by history but by economics, especially in countries, like the United States, where money has such influence in the political process. Firms have learned that they can partially shape individuals’ preferences. Those with wealth have more recently learned how to use such tools to shape perceptions in ways that lead to outcomes in the political process that are more favorable to themselves. Sometimes, this entails creating a less open and transparent society—a more open society might lead people to question the persistent inequities, a more transparent society might expose the nefarious ways by which inequities are maintained. When that happens, the long-term success of the economy may be put into question.

Inclusive Growth

So far, we have emphasized the importance of creating a learning economy and society, suggested that success requires not just an economic transformation but a social transformation, and argued that, over the long run, democratic and open societies will be more dynamic. But, as we have noted, democratic processes can be shaped, and there are incentives on the part of some to maintain existing inequities. Democratic processes can then lead to the antithesis of an open and transparent society.

There is thus at least one more requirement for long-term success: inclusive growth. It is now generally accepted that trickle-down economics doesn’t work. Higher GDP does not necessarily mean that all, or even most, benefit. The critique of many of the Washington Consensus policies, though, was not just that they were not pro-poor, that is, that the poor did not share in the benefits. Rather, it was that they were anti-poor. Policies that lead to greater volatility (which arguably capital and financial market liberalization do) are anti-poor. It is the poor that bear the brunt of crises—nowhere evidenced more than in the 2008 crisis (see also Furman and Stiglitz 1999). Policies that lead to higher levels of unemployment are anti-poor. Trade liberalization destroys jobs, so that unless such liberalization is accompanied by measures that lead to job and enterprise creation, it can be anti-poor. That is why it is so important that trade liberalization be accompanied by appropriate financial sector and aid-to-trade measures to ensure that
job creation occurs in tandem with job destruction. Markets, on their own, do not ensure this, even in seemingly well-functioning advanced industrial countries.

One of the big advances in development in recent years is that we understand not only that some policies lead to anti-poor or non-pro-poor growth but that we have instruments and policies (from broad policies, like micro-credit, to specific instruments, like more efficient cookstoves) to enhance the likelihood that the poor share in the growth that occurs.

The Political Economy of Inclusiveness and Openness

Our argument for why inclusive growth is so important goes beyond the standard one that it is a waste of a country’s most valuable resource, its human talent, to fail to ensure that everyone lives up to his or her abilities. Rather, it is based on political economy, on an analysis of how inequality affects political processes in ways which are adverse to long-term learning and growth and inclusive democracy.16

Earlier we argued that government needs to play an important role in any economy, correcting pervasive market failures, but especially in the “creative economy,” e.g., financing basic research and providing high-quality education. Moreover, innovation is always risky, and in societies with better systems of social protection, individuals are willing to take more risk. Also, societies (like some in Scandinavia) in which there are stronger social protections are more willing to expose themselves and their citizens to growth-enhancing risks, such as those associated with openness.

Consider, for a moment, a society in which there is little inequality. The only role of the state, then, is to provide collective goods and correct market failures. A consensus can be developed on what that entails—since interests are aligned.

But this is not so in societies in which there are large inequalities. Then interests differ. Liberals may want to use the state to redistribute income. While ostensibly conservative high-income individuals may claim that they are only trying to prevent such redistributions, a more careful look at the policies they advocate often reveals that they entail redistributions toward themselves; at the very least, they entail ensuring that the government does not ask them to contribute too much for the support of the public good and that it does not
curtail their activities exploiting the poor and extracting for themselves a disproportionate share of public assets. Distributive battles inevitably rage.

Often, the battle takes the form of an attempt to circumscribe government (e.g., an “independent” central bank that is, in reality, accountable mainly to the financial sector, or budget constraints that severely limit the scope of government activity, even when there are very high return investment opportunities in the public sector).

Many in the United States are concerned that the country has embarked on an adverse dynamic, moving it toward an equilibrium in which there will be greater inequality and, as a consequence, toward a less dynamic economy and society. As social protections erode and public investments weaken, including in education, inequality increases. The rich turn to private education, private parks, private health insurance, etc., even though public provision might be far more efficient. Rather than working to improve the efficiency of the public sector, those who seek to limit the scope of government work to tear down the public sector, to undermine its credibility, knowing that if they succeed, then there will be a broader consensus for limiting the role of government and thus limiting the extent to which the government can engage in redistributive activities, even if in doing so, the government is limited in its ability to engage in collective wealth enhancement. As this happens, inequalities increase, confidence in public provision erodes, and the state takes on a less important role. It is problematic to gauge whether, in the end, even those at the top benefit; but what is not questionable is that the vast majority in the society lose out.

A casual look around the world suggests that different societies have taken different courses. The Scandinavian countries, by and large, have limited inequalities, have efficient and large public sectors and high standards of living for the vast majority of their citizens, and have succeeded in creating inclusive dynamic economies and societies. There are important differences among the political parties in these countries, but still, there is a broad consensus about most of the elements of the “social contract.” America in more recent years has taken a different course. The image of a society with a high degree of social mobility is belied by the statistics, which suggest that such mobility is less than in many “old” European countries. The consequences for the United States are decreasing standards of living for the majority of citizens combined with increasing social pathologies.
There is not a consensus about whether government in a large country such as the United States can achieve the efficiency and effectiveness in the public sector approaching that achieved by the Scandinavian countries. But a major import of the analysis of this book is that even if it can’t, it does not mean that markets should be left to themselves. Rather, it means that the instruments have to be adapted to the capabilities of government—and that efforts should be made to improve those capabilities.

3. Concluding Comments

In this chapter we have touched on a broad terrain. Economics, politics, and society are interconnected. Too often, economists have lost touch with these broader dimensions—though we have also argued that much of the conventional wisdom of economists even missed out on the most important economic elements in creating a dynamic and creative society.

In discussing the importance of creating an open, democratic, and inclusive society as necessary conditions for creating a dynamic economy and a learning society, we don’t want to underestimate the importance of these as ends in themselves. Creativity, voice, and security are all important ingredients to individual well-being and a sense of dignity. The central message of the International Commission on the Measurement of Economic Performance and Social Progress was that GDP was not a good measure of well-being, and policies which narrowly focused on increasing GDP were misguided (Stiglitz, Sen, and Fitoussi 2010).

We have not devoted much attention to specific policies by which we can create a more open and inclusive democracy, or by which we might transform society, enhancing the culture of learning. Nor have we explained how the interplay between changes in economics, politics, and technology, on the one hand, and the self-evolution of belief systems on the other led to the evolution of the Enlightenment; that is a subject which goes beyond the scope of this book. Nor have we had much to say about why the principles of the Enlightenment and the associated learning mindset have still not become universally accepted, or why, even in countries where they are generally accepted, there are segments of society within which these views are not widely accepted. What we have emphasized, however, is that beliefs (the learning mindset) affect not only individual behavior but also collective
actions—including policies which affect the extent to which society learns and the pace of economic progress.

We end with two notes. First, we have stressed the importance of equilibrium fictions, beliefs that persist in spite of evidence to the contrary. Two such fictions that have been persistent are (a) the belief in the efficiency of unfettered markets and (b) the importance of “strong” intellectual property rights. (Even the idea that there is such a thing as an unfettered market—that markets could be left to themselves—is a fiction, for markets need rules and regulations, and these rules and regulations have to be agreed to collectively.) The irony is that these beliefs—often held to be at the center of creating a dynamic learning economy—may actually have precisely the opposite effect, especially in developing countries.

Second, while policies reflect societal attitudes, which in turn reflect mindsets of the members of society, they also help shape mindsets. Policies which enhance risk taking may lead to mindsets which are more accepting of risk. Intellectual property regimes which encourage secrecy lead to mindsets which value transparency and openness less.

It is, of course, not just public policies that affect learning and mindsets—so do the decisions made by firms. Firms can decide to cultivate an atmosphere of secrecy, which impedes the flow of knowledge within and between firms, or they can encourage more openness. What matters is not just democracy at the level of the nation, but also democracy within the workplace (see, e.g., Stiglitz 2001a, 2001b). Attitudes that question authority can help create a culture of learning at the level of the firm—and that culture can have society-wide benefits. There are, thus, not just “learning” and “technological” externalities, but “mindset” externalities. While the level of innovation is affected by success in creating a learning environment, some kinds of innovation may be conducive to enhancing a learning environment; others can be adverse. Innovations that strengthen the ability to monitor, for instance, may strengthen hierarchical relationships (see Braverman and Stiglitz 1986).

We have stressed in this book that the decisions taken by firms—including the direction of innovation—are themselves shaped by public policy. As we evaluate the consequences of the various policies discussed in the first twelve chapters of this book, we must be mindful of their long-term effects in shaping our society.

This chapter draws heavily from Stiglitz (2010b) and Hoff and Stiglitz (2010, 2011).
IT HAS been more than sixty years since our teacher Robert Solow showed persuasively that most of the increases in standards of living were due to technological progress and learning, and since Kenneth Arrow began the analysis of endogenous learning. If we were to evaluate the impact of their work by the number of citations—and even more, on the scholarly work that their papers inspired—the influence of their path-breaking insights has been staggering.

But at another level, the impact on the evolution of economics has been disappointing. True, everyone speaks today of the innovation economy or the knowledge economy, and there have been important advances (some referred to in this book) in the analysis of, say, patents and patent races, and network externalities, to take but two examples.

But the full implications of their work for the neoclassical model, which was central, for instance, to Solow’s analysis, have still not been taken on board. And the implications for policy have been even less absorbed into mainstream thinking. This book can be seen as an attempt to fill that void.
Some forty years ago, the revolution brought about by information economics questioned all the standard results and conclusions. Equilibrium might not exist. When it did exist, it could look markedly different from that depicted by the standard model. (Supply might not equal demand. There could be credit rationing and unemployment. Equilibrium might not be characterized by a single price. There might be price dispersions. Price might systemically exceed marginal cost. Market equilibrium was not in general Pareto efficient.) The impact on both theory and policy was profound.

But information can be thought of as a particular kind of knowledge (see Stiglitz 1975a), and we might have expected that the knowledge revolution would have equally profound effects. The objective of this book has been to show the potential that the economics of learning and innovation has for revolutionizing both economic theory and policy. We have questioned, for instance, some of the basic tools used by economists: If most firms are operating below “best practices,” does a production possibilities curve based on the assumption that firms are all efficient—or that their knowledge is fixed—make sense? Is it a useful tool at all?

We have shown that comparative advantage needs to be reexamined, especially in light of the increasing mobility of skilled labor and capital: A country’s long-term comparative advantage is based in part on its comparative learning capabilities.

We have explained why, in a learning economy, there is no presumption that the market economy, on its own, is efficient—in either a static or dynamic sense. Indeed, the presumption is to the contrary. That means that there are policies that can lead to higher sustained growth. But many of the policies that enhance economy-wide learning are the opposite of those derived from the standard neoclassical model. A focus on short-run allocative efficiency may lead to slower growth. Industrial policies—including interventions in trade—will typically be desirable, and they may even be a permanent part of an economy’s policy framework, not just in the early catch-up stage.

We have attempted to provide an analysis of factors that increase a society’s learning capabilities and enhance its learning. This analysis provided us with a new theory of boundaries of the firm—different from that of Coase (1937)—focusing not on minimizing societal transaction costs, but rather on maximizing learning, recognizing that knowledge can flow more freely within a firm.
We have stressed the importance of viewing learning from a societal perspective. Learning externalities are pervasive, and it is a mistake not to take them into account. Firms, of course, do not, and that means there is no presumption that the market equilibrium—where the market draws the boundary of the firm—is efficient or maximizes societal learning. There is even less of a presumption that the attempts of firms to impose barriers on what other firms can learn from them lead to an optimum.

Most importantly, our focus on learning has provided a new prism through which virtually every aspect of policy—indeed, every aspect of a country’s legal framework—needs to be reexamined. And while this is true for all countries, it is especially true for developing countries.

The construction of simple equilibrium models incorporating learning turns out to be a difficult task, because one has to solve simultaneously for market structure and (investments in) learning and innovation. The traditional way that question has been posed, e.g., whether monopoly or competitive structures are more conducive to innovation, is on that account at least partially misleading. (Of course, government can take actions which foster competition, or it can overlook anticompetitive practices.) Beliefs about future growth and industrial structure, moreover, affect current production, learning, and even industrial concentration. We have shown that there may, in fact, be multiple equilibria—a high-growth equilibrium in which it pays to invest a lot in learning today, and as a result there is more growth, and a low-growth equilibrium.

We have examined policies directly aimed at the structure of the economy (like industrial and trade policies) as well as macro-policy. We have also argued that macro-stability is desirable not just because risk-averse individuals dislike volatility, and not just because with higher volatility there may be a larger output gap (a larger gap, on average, between the economy’s potential and actual output) and more inequality,¹ but because macroeconomic volatility creates an environment which is adverse to learning. Whatever benefits might arise from the economic restructuring that economic downturns force upon economies are overshadowed by the costs of the losses in learning and innovation. We have shown how policies like financial and capital market liberalization may not only directly lead to an economic structure which is less conducive to learning, but may also create more macroeconomic volatility, with further adverse effects on learning. We have shown too
how standard intellectual property rights may impede learning. And we have discussed possible reforms in the IPR regime which may be more conducive to learning. Even more importantly, we have argued that IPR needs to be seen within a broader context—that of a national innovation system, in which open source, prizes, and public investments in research and learning need to be given more emphasis, and IPR less.

We have shown too how government tax and investment policies can be used to foster a learning economy and society. But the list does not stop here. Alternative monetary policies and institutions, investment treaties, education and technology policies, legal frameworks for corporate governance and bankruptcy, indeed, the entire economic regime needs to be reexamined and reevaluated through the prism of learning. We have observed that even systems of social protection can affect learning: Investments in learning are risky, and in economies with good social protections, because there is better risk mitigation, individuals can undertake more risk. There can be more learning. Anxiety impedes learning, and good systems of social protection reduce anxiety. A corollary of the analysis of chapter 13 is that more democratic workplaces may be more conducive to learning, and labor laws that promote such working conditions may therefore be more conducive to learning.

Although in this short book we have been able to address only a few of the many ways that policies need to be reexamined from a learning perspective, our analysis has overturned many long-standing presumptions:

- We have shown that there is an infant-economy argument for protection. Protecting a learning sector with large externalities (which we have argued is typically the industrial sector) leads to faster growth and improved welfare and standards of living, and can support convergence between developing countries and the more advanced countries. Not providing such protection can lead to stagnation. It may be desirable to provide this protection even if the economy never fully grows up.
- There are strong arguments for using the exchange rate as an instrument to encourage the learning sector, especially in the presence of restrictions on the use of industrial policy; it may pay even for a developing country to have a trade surplus—the benefits from learning outweigh the costs of forgoing consumption or investment. And it may even be desirable to engage in this intervention forever.
Broader industrial policies are desirable. Industrial policies are not about picking winners, but correcting pervasive market failures, and especially the market failures associated with learning. Such policies should go beyond just creating a business-friendly environment. In some idealized models, we have derived general formulae for the optimal intervention.

Financial and capital market liberalization may have an adverse effect on learning, both because of the resulting weaker flow of funds to firms and sectors where learning and learning externalities are more important, and because such policies undermine learning in the financial sector.

Foreign direct investment can enhance learning, but the extent to which it does will depend on policies, like requirements concerning domestic procurement and employment, which are often criticized within the standard paradigm and often restricted by trade and investment agreements.

Stronger intellectual property rights—and especially poorly designed IPR systems (and the IPR system in the United States, for instance, is not well designed)—can actually impede learning and the creation of a learning society, because they impede access to knowledge, because they encourage a culture of secrecy, which can be antithetical to the openness that facilitates the creation of a learning society, and because the resulting adverse effects on the knowledge pool, which defines the opportunity set facing innovators, discourages investment in innovation.

Three ideas have been key to our analysis. The first we have already referred to: There is no presumption that markets by themselves are efficient. Indeed, while we have highlighted the importance of learning externalities, we have detailed a host of market failures associated with learning. And we have noted that the spillovers from the expansion of industrial firms are not just technological: There are institutional spillovers (e.g., associated with the creation of a financial and educational system), and the revenues raised from the taxation of industry help finance a host of public investment goods that enhance learning and productivity. (Chapter 11 discussed how public investment should be allocated to maximize societal learning benefits.)

We have noted that markets where learning (innovation) is important are likely to be far from perfectly competitive. The only case where,
putting aside various sources of diseconomies of scale, competition is viable in the long run is that where there are perfect learning spillovers. But then each firm will try to free ride on the investments in learning and innovation of others, and there will be an underinvestment in learning.

Indeed, in simple models, the economy converges to a monopoly. (With strong Bertrand competition, in the absence of any offsetting diseconomies of scale or scope, a monopoly may emerge immediately.\(^2\)) We have shown that attempts by Schumpeter and others nonetheless to trumpet the virtues of the market economy have not been totally persuasive. Schumpeter was overly optimistic in emphasizing the temporary nature of monopolies—we have shown that they have the ability and incentives to engage in behaviors which allow their monopoly to persist—with adverse effects both on short-run efficiency and long-run innovation. We have shown that those who, following Schumpeter, suggested that potential competition (competition for the market) was an effective substitute for competition in the market were also wrong. Incumbents can deter entry and maintain high profits. Schumpeterian competition does not lead to an efficient allocation of resources to learning and innovation.

We show that one of Schumpeter’s propositions is, in general, correct: An increase in competition may lower innovation. But the level of innovation under limited competition (including monopoly) may well be (indeed, in general will be) less than is socially optimal. There are government interventions that can improve welfare and innovation. Though the relationship between the level of competition and the level of innovation is a complex one (and varies greatly depending on particular assumptions), we have suggested that perhaps the real reason that competition may be important goes beyond the standard model of profit maximizing firms, focusing on issues of agency, managerial capitalism, and corporate governance.

We have argued, furthermore, that the failures of the market relate not just to the level of learning and innovation but also to the direction. Too much effort is expended to get, and maintain, market power. Too much effort is also expended on circumventing existing patents. There are large divergences, even with well-designed patent laws, between social and private returns.

One of the manifestations of these distortions is that there may be excessive efforts at saving labor and insufficient efforts at protecting the
environment. The result is that the market equilibrium will be characterized by high levels of unemployment—higher than it would be with appropriate government intervention in the innovation process. This distortion is particularly evident in the midst of recession, with high levels of unemployment of unskilled workers, and yet where significant efforts continue to reduce the need for workers.

The second key idea is that we must view markets and government as complements, as working together. It is not a choice of markets or government, but of designing an economic system in which they interact constructively. Indeed, as we have repeatedly emphasized, markets don’t exist in a vacuum; governments set the rules of the game, and how those rules are written is one of the key determinants of whether a learning economy and a learning society get created. Government can, for instance, help correct the “market failures” that we have argued are endemic in a learning economy. It can provide education opportunities that enhance individuals’ capacity and desire to learn. It can provide a system of social protection that provides individuals with the security needed to undertake the risks associated with new ventures. It can support basic research, which underpins the major advances in technology. And it can help prevent the excesses in financial markets that are systematically associated with macroeconomic volatility.

The third key idea is that the design of a learning society is likely to involve complicated trade-offs. We have focused in particular on the trade-off between static efficiency and learning. Many of the policies discussed earlier (including the infant-economy argument for protection) entail a loss in the short run but a gain in the long run. Stronger intellectual property rights, more secrecy, and restraints on the mobility of workers might (all other things being held constant, including the opportunity set facing firms, the pool of knowledge from which they can draw) provide stronger incentives for investments in learning and innovation. But at the same time, they reduce the flow of knowledge; and because knowledge is the most important input into the production of knowledge, they may actually result overall in less learning and innovation, and even less investment in learning.

There are other complex trade-offs. Government can design more finely tuned policies which in principle could, if the government had the requisite information and could avoid the political economy problems associated with vested interests, lead to higher economic growth. But in many societies, the distortions associated with such policies
arising from vested interests have had adverse effects. In such societies, broad-based policies, such as those associated with managing the exchange rate, are preferable to more finely tuned policies.

But the more general lesson that emerges from combining our theoretical analysis with historical experience is this: Political economy considerations should not affect whether economies engage in industrial and trade policies to help create a learning economy; they should influence only the choice of instruments. Many countries have learned how to manage these political economy problems, and these successes provide experiences from which other countries can learn.

Indeed, looking over the wide sweep of history, almost every successful economy has, at one time or another, engaged in the kind of industrial and trade policies which our analysis suggests.

Social innovations are no less important than the technological innovations upon which economists traditionally focus: The progress of human society has as much to do with such innovations—including innovations concerning how to manage large organizations and organizational learning and how to promote societal learning more broadly, including through industrial and trade policies—as it has to do with improvements in technology.

So too, there are complex trade-offs within firms. A centralized and more hierarchical structure may facilitate coordination (leading to a better designed portfolio of research projects, avoiding costly duplication). It may also lower the risk of undertaking bad projects—projects with a low probability of return. But such organizational designs may, at the same time, stifle innovation and make it more likely that good projects get rejected (see Sah and Stiglitz 1985, 1986).

Achieving balance between centralization and decentralization is a challenge which has to be confronted at every level—within the firm and within society as a whole. As we have noted, with pervasive externalities associated with learning and imperfections of information, there is a presumption that decentralized markets will be Pareto inefficient.  

We observed, however, that there again may be multiple equilibria—none of which are efficient; the economy may get trapped in a bureaucratic equilibrium in which innovation is stifled, or in an excessively free market equilibrium, in which imperfectly competitive firms focus innovation on rent seeking.

While we have emphasized the importance of trade-offs, we have also emphasized that there are a variety of policies which can increase both
output in the short run and growth and learning. A poorly designed intellectual property regime combined with ineffective enforcement of antitrust laws could lead to lower output today and lower growth.

Most of this book has employed conventional economic models, for instance, with individuals having well-defined preferences; we have explored the consequences of changing only one assumption—we have assumed that learning (as well as market structure) is endogenous. This book has been an exploration of the profound implications of changing that single assumption. Most of this book has modeled learning in a fairly mechanistic way, keeping within the standard paradigm. Yet, as chapter 13 emphasized, both at the level of the individual and society, what is most important is having a learning mindset. Attitudes toward learning are largely socially determined and are affected obviously by societies’ experiences. But what experiences a country is exposed to and how those experiences are perceived are themselves affected by beliefs. There can be equilibrium fictions—belief systems that persist because they seem to be confirmed by the world as perceived by individuals. While we have only hinted at how beliefs are formed—why dysfunctional belief systems may persist or why, at some time, they may change rapidly—they are at least in part, and perhaps largely, social constructions. Public policies and individual and firm actions are shaped by these belief systems; but at the same time, public policies also shape beliefs. We have noted the irony that certain prevalent beliefs about what is required to create and maintain a learning society may actually impede creating a learning society—that, for instance, beliefs about the importance of strong intellectual property may actually be leading to less openness, creating a culture that is adverse to learning and innovation.

The issues we raise are relevant for all countries, but perhaps especially so for developing countries, as they struggle to close the knowledge gap that separates them from the more developed countries. The Washington Consensus policies, derived from an excessive reliance on the neoclassical model, paid no attention to learning. In focusing exclusively on static efficiency, these policies may have actually resulted in growth and standards of living that were lower than they otherwise would have been. Fortunately, the most successful countries, especially those in East Asia, paid little attention to these policies. Learning was at the center of their development strategies. But unfortunately, not all countries had a choice: Those dependent on the West for foreign
assistance, and especially those in sub-Saharan Africa, had to follow these policies. They experienced as a result low (and often negative) growth and deindustrialization.

Countries might like to pretend that they can avoid the issues that we have raised. Standard policies are complicated enough—why complicate them further by worrying about learning? They might hope that they can avoid, for instance, matters of industrial policy—following the neoliberal doctrines that these are matters to be left to the market. But they cannot. The choice they make in each of the arenas that we have discussed will affect the future growth of the economy.

We end where we began: Increases in standards of living have more to do with learning, the focus of this book, than with allocative efficiency, the subject which has been the preoccupation of economists. That this is so holds out enormous prospects for the well-being of those in the developing world: Accumulating resources is a slow process compared to the speed with which gaps in knowledge can be reduced.

But there is more at stake than just an increase in material standards of living: There are profound differences between a stagnant society and a dynamic one, a society in which individuals are struggling to meet the basic necessities for survival, and a society that enjoys the prosperity that modern technology can provide, enabling individuals to live up to their full potential.

The policies that we have described that can help create a learning economy and society inevitably will shape not just the economy, but society more broadly, for the betterment of both, raising still further living standards now and in the future.
Notes

Preface to the Reader’s Edition

1. The report was published by the think tank Wetenschappelijke Raad voor het Regeringsbeleid (WRR) in July 2013.

Introduction

1. Or, more accurately, if there was innovation, it was exogenous, not affected by what market participants did.

1. The Learning Revolution

1. How they make those choices will, of course, have profound effects on measured growth, since increasing leisure does not show up in conventionally measured GDP (see Stiglitz, Sen, and Fitoussi 2010). This point was emphasized by Keynes (1930). See Stiglitz (2008d) as well as other chapters in Pecchi and Piga (2008).

2. The difference was referred to as the Solow residual. While technical change accounted for most of the residual, there were other factors, including the reallocation of labor from low productivity sectors to high productivity sectors (see Denison 1962).

3. Griliches and Jorgenson’s work (1966, 1967), which entailed using alternative calculations of the value of capital, suggested a much smaller role for technical progress. Further problems were identified in the quantification of labor input, as economists attempted to assess the role of human capital
in economic growth (Klenow and Rodríguez-Clare 1997; de la Fuente and Doménech 2006).

4. There was a large literature describing how new technologies were “embodied” in capital goods. See, e.g., Solow (1962b) and the discussion and references cited in Stiglitz and Uzawa (1969).

5. For any doubters: engage in a thought experiment in which primitive farmers accumulated more hoes, or even built more irrigation canals. If that primitive accumulation was all that had occurred during the past 200 years, standards of living would be incommensurately lower than they are today.

6. As Solow (1956) pointed out, an increase in the savings rate simply leads to an increase in per capita income, not to a (permanently) higher rate of growth. See the further discussion in the next chapter.

7. See Stiglitz (1998c), which describes development as a “transformation” into a society which recognizes that change is possible, and that learns how to effect such changes.

8. This work includes that of Kaldor (1957, 1961); Kaldor and Mirrlees (1962); Uzawa (1965); Nordhaus (1969a, 1969b); Atkinson and Stiglitz (1969); Inada (1963); and Shell (1967) and the papers contained in that volume. This early research addressed not only the question of the rate of technological progress but also the direction (see Kennedy 1964; Samuelson 1965; Fellner 1961; Drandakis and Phelps 1966; Ahmad 1966; and others).

Of course, economic historians have long sought to explain the rate and direction of innovation (see, e.g., David 1975; and Salter 1966). Hicks (1932) made even earlier contributions to this field. More recent work building on these traditions includes Stiglitz (2006b).

9. This work includes the early work of Dasgupta and Stiglitz (1980a, 1980b) trying to endogenize both market structure and the rate of technological progress, subjecting some of Schumpeter’s conjectures to more rigorous analysis. Other work includes that of Gilbert and Newbery (1982). Romer’s (1986, 1990) work provided inspiration for much of the later work in this area. See Aghion and Howitt (1998) and Romer (1994) for surveys.

10. Arrow’s 1962 papers (1962a, 1962b) are the classic references. Key properties of knowledge and its production (knowledge as a public good, nonconvexities associated with the production of knowledge, inherent capital market and risk market imperfections) are discussed at length, with further references. See, in particular, Stiglitz (1987b; based on a 1978 lecture).

11. We do not, unfortunately, use the framework that we develop in this book to answer two key historical questions: What happened to suddenly change the world, to initiate the process of becoming a “learning society”? And why did this process begin where it did and when it did? A few reflections on these questions are contained in later chapters.
12. Gordon “suggests that it is useful to think of the innovative process as a series of discrete inventions followed by incremental improvements which ultimately tap the full potential of the initial invention” (2012, 2).


14. That is, taking into account the costs of creating markets or obtaining information (Greenwald and Stiglitz 1986, 1988).

15. Because industrial policies were often looked upon disparagingly in the years in which neoliberal economic doctrines predominated, some political leaders have looked for other terms to describe such policies, such as “proactive business policies.” Alternatively, they have focused on particular categories of such policies (which typically meet with greater approval), such as export promoting policies. We will stick with the more conventional nomenclature.

16. This perspective was reflected in *Knowledge for Development*, the first World Bank Development Report done during Stiglitz’s tenure as chief economist of the World Bank (World Bank 1999; see also Stiglitz 1998c, 1999b).

17. Most clearly articulated by Samuelson (1948). See also Ohlin 1933.

18. For a more general discussion of leapfrogging (in the context of patent races), see Fudenberg et al. (1983).

2. On the Importance of Learning

1. Later discussion will explain why we also do not believe that these differences can be explained by the usual kinds of static inefficiencies, e.g., those associated with distorted incentives.

2. To be sure, there may be problems of identification—when changes in capital are required to put into place changes in technology.

3. We recognize that the magnitude and sources of China’s increase in productivity have been the subject of some controversy. For a contrary view, see Young (2003), who estimates productivity growth of only 1.4 percent for the nonagriculture sector from 1978 to 1998. There are many pieces of evidence collaborating the rapid increase in standards of living and output, e.g., trade statistics, and we suggest why studies suggesting that total factor productivity growth was low are unconvincing.

4. Studies that suggest that total factor productivity growth has been low typically ignore the lag structure involved in human capita (see, e.g., Fleisher, Li, and Zhao 2010). Moreover, many of these studies simply assume that the factor shares represent competitive returns; in the East Asian countries (and especially China), there is a presumption that that is not the case.
It is hard to reconcile a real return to investment in excess of 10 percent (or even 5 percent) with the patterns of investment, e.g., heavy investment in low-return infrastructure, or investments in U.S. government bonds, yielding real returns that are low or even negative (though the social returns to reserves may be somewhat higher, especially in the early years, when reserves were smaller; chapter 8 presents an alternative explanation for the accumulation of reserves). Studies that suggest low rates of factor productivity growth implicitly are assuming high rates of return to investment (or that is an implicit implication of their econometric analysis).

5. As we emphasize in chapter 3, incentives are relevant not just for investment and labor supply but also for learning.

6. For a recent discussion, see Zhu (2012), who argues that productivity growth has been central to economic growth since 1978. As Zhu notes, China’s capital-output ratio has grown little since 1978. While in the initial period of “reform”—1978 to 1988—productivity growth came from agriculture, but between 1978 and 2007, non-state-sector “productivity growth contributed 2.27 percentage points per year to aggregate productivity growth” (119). As we emphasize later in this chapter, improvements in allocative efficiency result in a one-time gain in productivity, not the persistent improvements that were observed, say, in China. (By contrast, Zhu argues, “Overall, gradual and persistent institutional change and policy reforms that have reduced distortions and improved economic incentives are the main reasons for the productivity growth” [104].)

7. Though some studies do show high levels of TFP (total factor productivity growth) for the manufacturing sector in Eastern European countries, the small size of these sectors meant that there was relatively little impact on aggregate productivity. Brandt et al. (2012) find for 1998 to 2007 (340) “firm-level TFP growth of manufacturing firms averaging 2.85 percent for a gross output production function and 7.96 percent for a value added production function.”

8. In some countries, like the Czech Republic, multinationals did successfully bring in best practices. The highly educated labor force facilitated the requisite learning. In several of the seemingly successful countries of Eastern and Central Europe, the 2008 crisis made it evident that at least a significant part of this was related to a real estate boom/bubble.

9. Persistent differences across regions in many countries (such as Italy) are evidence of the deficiencies in the standard explanations focusing on artificial barriers to the movement of goods, services, or factors.


11. This analysis does not explain the sources of the differences in learning ability. For example, is it due to differences in management/culture or differences in investments in learning?
2. On the Importance of Learning

12. The unemployment rate in the United Kingdom soared from 4.7 percent in 1979 to 11.2 percent in 1986 (OECD 2011), even as industry production, for instance, increased by nearly 5 percent over the same period (after recovering from an initial drop in the beginning of the decade). (World Bank data accessed through Google Public Data Explorer, GDO production, constant 2000 U.S.$, disaggregated by sector, http://www.google.com/publicdata/directory, accessed February 26, 2013.)

13. One alternatively might have argued that the strike provided greater incentives for efficiency. But if that were the major explanation, why hadn’t management adopted incentive structures to encourage these greater efficiencies, which would have saved enormous amounts of labor? The savings would have provided more than adequate compensation for the additional effort. Moreover, this and similar episodes exhibit hysteresis effects: once the organization has learned how to be more productive, productivity remains at relatively high levels even after the exigency which gave rise to the productivity rise is resolved.

14. A single episode of a productivity increase might be attributable to the removal of a static inefficiency; repeated increases should be seen much more as evidence of episodic learning—including possibly learning about how to remove certain static inefficiencies.

There are often periods of negative productivity change. Such periods reinforce the conclusion that much of the action in productivity occurs well inside the production possibilities curve.

15. Interestingly, some of the learning involved learning from foreign firms, e.g., about quality circles and just-in-time production (see, e.g., Nakamura, Sakakibara, and Schroeder 1998).

16. Total investment in the United States held steady at between 18.6 percent and 20.9 percent between 1995 and 2001, beginning at 18.6 percent and ending the period at 19.3 percent. From 1981 to 1994 it ranged from 17.1 percent in 1991 to 22.3 percent in 1984, tending to decrease over the period (see the World Economic Outlook database of the International Monetary Fund, available at http://www.imf.org/external/pubs/ft/weo/2012/02/weodata/index.aspx). Gross expenditures on R & D during the same period increased slightly from 2.5 percent to 2.7 percent; from 1981 to 1994 it ranged from 2.3 percent to 2.8 percent (see the indicators of the National Science Board, available as table 4-19 at http://www.nsf.gov/statistics/seind12/c4/c4s8.htm#top, accessed February 26, 2013).

17. Some of the learning was related to computerization; some of the learning was learning how to exploit differences in costs between, say, the United States and China by constructing a global supply chain.

18. With monopolies in the consumer goods industries, the economy still operates along the production possibilities curve, but not at the point along that curve which maximizes societal welfare. With monopolies or imperfections
in competition in inputs, however, the economy will not operate along the production possibilities curve.

19. We do not explore here those distortions or their interactions with learning and productivity growth. Our 2003 book lays out our interpretation of these macroeconomic disturbances. In Greenwald, Salinger, and Stiglitz (1990), we lay out the links between productivity growth and the business cycle (see also Stiglitz 1994c, 2006b; Greenwald, Levinson, and Stiglitz 1993).

3. A Learning Economy

1. In particular, beginning with the work of Stiglitz (1975a, 1975b), Rothschild and Stiglitz (1976), Akerlof (1970), and Spence (1973).

2. Hayek (1945) called attention to the problem of dispersed information—explaining it was precisely because information was so dispersed that central planning could never work. But somewhat inconsistently, he believed that the price system provided an efficient way of aggregating and transmitting information. As Stiglitz (1994c) has argued, if that were the case, then market socialism would have worked. Hayek never formalized his ideas. Later Chicago economists put forward the efficient markets hypothesis, but they too never created formal models to see whether markets efficiently aggregated and transmitted information. Grossman and Stiglitz (1976, 1980) showed that, in fact, they did not. The crisis of 2008 should have settled any lingering doubts about the efficient markets hypothesis.

3. Though, of course, there were other reasons for the failure of our regulatory system, e.g., related to special-interest politics.

4. The concept of learning to learn was developed in Stiglitz (1987a).

5. In 1977 Paul MacCready won the £50,000 Kremer prize offered by the Royal Aeronautical Society for a human-powered airplane with his Gossamer Condor (see http://aerosociety.com/About-Us/specgroups/Human-Powered/Kremer).

6. See Kanbur (1979) and Kihlstrom and Laффont (1979) for the canonical presentation of entrepreneurship in the setting of occupational choice. Emran and Stiglitz (2009) explain why competitive markets may do a bad job learning about who are good entrepreneurs.

8. Arrow’s work also gave rise to an extensive theoretical literature. See, in particular, Spence (1981); Fudenberg and Tirole (1982); Jovanovic and Lach (1989); Malerba (1992); Lieberman (1987); Leahy and Neary (1999); Ghemawat and Spence (1985); Young (1991, 1993); and Dasgupta and Stiglitz (1988a). Some of these papers assume market structures that could not plausibly survive in the long run.


10. By the same token, societies (individuals) can develop capacities for learning how to use their leisure well, or they can enhance their capacities to enjoy consumption goods. (This can be thought of as improving individuals’ capacities to translate inputs of time and goods into “enjoyment.”) Thus, learning also can have large effects on consumption behavior (see Stiglitz 2008d).

11. See, in particular, the appendix to chapter 4 in the unabridged version of this book.

12. An interesting aspect of a failure to adapt is that the school year in many countries is still related to the agricultural calendar—decades after that sector’s decline to but a few percent of the labor force.

13. While we emphasize in this book technological knowledge, which enhances the ability to transform inputs into outputs, at every level there are other forms of “learning,” e.g., changes in institutions or changes in beliefs, say about the way the economy or society functions. As we explain later, such changes in beliefs may not be based on an accurate analysis of the world and may in fact be counterproductive in terms of creating a learning society (see, e.g., Hoff and Stiglitz 2010, 2011; and the papers cited there).

14. Famously, Google has had a policy of allowing employees to dedicate 20 percent of their workweek to pursuing independent projects.

15. There is a small, but important, literature on an economy’s innovation system (Nelson 2004; Nelson and Winter 1993; Freeman 1987; Lundvall 2010). There is also some writing on the “creative economy” (e.g., Florida 2002). Closer to what we have in mind is the work on, for example, agglomeration externalities. Moretti (2011), in his survey, groups the sources of agglomeration externalities in local markets into three broad bins: thick labor markets, thick markets for intermediate inputs, and knowledge spillovers. We might think of the latter as (in our vocabulary) “learning spillovers.” Moretti provides references for the current state of knowledge about learning.

16. Earlier, we noted another aspect of learning—learning the comparative advantages (skills) of different individuals. This is a central function of educational systems and is referred to as “education as a screening device.” Because of marked differences between social and private return to such screening, market allocation of resources to such screening are not efficient (see Stiglitz 1975b, 2009).
There are other differences between young and old that may affect learning behavior. The major asset of the young is their human capital, and there is considerable uncertainty about the value of their human capital. One rational response (but not the only possible response) to this uncertainty is to increase investment in learning.

The new learning may, in fact, make the knowledge of those who are older obsolete. While, in the context of the standard competitive paradigm, individuals take the value of assets (including human capital) as given, in the small-scale microeconomics of the workplace, an increase in knowledge (learning) by one party can affect the value of human capital of others.

It is worth noting that similar considerations may have played an important role in explaining some of the differences in the transition from communism to the market between, say, Russia on the one hand and Poland on the other. Russia had large, centralized firms, and these were, for the most part, retained as part of the transition. These firms were dominated by older managers. In contrast, Poland had more medium-sized firms and divided more of its large firms up in the process of the transition, providing a greater role for younger managers (see, e.g., Stiglitz 2002a, 2000c; Ellerman and Stiglitz 2000, 2001).

Letter from Isaac Newton to Robert Hooke, February 5, 1676.

Many in the developing world believe that the intellectual property regime adopted as part of the Uruguay Round trade negotiations impeded development because it impeded access to knowledge. Subsequently, in 2004, the World Intellectual Property Organization (WIPO) called for a developmentally oriented intellectual property regime, one in which access to knowledge for developing countries would be pivotal.

Moreover, transportation systems are often centered around national hubs. It is easier to move within a country. Institutions and institutional knowledge are also likely to be local.

We again note that not all ideas are actually conducive to learning. As we argue extensively in this book, Washington Consensus policies which spread through globalization may have impeded learning.

This has provided one of the rationales for why advocates of trade liberalization, such as Grossman and Helpman (1991), suggest that enhanced trade will lead to more learning. As we explain later, there may be other, more than offsetting, effects.

But again, the effects can be ambiguous, as individuals are able to create on the Internet communities of like-minded people, reducing the exposure to new ideas (see Sunstein 2001).

The ideas in this paragraph are developed more extensively in Stiglitz (1998c). Chapter 13 (based on Hoff and Stiglitz 2010, 2011) elaborates on the role of cognitive frames and how they are shaped.
3. A Learning Economy

27. There were, of course, both technological and institutional changes, but they occurred very slowly. There were slow changes in farming technologies that evolved over time. The new world provided new crops, the use of which spread gradually over the entire world. In their time, feudalism and its end, and slavery and its end, represented important institutional changes. The enclosure movement was another institutional change with profound consequences. Many of the changes in technology and institutions were precipitated by exogenous events, such as the Black Plague (see, e.g., Ruttan and Hayami 1984).

Clearly, the Enlightenment helped create the cognitive mindsets that were conducive to innovation and change. Joel Mokyr (2009) suggests that the reason the Industrial Revolution began in England, rather than somewhere else in Europe, has a lot to do with social mindsets, e.g., the belief in the possibility of progress and social norms of honest dealing among businessmen.

28. This is, of course, a simplification. Conniff (2011) writes that this image of Luddites was due to particularly skillful branding, and that in reality the Luddites were not against machines, but “confined their attacks to manufacturers who used machines in what they called ‘a fraudulent and deceitful manner’ to get around standard labor practices.”

29. According to a recent Pew Poll, a third of Americans do not believe there is solid evidence the earth is warming, and nearly 60 percent do not think that warming is mostly because of human activity (Pew Research, 2012, “More Say There Is Solid Evidence of Global Warming,” October 15, http://www.people-press.org/2012/10/15/more-say-there-is-solid-evidence-of-global-warming/). And according to a Gallup poll, nearly 50 percent of Americans do not believe in human evolution (http://www.gallup.com/poll/155003/hold-creationist-view-human-origins.aspx, accessed February 26, 2013). If it is difficult to change people’s beliefs about matters on which there is such overwhelming scientific evidence, it should be obvious that beliefs about our social and economic system may persist, even in the face of considerable evidence to the contrary. (Beliefs about markets being efficient and stable provide but one instance. While there was a wealth of theory, empirical evidence, and historical experiences suggesting otherwise before the 2008 crisis, it is remarkable how that crisis left the beliefs of so many adherents of “market fundamentalism” essentially unshaken.)

30. The ideas in this and the following paragraphs represent joint work with Karla Hoff and are elaborated in Hoff and Stiglitz (2010, 2011).

31. But that doesn’t fully explain why these ideas are adopted by some individuals and groups and rejected by others. Chapter 13 provides a partial explanation.

32. While there are some immediate and important policy implications of these observations, we are not able to pursue them further in this book.
33. These ideas are developed more extensively in Stiglitz (1995b) and Sah and Stiglitz (1987a, 1987b).

34. They are also examples of ideas that are hard to protect with patents, though in some cases, America’s business-process patents attempt to do so.

35. We do not comment here on whether their empirical approach really does capture fully the set of related capabilities. Since their work (see also Hidalgo and Hausmann 2009), alternative approaches to characterizing the product space have been explored (see, e.g., Pietronero, Cristelli, and Tacchella 2013). The effects of an improvement in one sector on other sectors depends not just on the similarity of those sectors, but on the institutional arrangements, e.g., providing scope for exploiting linkages. Thus, the fact that natural resource sectors have traditionally not been closely linked to other sectors may be partly a result of the absence of effective industrial policies and the exploitive relationships often evidenced in that sector.

36. See chapters 4 and 9 for further discussions of why geography matters.

37. This section draws heavily upon Hoff and Stiglitz (2010, 2011).

38. There is now a large literature in behavioral economics (with origins in psychology) based on these ideas, including the role of framing and biases in perceptions (see Ariely 2008; Thaler and Sunstein 2008; Kahneman 2011).

39. See Kindleberger and Aliber (2005). The most recent example is, of course, the real estate bubble that led to the Great Recession of 2008. As Stiglitz (2010b) explains, it is hard to reconcile behavior observed there with any notion of rationality (see also Holt 2009).

40. It is only, however, one determinant of learning, as evidenced by beliefs in evolution. While there is a correlation between beliefs in evolution and education and income, the United States stands out as a country with beliefs in evolution that correspond to those of far poorer and less-educated societies. For example, a survey by the British Council and the market research company Ipsos MORI reports that about 33 percent of Americans “agree the scientific evidence for evolution exists.” This is a lower percentage than Argentina, China, India, Mexico, or Russia. See “God or Darwin? The World in Evolution Beliefs,” Guardian, July 1, 2009, http://www.guardian.co.uk/news/datablog/2009/jul/01/evolution.

41. Bénabou (2008b) and Bénabou and Tirole (2006) see individuals as having the ability to choose their preferences (beliefs) so as to maximize their (meta-) utility. Our emphasis, in contrast, is on the social construction of preferences—where “outside” influences play a central role. The individual does not choose their preferences (beliefs) in isolation.

42. Some of what we are saying here can be expressed in terms of standard Bayesian inference: individuals often hold strong prior beliefs, so strong that new information has little impact on posteriors. The literature
on confirmatory bias suggests that priors may be held with far greater conviction than can be justified.

43. This is what Hoff and Stiglitz (2010) refer to as “uber-ideologies.” Gramsci argued that “The claim presented as an essential postulate of historical materialism, that every fluctuation of politics and ideology can be presented and expounded as an immediate expression of the [economic] structure, must be contested in theory as primitive infantilism . . .” (1971: 407).

44. These beliefs are held in spite of overwhelming evidence to the contrary. For instance, the bipartisan National Commission on the Causes of the Financial and Economic Crisis in the United States, 2011, agreed, with one dissent, that government efforts to encourage housing among the poor were not responsible for the crisis. Stiglitz (2010b) presents further evidence: not even the default rates on CRA lending (lending directed at poor communities) was higher than that on other lending. Another example is provided by the electricity shortages that developed in the early years of this century in California. Believers in free markets were quick to blame government regulations, particularly those associated with the environment. The real culprit, it turned out, was Enron’s manipulation of the electricity market. When the market was re-regualated to prevent such manipulation, the shortage miraculously disappeared.

45. Many years ago, Tibor Scitovsky (see, e.g., Scitovsky 1986) described the drivers of human behavior—including the quest for excitement. See also Bénabou and Tirole (2003).

46. See, in particular, the important work by Hoff (1997). Later work has elaborated on her ideas (see, e.g., Hausmann and Rodrik 2003). Experiments are an important part of the learning strategies of some firms. Hal Varian (2011), chief economist at Google, reports in a letter to the Economist, “Last year at Google the search team ran about 6,000 experiments and implemented around 500 improvements based on those experiments. The ad side of the business had about the same number of experiments and changes. Any time you use Google, you are in many treatment and control groups. The learning from those experiments is fed back into production and the system continuously improves.”

47. For an elaboration of this argument, see Emran and Stiglitz (2009).

48. Interestingly, the price system typically doesn’t even work in the context of firms interacting with each other, simply because it is too difficult to value each individual patent. Often firms create patent pools, agreements to allow each other to make use of certain patents. (Such patent pools can often serve as effective barriers to entry, making it more difficult for firms that are not part of the agreement to enter the market.)
49. The parties to the contract obviously view these provisions in this way. But contract provisions which may be in the private interests of the contracting parties may not be socially desirable (see Greenwald and Stiglitz 1986).

50. We note again, though, that our approach has questioned the relevance of the standard formulation of the production possibilities curve.

51. Some individuals may have an ability to learn quite generally, while others have developed more focused capacities. A well-structured learning society would recognize these differences.

4. Creating a Learning Firm and a Learning Environment

1. That is, it is hard to write good incentive-compatible innovation contracts. For instance, when a firm fails to produce a promised innovation, it is difficult to establish whether it was because of lack of effort or because of the intrinsic difficulty of the task. Cost-plus contracts, or other contracts designed to share the risk of the unknown costs required to make an innovation, have their own problems (see, e.g., Nalebuff and Stiglitz 1983a).

2. An alleged major disadvantage of firms is that transactions within firms are typically not mediated by prices, with all of the benefits that accrue from the use of a price system. But if the benefits of using prices exceeded the costs, firms presumably could use prices to guide internal resource allocations, and some enterprises do so, at least to some extent.

3. For instance, Sah and Stiglitz (1985, 1986) show that the hierarchical decision making which often characterizes large corporations leads to a greater likelihood of rejecting good projects but a smaller likelihood of accepting bad projects. But they go on to show how committees, “polyarchies,” and more complex decision-making structures (e.g., polyarchies of hierarchies) can lead to improved decision making with fewer bad projects accepted and more good projects (see Sah and Stiglitz 1988a, 1988b). Large organizations may similarly encounter problems in choosing successor management teams. Sah and Stiglitz (1991) analyze the problem and show how it may be addressed.

4. For a discussion of convergence in productivity across industrial firms, see Rodrik (2013). His results stand in contrast to those presented in chapter 2.

5. For a brief discussion of Xerox, see Wessel (2012).

6. There are exceptions, including the increase in productivity in the U.S. recession that began in 2008. While there are several explanations of this distinctive aspect of the downturn, one is the increasingly short-sighted behavior of firms which ignores the long-run costs of firing or laying off trained workers. In that case, it will still be true that there will be long-run adverse effects of the downturn on productivity. In the Great Depression, productivity growth
also appears to have been quite high, in part due to important investments made by government (including in transportation; Field 2011).

7. This is, of course, consistent with standard results on unit roots (see Dickey and Fuller 1979; Phillips and Perron 1988).

8. For a more extensive discussion, see Stiglitz (2002a).

9. This can be put slightly differently: With capital (debt and equity rationing), the shadow price of capital often increases dramatically in recessions (see Greenwald, Stiglitz, and Weiss 1984; Greenwald and Stiglitz 2003).

10. To identify the effects of the reduced cash flow on firm investment, including investment in R & D, they focus on two situations where changes in cash flow or net worth might be uncorrelated, or negatively correlated, with future expectations. The first study focused on the automobile industry in the United States, particularly in the aftermath of the oil price shocks. Each of these shocks had strongly adverse effects on sales of American automobiles, particularly since they were not as fuel efficient as foreign cars. On the other hand, assuming that American firms could acquire the technological know-how to construct fuel-efficient cars, these oil price shocks should have increased the level of expenditures on R & D. For the unexpected changes in factor prices meant that, while the industry had gone far along the learning curve for large cars, they were still at the beginning of the learning curve for fuel-efficient cars. But the decrease in cash flow had an immediate and direct negative effect on those R & D expenditures, and those firms that were hit the hardest reduced their expenditures the most. Our econometric study corrected for the effect of future sales expectations, and even taking this into account, the effect of cash flow changes on R & D expenditures was significant.

A second study focused on the airline industry in the aftermath of deregulation, which increased competition, lowered prices, and adversely affected cash flows. But the increased output meant that the return to reducing the cost per passenger mile was increased. The evidence was consistent with a dominant role played by cash constraints: The rate of productivity increases declined after deregulation, and those airlines whose cash positions were more adversely affected had the most marked effect on their rate of productivity increase.

Other studies have corroborated these findings. Hall (1992), based on earlier work (Hall 1990, 1991), shows in a large panel of U.S. manufacturing firms during the 1980s that firms that took on more debt subsequently reduced both investment and R & D. In the approximately 250 firms that increased their debt by at least one-half the book value of the capital stock during one year, the decreased R & D expenditures were large enough to account for a reduction in private industrial R & D spending in the United States of 2.5 percent, about one billion 1982 dollars.

11. These effects may be in evidence even in somewhat milder downturns (see Greenwald and Stiglitz 2003; Filippettia and Archibugia 2010; OECD 2009).


2. This discussion draws heavily upon Stiglitz (2010c).

3. The imperfections of capital markets go deeper: To get a loan, the innovator has to describe to the creditor his project; but the innovator worries that should he do that, the creditor may be able to steal his idea, or build on his idea to create a still better product. Thus, the struggle to appropriate returns from an idea runs into conflict with the necessity to get funding from others (whom one may not be able to trust).

4. It should be remembered too that the antitrust movement of the progressive era focused as much on the political consequences of trusts—the concentration of power—as on the economic consequences, which got fully explicated only with the development of the modern theory of monopoly.

5. As we noted in the previous chapter, Schumpeter even thought (incorrectly in our view) that recessions could have salutary consequences.

6. That is, of course, now changed. The large increases in inequality over the past quarter century mean that even significant increases in average incomes may not be accompanied by reductions in poverty (see Stiglitz 2012b).

7. And eventually, Google’s Chrome. In some ways, this experience is partially consistent with Schumpeter’s view: While Microsoft has remained the dominant PC operating system for more than three decades now, its dominance in the browser market was much more short-lived.

8. See also Gilbert and Newbery (1982).

9. See, e.g., Baumol (1982); Baumol, Panzar, and Willig (1982); and Martin (2000). The implication was that the “contestable equilibrium” was the same as a constrained Pareto optimum, where lump sum taxes and subsidies (or, more broadly, cross-sector subsidies) were not feasible and where each enterprise had to at least break even. But even if lump sum taxes and subsidies are not available, government interventions, even if restricted to commodity taxes and subsidies, are still desirable (see Sappington and Stiglitz [1987]).

10. Similar results can arise even in the absence of irrationality. If each potential researcher draws randomly from a sample indicating the likelihood of success (the cost of achieving success), then those who get the most favorable draw will undertake the project. (This will be true even though they realize that it is likely that they have enjoyed a more favorable draw than others. The recognition that this is the case will lead them to have a higher threshold before
undertaking the project. The reasoning here is parallel to that of the winners’ curse in auctions.)

11. There is extensive literature modelling the various ex ante and ex post competition affects. See, e.g., Aghion, Akcigit, and Howitt (2013); Greenwald and Stiglitz (2014a–c); Gilbert (2006); Vives (2008); and Stiglitz (2014a–e). To our knowledge, there is no model that incorporates all of these effects.

12. The distortions associated with monopolies in the context of imperfect information are more extensive, as they attempt to engage in price discrimination, extracting as much of the consumer surplus as they can (see Stiglitz 1977; Stiglitz 2009, intro. to part 2).

13. Nalebuff and Stiglitz (1983a, 1983b) have shown that well-designed compensation schemes may base pay on relative performance. Indeed, a well-designed contest with just two contestants may, in some circumstances, be optimal.

Patent races can be viewed as a contest: The first to make the discovery gets the prize. But as we have already noted, patent races don’t always work as they should to spur innovation; indeed, as we shall shortly discuss, they may even slow down the innovative process. There are also better ways to spur innovation—even using contests with well-designed prizes. The right to be a monopolist is a prize but one that distorts the economy. See chapter 12 and the references cited therein.

14. A caveat: as we explain, what matters are marginal returns, and marginal returns may be increased even though average returns are reduced.

15. Aghion et al. (2013) have emphasized this effect, which they refer to as the business stealing effect. Actually, rent stealing has long been recognized as a central feature in markets with imperfect competition (see note 21 in this chapter), and it manifests itself in a number of ways. The common pool effect described in the next sub-section can also be viewed as a specific manifestation of rent-stealing.

16. There are many dimensions to a patent system, so that it is not always possible to identify when one patent system is stronger than another. The features of the patent system most relevant for our discussion here are those that affect the ability of a firm to “enclose” knowledge that would otherwise have been in the public domain (see Boyle [2003], Heller [1998], and Heller and Eisenberg [1998]) and those features that force the firm to contribute more to the knowledge pool through disclosure (see chapter 12).

17. Some of the adverse effects associated with, say, the U.S. patent system could be ameliorated by patent reform. Others could not. There is an extensive literature detailing the adverse effects of the patent system on follow-on innovation. A recent dramatic example is provided by the patent on the BRAC genes (which play a critical role in determining the likelihood that a woman...
gets breast cancer). Before the U.S. Supreme Court ruled against the patenting of genes, Myriad, the patent holder, suppressed the development of better tests for identifying the presence of the gene.

18. There is a large body of research on each of these topics and several overall assessments of the contribution of the patent system to innovation. See, e.g., Boldrin and Levine (2013), Greenwald and Stiglitz (2014a, 2014c), Heller and Eisenberg (1998), Huang and Murray (2008), Moser (2013), and Williams (2013). On the subject of patent thickets and hold-ups, see, e.g., Shapiro (2001, 2010). It appears that the patent thicket is a particular problem in certain sectors, e.g., software and nano-technology. See European Commission (2008), Clarkson and DeKorte (2006).

Most recently, Goldstone (2014) notes that the attempt by the Wright brothers to inhibit follow-on innovation had a disastrous effect on the development of the American airplane industry—so much so, in fact, that at the onset of World War I, no American plane was good enough to go into combat. The industry developed only after the government insisted on cross-licensing.

19. Chapter 12 emphasizes other adverse effects of the patent system—effects which impede the creation of a learning society—and some of these effects may be worsened with an increase in ex ante or ex post competition. The patent system can encourage secrecy, interfering with the “open architecture” which is the hallmark of successful research within academia.

20. In the case of a linear demand curve, the output of each firm is two-thirds that of the monopolist. For a more extensive discussion, see Vives (2008) and Stiglitz (2014c).

21. Dixit and Stiglitz (1977) showed that the market equilibrium was efficient while there was monopolistic competition with free entry, all firms facing the same fixed costs of entry, symmetry, and constant elasticity of demand curves (and no learning). When these idealized conditions were dropped, the market equilibrium became inefficient. One of the reasons for this inefficiency was that some of the rents accruing to one firm (constituting its incentives for entry) were stolen from other firms and did not represent a net increase in consumer welfare.

22. There is a marked difference, however, between the level of innovation under Bertrand competition and the socially optimal level when research is financed out of a lump sum tax. For when research is financed out of a lump sum tax, the price charged will be that associated with the (lowest) marginal cost of production, rather than the lowest marginal cost of production controlled by another firm. Because the price will be lower, the output will be higher, and the value of a cost reduction will be greater.


6. The Welfare Economics of Schumpeterian Competition

1. See Greenwald and Stiglitz (1986), who develop the concept of constrained efficiency, i.e., taking into account the existing differences in information and the costs of acquiring and producing information. Beginning in the late 1960s, Stiglitz had explored the nature of the inefficiencies which arise when there is imperfect information and incomplete risk markets. Stiglitz (1975b) showed that there could exist Pareto inferior equilibria, and Newbery and Stiglitz (1982) showed that trade restrictions could make everyone in all countries better off. Stiglitz (1972, 1982a) showed that stock market equilibria were in general not (constrained) Pareto efficient—Diamond’s (1967) earlier result suggesting that they were rested on the special assumption that there was only one commodity, no bankruptcy, and highly restricted specifications of risk. Our 1986 paper in a sense provided a general formulation that embraced these and other earlier studies. (Arnott, Greenwald, and Stiglitz 1994 provides an alternative general formulation. See also Stiglitz 2009.) We extended our generic 1986 results to search and other models in 1988.

2. This was one of the central points made in Stiglitz’s 1974 lecture before the Association of University Teachers of Economics in Manchester, U.K. (Stiglitz 1975a). In November 1978, he elaborated on the problems arising from the public-good nature of knowledge in a lecture to an InterAmerican Development Bank–CEPAL meeting in Buenos Aires (published later as Stiglitz 1987b). Knowledge is a special kind of public good—a global public good, the benefits of which could accrue to anyone in the world. After developing the concept of international public goods in an address to a UN meeting in Vienna (Stiglitz 1995b), Stiglitz (1999a) applied that concept to knowledge.

3. As we commented earlier, and we elaborate on later in this chapter and elsewhere in the book, this is true so long as there are not other market failures. Pervasive rent seeking in some innovation sectors may lead to excessive expenditures on some forms of research.

4. One should, perhaps, not put too much emphasis on the fact that these individuals did not appropriate the full benefits of their innovations. There is little evidence that they would have worked any harder with fuller appropriability. Discussions among economists focus on economic incentives; these may be far from the most important determinants of learning and innovation, as we noted in chapter 3.

5. This result provides a telling criticism of aggregate endogenous growth models that have assumed competition. Only the limiting case of perfect spillovers is consistent with full competition, but then there will be little incentive for engaging in R & D or investing in learning (Romer 1994; Stiglitz 1990). Romer’s use of Dixit and Stiglitz (1977) preferences provides a simple parameterization within which one can incorporate long-run dynamics in a model
with imperfect competition. As Dixit and Stiglitz note, however, that utility function has some very special properties, and one should be careful about using that utility function, especially for making welfare assessments, e.g., on the optimality of the number of firms (diversity) in the market equilibrium. Alternative specifications can give markedly different results. See, e.g., Stiglitz (1986b).

6. Given the lower level of production, however, the level of investment in learning/R & D may be optimal. When we say that there is less learning under monopoly, we mean less learning than there would be in a first-best situation where the level of output was optimal and the level of learning reflected that higher level of output. It can also be shown that the level of learning is less than it would be in the second-best situations where there is government intervention, through subsidies, even when there are costs to raising the taxes required to finance those subsidies.

7. Optimal learning may involve producing at a loss, necessitating borrowing (see Dasgupta and Stiglitz 1988a).

8. This is an explanation of the high observed average returns to investment in technology (see Council of Economic Advisers 1995).

9. For a more extended discussion of these issues, see Stiglitz (2006a, 2008b, 2013b).

10. It should also be emphasized that sometimes later arrivals to the market can be in an advantageous position because they can learn from the first firm, avoiding, for instance, some of the mistakes that may have harmed its reputation. Sony’s Betamax lost out to a VCR technology that arrived later.

11. See the discussion in chapter 12. Boyle (2003, 2008) refers to the patenting of knowledge that was previously in the public domain as the enclosure of the commons.

12. We noted in chapter 4 that this plays an important role in the determination of the boundaries of firms; within a firm, knowledge moves more freely than it does across boundaries.

13. There is an analogy to fishing from a common pool: free entry can result in excessive entry, so that in equilibrium the steady-state flow of fish is lower.


15. These problems are exacerbated by the fact that the “boundaries” of knowledge are often hard to define precisely. This and the more general problem of the patent thicket are discussed more extensively in chapter 12.

16. These problems can be exacerbated by other deficiencies in the market. Compensation schemes that reward individuals on the basis of relative performance encourage “herding” behavior, where individuals do what others are doing (see Nalebuff and Stiglitz 1983a).
17. In chapter 12, we describe in greater detail the problems that arise in the context of what has been called the patent thicket.

18. The discussion of this section borrows from Dasgupta and Stiglitz (1988a).

19. Inappropriately designed intellectual property regimes can actually inhibit innovation. (See the discussion in chapter 12.)


21. For a more extensive discussion, see Stiglitz (2010b).

22. Greenwald and Kahn (2009) have shown that most of the decrease in manufacturing employment, at least prior to 2000, was a result of improvements in technology (rather than globalization).

There is a large literature supporting the view that innovation in the United States has been “skill-biased.” See, e.g., Greiner, Rubart, and Semmler (2003); Goldin and Katz (2008); Autor and Dorn (2013); Autor, Levy, and Murnane (2003); Autor, Katz, and Kearney (2008). Still, movements in wages, wage differentials, and factor shares may not be well explained by theories of skill-biased technological changes. See Shierholz, Mishel, and Schmitt (2013).

23. This analysis is based on Stiglitz (2014d), which builds on Stiglitz (2006b), which itself builds on a large literature on factor-biased induced innovation, going back to Ahmad (1966), Drandakis and Phelps (1966), Fellner (1961), Kennedy (1964), and Samuelson (1965), with antecedents in the literature in economic history (e.g., Salter [1966]; Habakkuk [1962]).

24. See J. Hicks (1932) for a discussion of a typology of innovation. We use the terminology of “factor augmenting” technological change, where technology improvements result in, for example, one worker doing what two workers formerly could do. The demand for labor at the old wage will be reduced if the elasticity of substitution is sufficiently low.

25. Stiglitz (2014d) shows that this is true so long as the elasticity of substitution between labor and capital is less than unity. The more general result is that the market’s factor bias is not optimal. When the elasticity of substitution is greater than unity, the long run equilibrium may not be stable; too high of a ratio of effective capital to labor ratio results in a larger share of capital, which leads to a high level of capital augmenting technological progress, which leads to an even higher share of capital.

26. There are other interpretations, discussed briefly. It seems, for instance, that at times wages did not fully adjust and that at times, as a result, firms had difficulty hiring workers. This will result in the shadow wage exceeding the market wage.
27. We also note that the dynamics can be markedly different from those of the standard Solow model, where convergence to equilibrium is monotonic. As we showed in the appendix to this chapter that was included in the unabridged version of this book, convergence is oscillatory. We note, however, that the smooth convergence to the steady state in the Solow model is a function of its extreme simplifying assumptions. Other slight modifications (vintage capital, savings depending on the distribution of income) can also lead to more complicated dynamics. See, e.g., Akerlof and Stiglitz (1969); Cass and Stiglitz (1969); or Stiglitz (1967).

28. This is consistent with the evidence on the stagnation of median wages in the United States over a span of more than forty years and a decline in wages of unskilled workers (e.g., workers with only a high school education).

29. For a more extensive discussion of the issues raised, see Stiglitz (2010b).

30. For a more extensive discussion of these ideas, see Stiglitz (1975a, 1994c, 2010a).

31. We noted earlier that the firms that went bankrupt in Korea were not on average less productive than those that did not.

32. Even more so in countries, such as the United States, where those with money have disproportionate weight in the political process.

33. This section is based on Stiglitz (2014e) and includes passages taken from that paper.

34. In 2013, the United States ranked #5, Sweden #12, and Norway #1; in the perhaps more relevant (as a measure of wellbeing) Inequality-Adjusted Human Development Index, the United States ranked #27, Sweden #7, and Norway #1.

35. According to OECD data from 2012. And taking into account some of the measurement problems noted by the Commission on the Measurement of Economic Performance and Social Progress, the United States probably had an even smaller GDP per hour worked.

36. The interpretation of such data are open, of course, to multiple interpretations. The numbers can depend on the degree of vertical integration. (If there are some parts of the production process with higher value added per worker, a country specializing in those stages of production might appear to have higher productivity, even though productivities in comparable tasks are identical.) The numbers can also depend on the mix of skilled vs. unskilled workers. (Obviously, a firm or country that chose to use unskilled workers would have a lower productivity per worker, but just as high of a total factor productivity.)

Data on GDP per worker (which avoid some of these issues) are equally plagued by multiple interpretations, particularly related to the fact that GDP is not a good measure of economic performance, e.g., because of problems associated with health care and “defense” spending. See, e.g., Stiglitz, Sen, and Fitoussi (2010).
6. The Welfare Economics of Schumpeterian Competition

37. And for good reason, related to an assessment of the costs and benefits of patents.

38. Though Mazzucato (2013) persuasively demonstrates the limited role of the venture capital industry in innovation. The venture capital industry is a very small part of the financial sector and was adversely affected by the global financial crisis which was brought on by the dominant part of that sector. Kaplan and Lerner (2010) find that historically venture capital investments in companies represent a remarkably constant 0.15 percent of the total value of the stock market.

39. The Programme for International Student Assessment, administered by the OECD, evaluates fifteen-year-old students’ aptitude in reading, mathematics, and science literacy. According to PISA, the U.S. education performs at about the average level of OECD countries overall but lags behind the OECD average in mathematics. (Organisation for Economic Co-operation and Development 2011). The low level of equality of opportunity implies that those born to poor and poorly educated parents are less likely to live up to their potential. See Stiglitz (2012b). These adverse outcomes can be thought of as a natural outcome of the American model of capitalism, which has led to high levels of economic inequality, especially given the manner in which these economic inequalities interact with political processes—leading to low levels of public investments.

40. See Gertner (2012).

41. But note that none of these schools are for-profit institutions. They are either not-for-profit or state institutions.

42. This is the essential insight of Domar and Musgrave (1944) and Stiglitz (1969). The details of the tax system affect the extent of risk sharing, and thus the extent to which innovation is encouraged.

43. Earlier, we referred to the important role that social attitudes and mores can play; the Enlightenment was a change in mindset, and that change in mindset was far more important than any change in property rights or incentive structures. So too here; attitudes toward failure can affect an individual’s willingness to undertake risks. The determinants of these social attitudes would take us beyond the scope of this paper, but there is a growing body of research emphasizing the role that government policies can play. See the World Bank’s World Development Report 2015.

44. This is not the only reason that there may be underinvestment in education. Some individuals, particularly from underprivileged families, may not fully appreciate the returns to education. The assumption of fully rational expectations assumed in conventional models is clearly wrong. Most individuals rely on public provision of education at the elementary and secondary level, and there may be underprovision of investments, especially in communities in which there are large numbers of poor individuals, in divided societies where rich individuals have access to private schools.
45. For instance, the gains of the high-frequency traders occur at the expense of others, but this rent-seeking not only uses real resources, it makes markets less informative with adverse effects on the efficiency of resource allocation. See Stiglitz (2014g) and Biais and Woolley (2011).

46. There is a long tradition among economic historians arguing for the innovation benefits of high wages and labor scarcity. See, e.g., Salter (1966), Habakkuk (1962), Sutch (2010), and Wright (1986). For a theoretical discussion, see Acemoglu (2010), Greenwald and Stiglitz (2014a), and Stiglitz (2006b, 2014d).

47. See Stiglitz (2012b) and Piketty (2014) and the references cited there.


49. There are multiple links between inequality and the economic-political equilibrium. More divided societies are less likely to make high-return public investments; the rich seek a weaker state, worrying that it might use its powers to redistribute. See Stiglitz (2012b) and the references cited there. See also Bénabou (1996) for a survey of studies on economic growth and inequality and Ostry, Berg, and Tsangarides (2014) for more recent evidence.

50. We say this with some confidence, having watched closely and participated in decision making in the United States, and especially relevant for this paper, decision making related to innovation, such as the design of intellectual property rights and the level and pattern of expenditures on research. Special interests often dominated. The question of what was good for the progress of science or the advancement of health was given short shrift. For a discussion of some aspects of this, see Stiglitz (2006a).

51. The fact that there are a few countries, such as Korea, that have gone a long way in closing the knowledge/technological gap, is not necessarily inconsistent with this hypothesis. Such countries may have underestimated the cost of closing the gap, may have unusually low time discount factors, or may face distinct circumstances in which the costs of closing the gap are unusually small.

52. There are other models generating non-convergence. In the appendix to Stiglitz (2014e), we discuss the important differences between our model and that of Krugman (1981) and Matsuyama (1992).

53. By the same token, some of the policies of the United States that impede innovation are a result of political processes that reflect the influence of special interests, like the financial sector.

54. In the standard competitive model, where each firm faces a horizontal supply curve of labor of each type, these effects are not likely to rise. But in practice, labor mobility is imperfect. Firms are engaged in a bargaining process with their workers. The nature of technology—which they can shape—affects this bargaining process. Note that this analysis does not require that firms coordinate their actions to increase their bargaining power vis-à-vis workers (though under some circumstances they may in fact do so). Rather, so long as
there is imperfect mobility of workers, it pays each firm to take actions which increase its bargaining power vis-à-vis its workers.

55. See Braverman and Stiglitz (1986) for an analysis of these issues in the context of an agricultural economy.

56. In perfectly competitive labor markets, any nonpecuniary cost would lead to a demand for higher wages and thus would be taken into account by the firm, but this is not so in imperfectly competitive markets.

Moreover, in a world with uncertainty and imperfect information, management may come to believe that technologies that save on labor are profitable. There may be an “equilibrium fiction” in which the evidence, as they see it, confirms those beliefs (Hoff and Stiglitz 2010). This is especially so in managerial capitalism (with agency costs which enable managers to exercise considerable discretion for their own benefit), where managers may value their own time and trouble more than would be the case in an efficient market economy.

Interestingly, such beliefs will, in fact, serve the interests of the managerial/capitalist “class” as a whole, leading to outcomes that are consistent with what they might have wanted to do collusively, though they had no mechanism by which to do so.

57. There is, in this sense, a kind of increasing returns to scale. The more innovators think about how to improve labor efficiency, the better at it they get. This suggests that the innovation frontier, rather than being concave, may in fact be (at least in part) convex.

58. This is one of the points raised by Phelps (2013).

59. East Asia did this as a central part of its development strategy (see Stiglitz 1996; World Bank 1993).

7. Learning in a Closed Economy

1. The precise nature of the distortions is complicated. Dixit and Stiglitz, for instance, suggest that there may be too many firms with high price demand elasticity with low levels of consumer surplus. Stiglitz (1986a) derives conditions under which there will be too many firms (too much product diversity). Here, we need to ascertain the effects of these market biases on the overall pace of learning. For instance, under the conditions in which there are too many firms, each will have a more limited incentive to engage in R & D (relative to the social optimum), so the pace of innovation will be slower than is optimal.

2. In a simple two-period model, the precise condition for monopoly output being greater than the competitive output is

\[
1/\eta_M < \delta v h_M
\]
where $\eta_M$ is the elasticity of demand for the manufactured good, $\delta$ is the pure time discount factor, $\nu$ is the ratio of labor supplied in the two periods, and $b$ is the elasticity of the learning curve (the percentage reduction in next period’s marginal cost of production as a result of a one percent increase in this period’s production). The variable $\nu$ itself depends on the labor supply elasticity. A higher labor supply elasticity means that when costs (prices) fall, there is a greater increase in labor supplied. Similar results hold in more general models.

3. There are two other situations which deserve brief mention. The first is where there are not full spillovers, but competition is maintained within the learning sector as a result of diseconomies of scale. To take the extreme case, assume there were no within-sector learning spillovers but only cross-sector learning spillovers. Then each competitive firm would take full account of the benefits of its learning to itself—just as the monopolist would. In that case, the only distortion in the competitive equilibrium arises from the cross-sector externality. As long as there are spillovers, production in the learning sector will be sub-optimal, and a first period consumption subsidy would be desirable.

The other case of interest is that where there is imperfect competition in both sectors. If the degree of monopoly is roughly the same, then both will raise prices relative to marginal costs, but relative prices will be unaffected. Hence, monopoly power won’t distort (relative) production of the two goods, but will result in internalization of the within-sector externality, but not of the cross-sector externality. Of course, the reduction in real wages not only has distributional effects, but it will also affect labor supply, and thus learning.

4. $\rho = \delta V_y^{t+1}/\mu$, where $\delta$ is the pure rate of time discount, $V_y^{t+1}$ is the marginal utility of income (at $t + 1$), and $\mu$ is the marginal utility of income in the public sector at time $t$. Thus, $\rho$ is more accurately described as the value of a dollar tomorrow relative to the value of a dollar today within the government’s budget constraint.

8. The Infant-Economy Argument for Protection: Trade Policy in a Learning Environment

1. Indeed, in some circles, opposition to free trade would be grounds for taking away one’s certification as an economist.

2. Actually, the circumstances in which free trade is welfare enhancing are more restricted than is justified by this widespread presumption. For instance, when there are imperfect risk markets, free trade can actually make all individuals worse off (see Newbery and Stiglitz 1982). For a broader discussion of these issues, see Charlton and Stiglitz (2006, 2012).
3. It is worth noting that in popular discussions, it is often argued that openness leads to more learning and that there are learning benefits associated with trade. While this may be true, this positive learning effect needs to be offset against the effects associated with the structure of production. For reasons set forth in earlier chapters, we believe that the latter effects predominate. For a contrasting view, see Grossman and Helpman (1991), who, however, essentially ignore the effects upon which we focus.

4. There is a long history of the infant-industry argument for protection, dating at least back to the mid-nineteenth-century work of List (1841). For a more extensive discussion, see Chang (2002, 2003); Charlton and Stiglitz (2005); and Stiglitz (2006a). The discussion here borrows heavily from Dasgupta and Stiglitz (1988a).

5. Recall that we are using these terms as metaphors. Agriculture includes small-scale rural nonagricultural and craft activities. Industry may even include industrial agriculture.

6. This is discussed at greater length in chapter 5 and formalized in earlier chapters in Part Two of the unabridged version of the book.

7. Stiglitz and Weiss (1981) explain why there may be credit rationing with imperfect and asymmetric information.

8. In the case of East Asia, governments used rule-based systems, providing more finance to those firms that had demonstrated prowess in exporting, and especially in areas where there were significant potential technological spillovers.

9. A bank’s granting of a loan, in this case, is little different from a government’s decision about which researcher to support—except that in the latter case, the government can simultaneously evaluate different research applications, while the bank can only guess at what other researchers are receiving funding. Moreover, the government can assess the marginal social return associated with each project, while the private lender has to judge the expected (private) return of this particular project, i.e., the (average) probability of success times the profits that the firm will get if successful. As explained in earlier chapters, in the case of innovation, expected private returns are not closely aligned with (expected) marginal social returns. With government financing, projects get funded so long as expected marginal social returns are positive. With private financing, projects get funded so long as the bank’s expected return is positive. In both cases, those with more learning potential get more access to funds. But the cutoff and the mix of projects can be markedly different. In particular, the government can take into account learning externalities. There is one other critical difference: if a loan goes bad when the private sector provides finance, it is shareholders who bear the cost (unless there is a government holdout); if the government provides the funds, it is taxpayers who bear the costs.
10. One might argue that since patent protection is time limited (though firms have found clever ways of extending the effective life of patents), so too should protection be time limited. The analysis presented in this chapter shows that this may not be correct.

11. See chapters 3, 4, and 12 for a discussion for why geography matters for spillovers.

12. The only assumption that differs from that of earlier chapters is that concerning spillovers over space. We assume that there are perfect spillovers within a country, but no spillovers across borders. Obviously, this is a limiting case, and the more general case can be analyzed as in chapter 8 in the unabridged version of this book.

13. Alternatively, it was argued that if it eventually should develop a comparative advantage in manufacturing, there was no point in anticipating the change. The critical assumption was that technology was exogenous.

14. As we noted in chapter 1, there are difficult problems in ascertaining a country’s dynamic comparative advantage.

15. In Arrow’s original 1962a paper, learning was related to the level of investment, not the level of production.

16. See Korinek and Servén (2010). Other instruments, such as investment subsidies/tax credits and interest rates, are also relevant. For a discussion of the use of exchange rates (and changes in exchange rate) in the context of the East Asia miracle, see Stiglitz (1996).

17. As we noted in chapter 5, the existence of profits may not suffice to attract actual entry. Entrants care about what the market will look like after entry, and they may believe that after entry, competition would be sufficiently keen that they would make a loss. The incumbent can take entry-deterring actions which reinforce such beliefs. The incumbent can, in particular, undertake sufficient learning that it preempts entry of rivals.

18. It should be clear that in a more competitive marketplace, the sum of profits should be lower.

19. With constraints (and costs) associated with levying taxes, especially in developing countries, protectionism (a hidden tax) may seem preferable. But this lack of transparency is an important argument against protectionism.

20. This is similar to the “rent-stealing” or “business-stealing” effect discussed in chapters 5 and 6. From a global point of view, there may be no social benefits, even if the developing country is better off.

21. Taxpayers in the country bear the costs of the infant-industry subsidy to help create an effective competitor. Government must judge whether such subsidies are worthwhile by assessing the value of the future profits it can glean from the eventual profits of the entrant plus the value of the consumer surplus that accrues to their citizens, ignoring the benefits to citizens of other
countries. (If the monopolized good is an input into production, there can be further benefits from competition: higher profits to the firms that use the good as an input, higher consumer welfare from the lower prices on consumer goods that may result, and higher tax revenues to the government. Such benefits are themselves global public goods, since all producers anywhere benefit. But there are likely to be localized benefits as well, and not just from knowledge spillovers; there can be, for instance, beneficial design interactions between the user and producer of the intermediate products.)

22. In some simple models, it may even be desirable for them to run surpluses in perpetuity.

23. Though one should note there is some evidence of convergence within manufacturing. See Rodrik (2013).

24. See Noman and Stiglitz (2012a, 2012b, 2012c), and the references cited there.

25. That is why empirical studies showing correlations between “openness” and growth are misleading. The fact that some countries that have followed excessively protectionist policies have tried to shut themselves off from the rest of the world has no bearing on the design of optimal policies.

26. This is the main theme of Stiglitz (2006a).

27. At the same time, it is important to recognize that the uncoordinated decisions of different countries is not likely to lead to an efficient global equilibrium. Global coordination is desirable, but will be hard to achieve if advanced countries demand that the global rules be such as to serve their interests.

28. An important aspect of the global financial architecture is the global reserve system. We have criticized existing arrangements, arguing that they contribute to global instability and an insufficiency of global aggregate demand.

29. This section reproduces in part Stiglitz (2014e).

30. The empirical literature on convergence is complex. See De Long (1988); Durlauf and Quah (1999); Dowrick and Nguyen (1989); Barro and Sala-i-Martin (1991); Mankiw, Romer and Weil (1992); Im and Rosenblatt (2013). This literature focuses on countries with the same production functions, assuming that knowledge flows freely across boundaries. It is precisely this question upon which we focus here.

31. Formally, we assume \( g_L = f^L(\pi_L, \kappa) \).

32. It should be noted that the two curves may take on different shapes. For instance, what matters for the determination of the optimum is the marginal return to allocating more labor towards manufacturing. If the gap in knowledge is too large, even though there is more to learn, the ability to learn may be lower, so the marginal return will be lower. In this case, the \( PM \) curve could be upward sloping for large values of \( \kappa \). There can then exist multiple steady-state equilibria.
9. The Role of Industrial and Trade Policy in Creating a Learning Society

1. See Stiglitz (1998c), which describes development as a “transformation” into a society which recognizes that change is possible and that learns how to effect such.

2. We should be somewhat more careful. Williamson (1990) articulated the Washington Consensus in the context of the policies that were pushed in Latin America, and Africa’s structural adjustment policies began well before his formulation of these ideas. But the underlying beliefs about economics and economic policy, which Williamson put so clearly, had long dominated development thinking in the international economic institutions, and the ideas were applied not just in Latin America. Williamson actually distanced himself from some of the ideas that subsequently get identified with the Washington Consensus. He was, for instance, always cautious about capital market liberalization, and capital market liberalization was not part of the set of policies he identified as the Washington Consensus (see Stiglitz 2008c; Williamson 2008; as well as other papers in Serra and Stiglitz 2008). For further discussion of the Washington Consensus, see Stiglitz (1998a, 1999c, 2002a).

3. In chapter 11 we will explain why even this prescription may have been misguided, at least from our learning perspective; what matters is real stability, as much or even more than price stability, and the excessive focus on the latter may have undermined the former (see Stiglitz et al. 2006).

4. It is, perhaps, worth noting that what is viewed as corruption in one society may not be viewed in that way by others. Many outsiders look at the American system of large campaign contributions and revolving doors, which seems to “buy” favorable legislation, as a form of corruption, even if there isn’t money stuffed into brown paper envelopes for the politicians themselves.

5. Dixit (2012) has argued that firms from developing countries may have a knowledge advantage in dealing with governments of other developing countries.

6. Herbert Simon emphasized that if there are differences in the performance of public and private enterprises, the differences could not be explained just by differences in incentives, since in both, typically, most individuals work for others and have to be incentivized (see, e.g., Simon 1991). “This examination of authority and organizational identification should help explain how organizations can be highly productive even though the relation between their goals and the material rewards received by employees, if it exists at all, is extremely indirect and tenuous. In particular, it helps explain why careful comparative studies have generally found it hard to identify systematic differences in productivity and efficiency between profit-making, nonprofit, and publicly controlled organizations” (Simon 1991, 39).

8. See, e.g., Shapiro and Stiglitz (1984); Stiglitz (2002b); and the references cited there.

9. It is difficult to track inequality because of data limitations. The *Africa Progress Report* states that twenty-four countries in Africa have Gini coefficients in excess of forty-two, the level in China. It also points out that in a number of cases, recent growth has not been matched by falling poverty—which they attribute to inequality: “In many countries, the pattern of economic growth is reinforcing these inequalities” (Africa Progress Panel 2012, 16).

10. See, e.g., Newbery and Stiglitz (1982), who show that free trade can make everyone worse off (that is, it can be Pareto inferior) when there are imperfect risk markets, because it increases risk.

11. There is a long-standing theoretical presumption that this would be so for advanced countries (Stolper and Samuelson 1941), but there is also evidence that this is so even for developing countries (see Stiglitz 2006a). With trade liberalization often associated with an increase in unemployment, it is not surprising that there are adverse distributional consequences: those at the bottom are most likely to be laid off, and higher unemployment puts downward pressure on wages (see Furman and Stiglitz 1999). The adverse effects of trade liberalization were often exacerbated by simultaneous measures liberalizing financial and capital markets, which contributed to economic volatility (see, e.g., Stiglitz 2008a, 2010e, 2012a). For further discussions of the possible adverse effects of liberalization on inequality, see World Bank (2005); and Topalova (2010).

12. See, e.g., Rodriguez and Rodrik (2001). Wacziarg and Welch (2003) found that roughly half of the countries in their survey experienced zero or even negative changes in growth post-liberalization.

13. A few econometric studies (cross-country regressions) have been particularly influential (see, e.g., Dollar 1992; Sachs and Warner 1995). But while these authors were careful to qualify their results, others have not been.

14. See Charlton and Stiglitz (2006, 2013). They note that sub-Saharan Africa’s share of world exports decreased from 3.9 percent in 1980 to 1.9 percent in 2006, and the least-developed countries did even worse, with their average share falling from .06 percent to .02 percent over the period. Part of the explanation, as they point out, is that there are other nontariff barriers to trade, including supply constraints and infrastructure deficiencies, providing the rationale for “aid for trade.”

15. See, in particular, Chang (2002, 2003). Moreover, developing countries that have reduced their tariffs have not been able to make up for the resulting shortage of revenues, e.g., through value-added taxes.
16. And indeed, with constraints on taxation (or subsidies), differential taxation of traded goods (as compared to domestically produced goods) is in general desirable (Dasgupta and Stiglitz 1971, 1974, 2000; Emran and Stiglitz 2005). These results are consistent with those that show that certain types of liberalization (e.g., of intermediate goods and capital goods) may have beneficial effects (see Estevadeordal and Taylor 2008). The effects of liberalization may depend too on the economy’s situation and structure: when there already is a high level of unemployment, liberalization may have adverse effects, even if it has more positive effects in other circumstances (see Charlton and Stiglitz 2005).

17. Irwin and Kroszner (1999) outline the conversion of the Republican Party away from its long-time support for industrialization behind high tariff walls, beginning in the 1940s.

18. Of course, trade interventions have sometimes not worked out well. (They have been used as protectionist tools by special interests, rather than to redirect society’s resources toward creating a learning society.) But the history of successful interventions suggests that failure is not inevitable. And hopefully, countries will learn from the failures (and successes) of the past, so that the returns from future interventions will presumably be greater than those from past interventions.

19. In chapter 2, we noted similarly that the existence of large unexploited potential productivity was confirmed by special historical circumstances where there was a sudden need to increase output.

20. Moreover, the circumstances confronting Latin America in the 1960s and East Asia in the 1980s and 1990s were markedly different. It is not obvious that an export growth strategy would have worked in the 1960s.

21. See Rodrik and Subramanian (2005) for the case of India. Rodrik (2001) shows that growth relative to all developing countries actually increased from 1975 to the 1980s, even though import duties increased.

22. As we noted earlier, U.S. public investments in research have had enormously high returns (Stiglitz and Wallsten 1999; Council of Economic Advisers 1995).

23. The returns on U.S. government investments in technology and science are even higher than those of the private sector (which in turn are far higher than private sector returns elsewhere; see Council of Economic Advisers 1995).

10. Financial Policy and Creating a Learning Society

1. The existence of these externalities provides the rationale for financial sector regulation, and the failure to adequately take into account these externalities provides an important part of the explanation of the 2008 and other financial crises (see Stiglitz 2010b).
2. At the center of lending activities are issues of information: assessing credit worthiness and monitoring fund usage. Markets characterized by imperfect and asymmetric information—features which are central to financial markets—are inherently characterized by externalities, resulting in market allocations not being (constrained) Pareto efficient (Greenwald and Stiglitz 1986). There are, in fact, a number of distinct categories of externalities, besides those associated with the macro-instability upon which the next chapter focuses. Actions (investments) affect credit constraints, self-selection constraints, incentive compatibility constraints, and price distributions.


4. See also Beck, Demirgüç-Kunt, and Martinez Peria (2010). We note that there are some empirical studies that claim the opposite (see Clarke, Cull, Martinez Peria, and Sanchez 2005).

5. Because of differential information, there is likely to be more subjective risk associated with a project in the developing country than in the home country, so the expected return required to induce a loan will have to be correspondingly greater. Matters may be even worse: the foreign lender may know that in competing for domestic borrowers, it faces a winner’s curse. If there are local lenders with better information, the foreign lender only succeeds in “winning” if it offers a loan at too low of an interest rate—at an interest rate below the rate at which the (better) informed domestic lender is willing to lend.

6. Even borrowers will care about their lender’s life expectancy. Lending is informationally intensive; borrowers develop a relationship with the lender, which makes the market for loans particularly imperfect. If a lender goes into bankruptcy in a downturn, borrowers are especially likely to find it difficult to find an alternative source of funds (see Jaffee and Stiglitz 1990; Greenwald and Stiglitz 2003).

7. The fact is that backing any country’s banking system is its government; credit default swap spreads for banks and for the sovereigns of those banks are highly correlated (IMF 2012a). Argentina and the events of the global financial crisis of 2008 showed that depositor beliefs are not always fully rational: governments did not always come to the rescue in the way hoped.

8. Iceland provides an interesting case, because depositors in the U.K. and the Netherlands evidently felt that their assets were secure, though any “rational” analysis would have made clear the severe limitations in this small country’s ability to protect them. The governments of the Netherlands and the U.K. put enormous pressure on Iceland, but in the end, largely failed.

9. A result that is particular startling, given the destruction of the war and the impediments posed to trade.

10. While the United States did not fully create “national banking” until the 1990s, the country’s national banking system was created in 1863, with the
National Currency Act, which created a system of regulation for nationally chartered banks (the Office of the Comptroller of the Currency, under the U.S. Department of Treasury). These newly established nationally chartered banks were able to attract funds from outside the state, and though funds didn’t flow as freely as they might have with banks that could operate freely across state boundaries, funds flowed more freely than in the previous regime.

11. More recently, some foreign banks have engaged in extensive consumer lending, taking advantage of their “learning” about how to better exploit uninformed consumers, replacing in some cases even more exploitative local money lenders.

12. Thus, financial market liberalization refers to opening up a country’s markets to foreign financial institutions and the deregulation of financial markets more generally, while capital market liberalization focuses on the movement of capital itself into and out of a country. Discussions of capital market liberalization usually focus on short-term capital flows (bank lending, portfolio investments) rather than foreign direct investment.

13. See, e.g., Prasad et al. (2003) and Kose et al. (2006). For these authors, the fact that volatility did not decrease in many of the countries which became more financially integrated into the global economy was a puzzle. As Stiglitz (2008a) pointed out, in models with imperfect and asymmetric information (endogenous capital market imperfections), pro-cyclical capital flows could easily be explained. More generally, in models with finite-lived individuals, capital market liberalization could lead to more volatility of consumption. (The standard models assumed infinitely lived individuals.)


15. Thailand provides an example. There is an important distinction between short-run flows, the major effect of which may be an increase in the exchange rate, thus discouraging export sectors, and foreign direct investment, which may go into sectors associated with more learning and learning externalities.

16. Earlier discussions also noted other impediments to financing research. The borrower had to disclose enough information to make the lender willing to provide money, but then the lender could “steal” the idea, appropriating the returns for himself.


18. Part of the reason is that information (like knowledge more generally) is a public good. If capital markets were really informationally efficient, as its advocates claim, there would be no incentive to gather information. Everyone would try to be a free rider on the investments in information of others. While
securitization may lead to improved risk diversification, it had adverse effects on incentives for assessing credit worthiness and monitoring, and these effects played out disastrously. For the general theory, see Grossman and Stiglitz (1976, 1980). For a discussion of the problems posed by securitization, and an explanation why the contention that it improves risk diversification may be incorrect, see Stiglitz (1992, 2010b).

19. Financial restraint needs to be distinguished from financial repression, which typically entailed large negative real interest rates. One of the standard arguments against financial restraint was that the lower (real) interest rates associated with it led to less savings; but interestingly, the East Asian countries all had very high savings rates. This may be partly because the interest elasticity of savings may be very low, but it also may be partly because government policies enhanced both the safety and convenience of financial savings.

20. The lower lending rates in turn helped increase firm equity, enabling them to engage in more risky investment (see Greenwald and Stiglitz 1993).

21. Moreover, it has also been more widely recognized that private banks also engage in “connected” lending, and, especially when the private bank looms large in the economy, taxpayers wind up picking up the tab. The distinction, in this sense, between public and private institutions is somewhat blurred. Monitoring public institutions may, in fact, be easier than monitoring private institutions.

22. We are suggesting, in other words, the creation of Arrow-Debreu securities related to the macro-state of the economy. Though it should be relatively easy to create these risk products, neither government nor the private sector has done so.

23. Moreover, there are limits to the interest rate that banks can charge in the initial period, because of adverse selection and incentive effects, described by Stiglitz and Weiss (1981).

24. As the prime minister of one developing country argued, this was the most important example of a taking by one country of another country’s intellectual property (see Stiglitz 2006a).

11. Macroeconomic and Investment Policies for a Learning Society

1. While, typically, foreign investors are more sensitive to adverse signals, domestic investors have access to inside information. Thus, there will be some cases where that inside information indicates to them to leave before there is an adverse public signal to which foreign investors react. In the Tequila crisis of 1994/1995, it appears that Mexicans attempted to take their money out of the country first (see Lederman et al. 2003).
2. There are, of course, other explanations. For example, they have greater incentives to become tax havens, because the loss in domestic revenues from increased tax avoidance is more than offset by the increase in foreign revenues.

3. This is because weaknesses in the local banking system would not be highly correlated with weaknesses in the large international banks.

4. An exception occurs if banks become so undercapitalized that they “gamble on resurrection.”

5. As we noted earlier in this chapter and in chapter 4, learning benefits from having a stable environment.

6. This is the case in most developing countries. Some critics have suggested that a low exchange rate exposes a country to more inflation. Two responses are in order: First, that would only be the case if the central bank did not take offsetting actions. When the economy is already at full employment, the exchange rate affects the composition of output, and it may still be the case that it shifts it toward the learning sectors. Second, inflation is affected not by the level of the exchange rate (which affects relative prices), but by changes in the exchange rate.

7. For a broader discussion of these issues, see, Erten, and Ocampo (2013), Gallagher (2014), Guzman, Ocampo, and Stiglitz (2014), and Ocampo and Erten (2014).

8. See Guzman et al. (2014).

9. Some investment treaties provide foreign investors greater protections than they do domestic firms (see, e.g., Stiglitz 2006a, 2008e).

10. These were among the center messages of the 1999 World Development Report, Knowledge for Development.

11. Moreover, individuals who are absorbed with ensuring their basic survival have less ability to learn. Good systems of social protection thus enhance individuals’ learning capacities.

12. Intellectual Property

1. For a broader discussion of this issue, including empirical evidence, see Dosi, Marengo, and Pasquali (2006); and Dosi and Stiglitz (2014).

2. We should reiterate our cautionary note: more competition does not necessarily lead to more innovation. As we noted in chapters 5 and 6, however, especially because of agency problems (managerial capitalism), a monopoly may have little to spur it into innovation. This effect may dominate in markets with only one or two firms.

3. Moreover, as we noted earlier, monopoly innovators fail to take into account any consumer surplus that results from large innovations or the consumer surplus that accrues from higher levels of innovation.
4. With perfect information, presumably the owner of intellectual property could act as a perfectly discriminating monopolist and extract from potential users the surplus associated with the use of knowledge—so that there would be no distortion. But information is imperfect, and owners of intellectual property are far from perfectly discriminating monopolists. (For a discussion of imperfect information and monopoly distortion, see Stiglitz [1977].)

5. For a more extensive discussion of this point and related issues, see Mowery et al. (2001); David (2004a, 2004b); and Dosi and Stiglitz (2014).

6. He in fact used his patent to try to organize an automobile cartel. Had the patent not been challenged by Henry Ford, who wanted to create a low-priced car, the development of the automobile would have been greatly impeded. For a discussion of this and other problems with the patent system, see Stiglitz (2006a).

7. For an early discussion of the importance of the scope of the patent, see Merges and Nelson (1994).

8. There is now a large literature on this subject. See, e.g., Farrell and Shapiro (2008); Lemley and Shapiro (2007); and Shapiro (2001, 2010).

9. For a discussion of this story, see, e.g., Crouch (1989). Fighting their patent claims may also have diverted the attention of the Wright brothers from making further development in their own design, contributing to the United States falling behind Europe in the development of the airplane. The irony is that it appears that the critical insight concerning the control of the airplane had been patented decades earlier, in 1868, by British inventor Matthew Piers Watt Boulton. Had the patent examiners known of this earlier patent, they might not have granted the Wright brothers their patent. The limitations of the U.S. patent system may be further highlighted by the fact that the Wright brothers’ original patent application in 1903 was rejected. It was only when they reapplied, using a patent attorney, that they were granted the patent.

10. Michael Heller and his coauthors have provided other examples of how patents can deter innovation, invoking the term *anticommons*. See Heller (1998, 2008); and Heller and Eisenberg (1998).

11. It used to be the case that once granted a patent, the owner could exclude others from using that intellectual property until the patent was overturned. This became a source of special concern, given the large number of bad patents—patents which should not have been issued, some of which are eventually overturned. Those who have such patents could impose extortionary demands on those who wish to make use of their patents. These patent owners can even insist that those to whom they grant license not sue—eliminating a major source of challenge to patents.

13. The court decision went some way to creating what intellectual property lawyers like Reichmann had long called for, a “liability system,” under which those who use another’s intellectual property have to pay compensation, but the owner of the intellectual property cannot exclude someone from using the property.

14. In 2012, a small company named X2Y sued Intel, Apple, and HP to exclude from the American market all of Intel’s advanced microprocessors, all of Apple’s computers (which employ these microprocessors), and those HP computers that do so. The claim was that these microprocessors infringed, in their “packaging,” on an X2Y patent. X2Y had offered to sell this and a bundle of other patents for a few million dollars. Intel viewed it as a holdup and refused. The cost to Intel, Apple, and HP—let alone to the U.S. economy—of the exclusion would have been the order of billions of dollars. The law providing for the exclusion had a narrow exception—the exclusion order was not to be issued if it was against the public interest. But the International Trade Court (ITC) had so narrowly defined the exception that it had been used only four times in forty years. The irony, of course, was that a law designed to protect American firms against foreign firms who violated the intellectual property rights of Americans was being used by a small American firm that had spent a miniscule amount on research—and far more on lawyers—to hold up some of America’s leading IT companies, who were spending billions on research. Those who argued against the exclusion order contended not only that exclusion would have a large negative effect on the economy in the short run, but also that it would be counterproductive, disincentivizing research.

15. In practice, there is usually some value to a me-too innovation—for instance, there may be some patients for whom the side-effects are less—but still, the social return to such innovations is very limited and less than the private returns.

16. See chapter 6 for a formal model demonstrating this.

17. There is a large literature on the subject. For a review, see, e.g., Gallini (2002).

18. For instance, in the case of “orphan drugs,” the life of the patent was extended, because it was thought that the benefits from greater incentives to innovate exceeded the costs. A still better way of creating incentives for such innovation, however, could have been provided through the prize system.

19. In April 2010, the U.S. District Court for the Southern District of New York invalidated patents on a pair of genes linked to breast and ovarian cancer held by Myriad. But in July 2011, the Court of Appeals for the Federal Circuit overturned this decision (Pollack 2011). In 2013, the Supreme Court supported the District Court decision that one could not obtain a patent for isolating a naturally occurring gene. Association for Molecular Pathology v. Myriad Genetics, 569 U.S. 12–398 (2013).
21. Differences in politics—including the influence of the pharmaceutical and entertainment industries—may, however, be the predominant explanation of the differences.
22. United States v. W. Elec. Co., 1956 Trade Cas. (CCH) ¶ 68,246, at 71,139 (D.N.J. 1956). Earlier, we noted how the airplane patent pool helped resolve conflicting claims and allowed further development of the airplane.
23. United States v. W. Elec. Co., 1956 Trade Cas. (CCH) ¶ 68,246, at 71,139 (D.N.J. 1956). Earlier, we noted how the airplane patent pool helped resolve conflicting claims and allowed further development of the airplane.
24. The Tunney Act (Antitrust Procedures and Penalties Act, 15 U.S.C. § 16), members of the public have an opportunity to comment on a proposed settlement of a civil antitrust suit before it is accepted by a court. At the time of the proposed Microsoft settlement, Stiglitz filed an affidavit together with Jason Furman (later the chairman of the Council of Economic Advisers under President Obama) explaining why limiting the length of the patent would be a preferable way to address the anticompetitive abuses.
25. The discussion of this section is adapted from Stiglitz (2008b); Stiglitz (2013a); and Dosi and Stiglitz (forthcoming). It draws heavily upon Freeman (1987); Lundvall (2010); and Nelson (2004).
26. The general theory of prizes is set forth in Nalebuff and Stiglitz (1983a, 1983b). Subsequently, there has developed a large literature on the use of prizes as an incentive system (including Love and Hubbard 2007; Davis and Davis 2004; and the papers cited there). Also, a bill has been introduced into the U.S. Senate to use prizes as a way of incentivizing medical research. And in 2012 the WHO Consultative Expert Working Group on Research and Development: Financing and Coordination (CEWG), linked with its Commission on Intellectual Property Rights, Innovation and Public Health (set up by WHO in 2003 to look at the relationship between intellectual property, innovation, and public health), recommended establishing a prize system, as well as other measures to make medical research more “open.” The CEWG also recommended creating patent pools and putting research outputs that address the health needs of developing countries into the public domain or making them available through open licensing.
27. For a recent discussion, see Kremer and Williams (2010). For an earlier discussion, see Stiglitz (2006a) and the references cited in earlier footnotes.
28. The Royal Agricultural Society in England also provided prizes. Brunt, Lerner, and Nicholas (2011) show that these prizes provided effective inducements to research.
29. Some of the benefits from using competitive markets to disseminate the knowledge can be obtained if the government buys out patents, i.e., giving the patent holder what the monopoly profits would have been (see Kremer 1998).
30. This chapter is devoted to IPR and its impact on creating a learning society. There are also questions associated with producing knowledge, e.g., whether knowledge production is best carried on in public, private for-profit,
or nonprofit institutions. The issues of production and finance largely can be separated. Production can be undertaken privately or publicly; finance can be undertaken privately or publicly. At one extreme are government research laboratories—publicly financed research that is also publicly “produced.” The IPR system is often described as the polar opposite, a private-sector solution combining private funding and private finance. But this description is misleading in two respects that we have already noted: First, much of the innovation is based on basic research that is publicly funded and often publicly produced or at least produced by not-for-profit entities, such as universities. And second, in the case of both health and defense, even the seemingly “private” funding under an IPR regime is really public funding, since all defense expenditures are from the public purse and since the government provides most of the funding for health care expenditures in most countries. Even in the most market-oriented country, the United States, much of the funding comes from government: The National Institutes of Health represent publicly financed and publicly produced research; and government spending on health care, both through its program for poor people, Medicaid, and through its program for elderly people, Medicare, represents a large share of total health care spending.

30. We say “excessive” because it may in fact be optimal to have several independent, parallel research efforts.

31. The evidence is that capital markets do not fully spread risks faced by firms, because of imperfections of information. See, e.g., Greenwald and Stiglitz (1990), who discuss the effect of information imperfections on firm behavior and argue that informational problems in the capital market cause firms to act in a risk-averse manner. (See also Stiglitz 1982c). There is also considerable empirical evidence that firms act in a risk-averse manner, even when risks are uncorrelated with the market (see, e.g., Stiglitz 1982b).

32. For broader discussions of these issues, see Cimoli et al. (2014); Lewis and Reichman (2005); Nelson (2004); and Odagiri et al. (2010).

33. Statement by Brazil on September 30, 2004, before the WIPO General Assembly at the introduction of the proposal for a development agenda.

34. See, e.g., Stiglitz (2006a). Indeed, it was not even clear that the IPR regime that was foisted on the world through TRIPS was well designed for the United States, as we suggested in the beginning of the chapter. It reflected the interests of the entertainment and pharmaceutical industries, not of the scientific community.

35. For instance, in granting pharmaceutical patents, developing countries should reserve the right to grant a compulsory license for any lifesaving or life-extending drug. To be exempt from this provision, the patent applicant would have to state that the patent does not cover any such medicinal use; and if subsequently such a use were established, the government would have the right to issue a compulsory license, limited, of course, to sales for such usages.
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In the context of trade agreements, see Charlton and Stiglitz (2012) and Ismail (2007) for a discussion of the “right to development.”

36. See also Odagiri et al. (2010) and the various chapters of Cimoli et al. (2014).

1. As we also noted in chapter 3, in some quarters and in some countries, it appears that the notion that policies ought to be based on the principles of the Enlightenment has to be constantly relitigated.

2. For instance, a classic experiment in psychology by Bruner and Potter (1964) suggests that preconceived ideas serve as unconscious filters of sensory impressions.

3. Confirmatory bias is the tendency to search for, interpret, and remember information in a way that supports one’s initial beliefs. For a survey, see Rabin and Schrag (1999).

4. On the other hand, it provides a more disciplined approach to the formation of beliefs than that based on “animal spirits,” which suggests that any set of beliefs is possible.

5. In this sense, our analysis goes beyond standard behavioral economics, which has used insights from psychology to modify economists’ traditional reliance on hypotheses concerning individual rationality.

6. Of course, sociologists have long recognized the importance of social constructions (see, e.g., Douglas 1986), but they have not focused on modeling “equilibrium,” where there is some correspondence between beliefs and perceptions and what the individuals observe.

Some economic historians have also emphasized ideas similar to those articulated here (see, e.g., North 2005).

7. Standard theory treats the categories as if they were objectively determined. Standard rational expectations theory assumes that individuals use all the relevant information, updating prior beliefs through a Bayesian process. There are no biases.

This approach is also markedly different from the very interesting models of Piketty (1995); Bénabou (2008a, 2008b); and Bénabou and Tirole (2002), who assume that individuals strategically choose the probability that they will remember certain signals.

8. There are an infinite number of possible correlations between observables. Individuals have to choose which among these they study. They do not gather information about many of these possible correlations because the way we see the world suggests that they are irrelevant. If we came to believe that they were relevant, they possibly would be. This is called preconfirmatory bias.
Fryer and Jackson (2008) analyze bias that emerges from categorization. See also Loury (2002).

9. Again, there is a large literature in both psychology and economics consistent with this hypothesis. Smith et al. (2008) showed that invoking in experimental subjects the feeling that they have little power impairs their performance in complex cognitive tasks. Steele (2010) provides a survey of the literature demonstrating that cuing an identity associated with a stereotype, or cuing a condition that could confirm a negative stereotype, shifts an individual’s performance in the direction of the stereotype. See also Hoff and Pandey (2011); and Afridi, Li, and Ren (2011). Experiments summarized by Compte and Postlewaite (2004) demonstrate that psychological states can affect performance. Among the earliest examples are the efficiency wage theories in economics, which noted that perceptions of unfairness can affect morale, which can in turn affect performance (see Stiglitz 1974b; and Akerlof and Yellen 1986). Experiments summarized by Compte and Postlewaite (2004) demonstrate that psychological states can affect performance. Among the earliest examples are the efficiency wage theories in economics, which noted that perceptions of unfairness can affect morale, which can in turn affect performance (see Stiglitz 1974b; and Akerlof and Yellen 1986).

10. Efficiency wage theory (referred to in an earlier footnote) provided early examples of this. Perceptions of fairness can affect morale, morale can affect behavior, and this can explain the persistence of dysfunctional inequality.

11. The possibility of multiple equilibria of this sort is enhanced once it is recognized that a more dynamic society enhances the returns associated with innovative skills and attributes, while in a less dynamic society the relative returns of bureaucrats may be higher. A high-learning society creates an ecology which is self-supporting.


13. The complexity of the issues is illustrated by vicissitudes in attitudes toward government policies to restimulate the economy. In the aftermath of the collapse of Lehman Brothers, there was a moment in which all the world adhered to Keynesian ideas. But within two years, there was a shift toward “Hooverite” fiscal austerity policies—even though the empirical (scientific) evidence that such policies would lead to slower growth with disappointing results on deficit reduction had actually mounted in the interim.

14. But it is not as if those who believe in that institution—or even the smaller group that benefits from it—got together and figured out a set of beliefs that would accomplish what they sought. As we have noted, the theory we have presented is incomplete, in that it does not adequately explain when beliefs change and when they do not. But we believe it is a step forward to break out of the mold of rational expectations, in which the variables described earlier play no role.

15. Even the way we perceive institutions is affected by the prisms through which we look at the world, by our ideology. At one time, some economists suggested that institutions have a simple role in society—to fill in the “holes” in markets, to remedy market failures (see North 1971). Arnott and Stiglitz
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(1991); and Hoff and Sen (2006), as well as others, showed that nonmarket institutions purportedly resolving a market failure (like incomplete insurance markets) could, in this sense, be dysfunctional—they could lead to Pareto inferior outcomes.

More recent literature has highlighted the role of institutions in preserving inequalities—in the context of repeated games, equilibria in which one group is exploited by others may be sustained (see, among others, Dasgupta 2005; and Mookherjee and Ray 2003).

16. We are deeply indebted to Tim Besley for discussions on the ideas in this section (see Besley and Persson 2009, 2010, forthcoming; and Besley, Persson, and Sturm 2010). Hoff and Stiglitz (2004a, 2004b, 2007) modeled the political economy of transition from communism to a market economy, employing analogous ideas. See also Acemoglu and Robinson (2000).

14. Concluding Remarks

1. See Stiglitz (2011) and the references cited there.

2. As we noted earlier, there can be some knife-edge circumstances, where firms begin in precisely identical situations, and remain so. But these are highly unstable. Any perturbation that leads one firm to have any advantage over others will have cumulative effects, until that firm becomes dominant.

3. We emphasized in earlier chapters that the market is constrained Pareto inefficient—even taking into account the costs of gathering information or removing information asymmetries.
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