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The article by Weinger1 in this issue describes a useful framework for thinking about research in simulation. It emphasizes the need for purposeful and programmatic accumulation of information to guide our use of simulation. The analogy with a drug is apt, albeit inexact, given the variations in dose (instructional design and intensity), dosing (repetition), disease (learning objectives), and drug-host, drug-drug, and drug-environment interactions (learner, other learning, and larger context), we encounter in the development of simulation activities. However, although this framework outlines information required to advance our understanding of how to use simulation, it does not spell out the research designs that will be required to accomplish this lofty but laudable objective. In this editorial, I will discuss the types of research needed to accrue the information Weinger requests.

A CRITIQUE OF WEINGER’S FRAMEWORK

However, there are limitations that must be recognized in Weinger’s framework. First, simulation is not a drug. One cannot prescribe 20 mg of simulation the way a physician might prescribe 20 mg of lisinopril.2 Not only does the word simulation encompass a vast range of techniques,3 but also even within a specific technique (eg, mannequin) and group of learners (eg, medical students) the educational objectives, fidelity, environment, and instructional methods vary widely.4 The implications for pharmacokinetics and pharmacodynamics studies as proposed by Weinger are obvious: it is difficult to establish a meaningful curve when the drug activity changes each time you study it! Moreover, discussing simulation as a single drug is simplistic; in actuality, we are developing hundreds of drugs to treat hundreds of diseases. The number of permutations in this puzzle is dizzying! These problems are not insurmountable, but they pose a significant challenge.

Second, knowledge/skill deficiency is not a disease. Although it proves useful in this framework, this analogy implies a knowledge/skill transfer model of learning and we know that is not really how people learn.5,6 Educators and researchers who adopt this framework must remember that teachers and instructional activities facilitate learning, but ultimately it is the learner who must do the work to improve his or her competence.

These limitations are not too serious as long as one does not take the pharmacology model too literally. For example, I am not sure actually creating dose-response curves will be possible, but the concept of a dose-response curve can help us ask important research questions related to intensity and repetition of simulation training. Thus, despite these limitations, I find Weinger’s model useful primarily because it highlights the need for multiple types of evidence to clarify our use of simulation.

COMPARATIVE RESEARCH IN SIMULATION

When a new technology is first applied to education, the initial reaction seems to be to test it against no intervention to see whether it works.7 Thus, we see educators developing learning activities on various topics, all using the new technology, and evaluating performance before and after the simulation-based course or making comparison with no instruction. However, in nearly all cases, the result is similar: if we teach people, they learn.8–10 The infrequent exceptions to this rule can usually be explained by an inadequate control group (ie, the control group received something more than “no intervention”) or inadequate power (sample size too small).
Once educators have begun to demonstrate that the new technology works, the next natural step compares this technology with older educational approaches to see whether the new approach (the new instructional medium) is superior or at least noninferior. Once again, the results are somewhat predictable. If the interventions use similarly effective instructional methods (eg, interactivity, opportunities for application, feedback, and repetition) and similar time learning, there is usually no difference between the media formats. Conversely, if one intervention uses stronger instructional methods or longer time on task, then results typically favor that medium.

However, the limitations of both no intervention-comparison and media-comparative studies go beyond the predictability of the results. Namely, these studies largely fail to inform future practices. It is difficult to take the results of such studies, conducted in a single local setting at a single point in time, and apply (generalize) them to new situations. In a no intervention-comparison study, if (when) we find a significant difference, we have no way of knowing what will happen in a different context or with different learners or whether similar results could be observed using a less intensive (and less expensive) intervention. In a typical media-comparative study (eg, lecture vs. simulator), the instructional methods vary along with the medium, resulting in confounding—more than one explanation for the observed results. Regardless of the study findings, it is impossible to know whether it was the medium or the instructional methods—or both—that accounted for the observed results. Assuming a defensible study design, the findings may be true and may serve local purposes (eg, a report to the Dean or funding agency), but it is difficult to take these results and apply them to new courses and contexts because we cannot attribute causality to a specific variation. This does not mean that such studies serve no purpose only that they do not ideally inform future educational activities. In addition, they do not provide the information requested by Weinger.

Weinger suggests that we need to explore issues around the use of simulation presuming it is effective. I believe this is an appropriate approach. The value of simulation to medical training will not be determined by randomized trials, but by logical arguments—informed by evidence—that set forth the values and priorities of society. The question is not “Do we need simulation?” or “Is simulation useful?” The answer to both questions is clearly “Yes”—for reasons that have been eloquently stated by others including patient safety, standardization of training experiences, and performance assessment. Rather, the relevant questions are “when should we use simulation?” and “how do we effectively use it” (eg, what type, how much, and what design) when we do? These are the questions that need answering, questions that clarify how and why simulation works, and how it can be improved.

RESEARCH TO ADVANCE THE SCIENCE OF SIMULATION

So, if comparisons with no intervention and alternate media are not the answer, what simulation research should we be doing? Broadly, I see at least four classes of research studies. All are important; the order is arbitrary.

First, we need comparative studies but not comparisons with no intervention or with nonsimulation methods of teaching. Rather, we need head-to-head studies comparing one simulation format with another. Studies might compare different levels of simulation fidelity, different combinations of simulation techniques, different instructional techniques, or different sequencing, duration, and repetition of training. Such simulation-simulation comparisons could inform the pharmacokinetic, pharmacodynamic, dose-time, dosing regimen, dose-effect, and drug-drug interaction/synergy relationships requested by Weinger. For example, one study found no difference in epidural catheter performance after training using either a high-fidelity part-task trainer or a low-fidelity model built with a banana and bread. Another study found no difference in vascular anastomosis skill after simulation training with or without videotaped feedback. These studies have important and broadly applicable implications for the design of simulation.

Second, we need association studies. No human has conducted a randomized trial in astronomy, but we have learned a lot about planetary motion through diligent observation. Similarly, we can learn much by exploring relationships among and between aspects of the learning experience that are not amenable to change, such as learner characteristics (eg, experience, spatial ability, and motivation), contextual features (simulation, workplace, and institutional environments), specific educational objectives/content areas, and outcomes such as satisfaction, performance, and noncompulsory usage (eg, after-hours use). Longitudinal studies exploring learning decay and reinforcement could use a similar design. These studies provide data on essentially the same research domains as the comparison studies noted above (pharmacokinetics, pharmacodynamics, dose-time, etc.), but the results will be more tentative, and the hypotheses advanced will generally require confirmation in subsequent research. In one recent association study, investigators found no correlation between performance deterioration between practice sessions and the intersession time interval but found that learners with shorter intersession intervals achieved mastery in fewer sessions.

Third, we need validity studies. We need to know that the measurements in a study actually reflect what they purport to represent (the underlying construct). Construct validity goes far beyond demonstrating an association between learner experience and performance, although this might comprise one important piece of evidence among many. Rather, evidence to support the construct validity of an instrument’s scores comes in five flavors—content (how well the instrument’s items or conditions reflect the intended outcome [construct]), response process (how well actual responses from learners, assessors, or machines reflect our intent), internal structure (typically factor analysis or reliability data), relations to other variables (appropriate associations with, for example, a concurrently-administered measure, trainee experience, or future outcomes), and consequences (does our use of this assessment have desired [or undesired] effects?). One such study compared two methods for scoring
a crisis resource management simulation by collecting evidence regarding the content (full representation of content domain), response process (data integrity), internal structure (reliability), and relations to other variables (discrimination among learner experience). Validity studies also might explore the link between intermediate outcomes (knowledge, skills, or simulator-based assessment) and higher order outcomes such as behaviors in practice and effects on patients. If we can firmly establish such links, then we can use more easily measured intermediate outcomes as surrogates in subsequent studies, confident that proximate gains will likely translate to desired real-world benefits. As Weinger notes, we will still need to assess transfer (pharmacodynamics) in select cases, but because pharmacokinetics studies are simpler and cheaper, it makes sense to use these when possible.

Finally, we need rigorous qualitative studies. There is a difference between descriptive studies that report informally derived lessons learned, and studies conceived in a qualitative paradigm and executed using rigorous qualitative methods. Qualitative research is ideally suited to explore the complexity surrounding interpersonal dynamics and contextual factors in simulation activities and can also inform pharmacokinetics and drug-drug interactions. Among other things, qualitative research will help us understand when to use simulation. This information, which complements the quantitative designs described above, will be invaluable. For example, qualitative studies have explored the strengths and weaknesses of standardized patients, key elements in crisis simulation training, and team dynamics in simulated stressful situations.

IN CLOSING

We must do more than to increase the volume and methodological quality of research in simulation. We need to be thoughtful about the research questions we address. Given finite time and resources, we must channel our efforts to those activities that will provide the greatest return on investment. I do not believe that comparisons with no intervention or with nonsimulation instruction provide the highest yield in most cases. Whether we use Weinger’s framework or some other agenda, we need research that advances the science—research that helps us understand when to use simulation and how to use it effectively. This clarification research is not as glamorous as comparisons with no intervention, the effect sizes will be smaller (and thus require much larger samples), and advances will typically be incremental rather than revolutionary. Clarification research is less intuitive than studies comparing simulation with traditional methods. The simulation research of which I speak requires relentlessly building on previous work, critically appraising and testing theory, and systematically—programmatically—refining our understanding of how to use the tools at our disposal to teach and assess.

It takes years of diligent research to bring a drug to market and additional years to understand how to effectively use the drug alone or in combination to improve the human condition. We should expect nothing less in education science. There are no magic bullets and no shortcuts. Evidence will accumulate slowly, as drops in a bucket. The reward, although delayed, will be worth the work.
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