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Background: Publication bias occurs when statistically non-significant (negative) findings are not
published. It can profoundly affect the results of systematic reviews and meta-analyses.
Methods: Qualitative and quantitative methods of detecting publication bias are described, including
their advantages and disadvantages.
Results and conclusion: Accepted quality standards for the reporting of meta-analyses recommend
assessment of publication bias, but currently there is no uniform standard for reporting. Quantitative
methods are being used with increasing frequency. Authors should take steps to minimize publication
bias, and use both qualitative and quantitative assessment methods to determine whether it is present.
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Introduction

It is widely accepted that studies with a positive result
are more likely to be submitted for publication and
subsequently published than inconclusive or negative
studies. A rare exception occurs when a very large
negative study that fails to reject the null hypothesis
is regarded as conclusive and approved for publication
by both reviewers and journal editors. Nonetheless, the
tendency for studies showing P < 0·050 to be more likely
to be published than those with P > 0·050 is the essence
of what is known as publication bias1. Such bias can affect
a systematic review, with or without a meta-analysis, by
showing a clinical intervention to be effective (statistically
significantly related to a positive outcome) when the
intervention in reality has little to no real impact on the
outcome of interest.

Publication bias is not a new concept; it has been
around for nearly 50 years. It was initially noted when
Sterling2 reviewed four journals and found that 97 per cent
of the reports published in them reported statistically
significant findings. This suggested the possibility that
studies with statistically non-significant findings were not
being published. Scherer and colleagues3 have claimed that
just over half of all conference abstracts are published in
full, and that abstracts with significant results are more
likely to be so treated than those with non-significant
results.

Since the publication of ‘Systematic reviews and meta-
analyses for the surgeon scientist’ in this journal4,
the authors have witnessed a tenfold increase in the
assessment of publication bias in meta-analysis in
peer-reviewed journals between 1998 and 2007. Such
bias is not, however, assessed routinely in the surgi-
cal literature despite accepted reporting standards for
systematic reviews with meta-analysis5–7. Unfamiliar-
ity and difficulty in interpretation of the test find-
ings may play a large part in this underutilization
(Table 1)8.

The Cochrane handbook does not encourage the use
of quantitative methods to evaluate whether or not
publication bias exists, because many of these tests are
considered to have poor statistical power. However, the
Cochrane group does acknowledge and accept the use
of funnel plots to detect publication bias qualitatively.
Nevertheless, quantitative methods are increasingly being
employed by meta-analysts, partly because the widely
accepted quality of reports of meta-analyses (QUOROM)
statement requires the assessment of bias as part of its
checklist6. QUOROM, like Cochrane, however, does not
specify which quantitative techniques should be used. The
Meta-analysis Of Observational Studies in Epidemiology
(MOOSE) guidelines, which are also widely accepted, are
more specific and stipulate that either the funnel plot or
the fail safe method should be used to detect publication
bias7.
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Table 1 Frequently used methods of assessing the presence of publication bias in meta-analysis

Reporting method Interpretation Advantage Disadvantage

Qualitative test
Funnel plot Visual Asymmetry suggests the Easy to judge Subjective interpretation

interpretation presence of publication bias Asymmetry does not always suggest
publication bias. Need to explore
systematically the reasons for
asymmetry

Inadequate number of samples means
that there may not be enough large
studies to form the apex of the
predicted funnel

Requires a relatively large number of
component studies with varying
sample size

Data can be distributed in a funnel
shape even when studies come
from more than one population, if
they have the same population
mean but different variances

Quantitative tests
Egger Regression

analysis.
P < 0·050, if there is evidence

of publication bias. This is
Data sets that report

dichotomous outcomes
Sensitivity is generally low in

meta-analyses based on fewer than
Graphical also confirmed by a Measures of associations or 20 studies
output confidence interval that risk can be analysed Overestimates the extent of

does not include zero More sensitive than Begg’s
test

publication bias with studies of
small sample size

Begg and Mazumdar Rank correlation P < 0·050, if there is evidence Distribution-free method Sensitivity is generally
test. Graphical
output

of publication bias. This is
also confirmed by a

Involves no modelling
assumptions

low in meta-analyses based on
fewer than 20 studies

confidence interval that
does not include zero

Non-significant test does not exclude
the presence of publication bias

Trim and fill method Rank-based
technique

Aims to correct the asymmetry
observed in the funnel plot

Can be used to estimate the
no. of missing studies

Low specificity – it might detect
missing studies even in the absence

in the setting of Estimates the treatment effect of bias
non-significant findings by adjusting for potential

publication bias
Danger of overcorrecting non-existent

bias in response to funnel plot
asymmetry arising from nothing
more than random variation

Fail safe number 5n + 10 No. of unpublished studies Fail safe n is easy to interpret Overemphasizes importance
n represents the with non-statistical findings Used only when publication of statistical significance
no. of studies
in the
meta-analysis

required to change a
significant result in a
meta-analysis to

bias has been detected by
other tests

Highly dependent on the mean effect
size assumed for unpublished
studies

non-significant Does not account for studies that
report effect in the opposite
direction to that observed in the
meta-analysis

One of the many advantages of conducting systematic
reviews is that they can be used to generate or test
hypotheses. However, they are prone to several other
limitations, including inadequate or missing information,
weakness of individual study designs, incomplete reporting
of outcomes and heterogeneity of the intervention effects
between studies. The effect of selecting a subset of studies
based on outcome distorts the estimated effect of the
intervention and possibly misleads clinicians who are

trying to make evidence-based clinical decsions9,10. The
problem of publication bias may be most likely, perhaps
greatest, when there are financial incentives to publish
positive results and suppress submission for publication of
inconclusive studies11.

Those who undertake meta-analyses and systematic
reviews should account for publication bias in their
methodology. One method of minimizing bias is to
perform a comprehensive search for unpublished studies12.
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Analytical tools, such as a funnel plot, may also be used to
assess the degree qualitatively and quantitatively. What
follows is a description of the most commonly used
techniques of evaluating publication bias. The advantages
and common pitfalls of each technique are highlighted.

Qualitative assessment of publication bias

Funnel plot

The funnel plot is the most frequently used method
of assessing the existence and potential impact on
the estimated effect parameter13,14. The Central Limit
Theorem and normal theory predict that a sample statistic
(mean, log odds ratio and regression coefficient) will tend
to be a normal distribution as the sample size increases. A
plot of the published studies with their effect parameter,
such as the log odds ratio on the x-axis and standard
error on the y-axis, yields an inverted funnel15. In the
absence of publication bias, the distribution of studies
will be funnel shaped and symmetrical (or nearly so)
around the true population parameter. In the presence
of publication bias, there will be gaps or vacant regions
within the funnel. Such gaps usually appear in the lower
left or lower right corner of the funnel, suggesting that
smaller or statistically non-significant studies have not
been published4,16.

Although the funnel plot is effective at demonstrating
the presence of publication bias16, plot asymmetry can
result from other factors. These include differences in
the methodological quality of the studies17, differences
in underlying risk in the various populations studied,
choice of effect measure and/or measure of precision,
and chance itself18. When smaller studies of poorer
methodological quality are included, they may show a
positive and larger effect than well powered and better
designed studies19. An example of methodological bias
that can produce funnel plot asymmetry was reported in
a meta-analysis of observational studies of symptomatic
hepatobiliary iminodiacetic acid (HIDA)-positive patients
without evidence of gallstones20. The funnel plot using
data from that analysis is asymmetrical about its base,
suggesting the presence of publication bias with an absence
of studies in the lower left quadrant of the plot (Fig. 1a).
Symptomatic outcome following surgery is plotted against
the standard error in Fig. 1a and against precision (Fig. 1b).
Precision is denoted by the reciprocal of the standard
error (1/s.e.), that is, as the standard error increases,
precision decreases, and vice versa. This results in a
curvilinear plot with an emphasis on larger studies, while
smaller studies are concentrated at the bottom. Generally,
the standard error is used on the vertical axis as this
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Fig. 1 a Asymmetrical funnel plot with standard error on the
vertical axis. Dashed diagonal lines represent the 95 per cent
confidence interval around the overall effect estimate, which is
indicated by the vertical line. There were ten studies in this
analysis, each shown by a circle. The absence of negative or null
studies in the lower left corner indicates the presence of
publication bias. The axis has been inverted to place the largest
studies at the top of the graph. There is an emphasis on the
smaller studies, where bias is more likely. b Asymmetrical
curvilinear plot with precision (1/s.e.) on the vertical axis. The
95 per cent confidence interval lines are curved. There is an
emphasis on larger studies, with smaller studies being
concentrated at the bottom

represents the best choice in most cases. This results in
a symmetrical funnel plot bounded by the 95 per cent
confidence interval in the absence of publication bias21.
Plotting precision on the vertical axis is usually employed
in studies that compare trials with large variations in
sample size22.

Subjectivity in the visual interpretation of a funnel plot
leaves it open to a wide range of potential errors15,23.

Copyright  2008 British Journal of Surgery Society Ltd www.bjs.co.uk British Journal of Surgery 2008; 95: 943–949
Published by John Wiley & Sons Ltd



946 S. S. Mahid, M. Qadan, C. A. Hornung and S. Galandiuk

Terrin and co-workers23 reported the ability of medical
researchers to identify publication bias based on visual
inspection of 16 funnel plots each containing ten studies.
This has been shown to be only slightly better than chance
(53 per cent accuracy). Publication bias in this study was
created by allowing studies of lower P value or larger
sample size to have a greater probability of inclusion23.

This highlights the importance of using additional
methods that can reduce the subjective element of visual
interpretation. In the following sections, tests used to
evaluate visual asymmetry quantitatively are discussed.
These tests theoretically require at least 30 studies to
be included in the analysis in order to have sufficient
statistical power (typically 0·80)24. Unfortunately, many
meta-analyses involving randomized controlled trials
include fewer than 30 studies, rendering these tests
underpowered19.

Quantitative assessment of publication bias

Egger’s test

The Egger regression asymmetry test relies on
regression18, and its plot suggests publication bias more
often than the Begg approach (see below)25. The Egger test
detects funnel plot asymmetry by determining whether the
intercept deviates significantly from zero in a regression
of the standardized effect estimates against their precision.
The test gives P < 0·050 if there is evidence of publica-
tion bias. This is also confirmed by a confidence interval
that does not include zero. Using the data set illustrated
in Fig. 1, the Egger test gave P = 0·437, with the confi-
dence interval including zero, indicating the absence of
publication bias.

Begg and Mazumdar adjusted rank correlation test

The Begg and Mazumdar adjusted rank correlation test
is a direct statistical analogue of the visual funnel plot25.
The presence of bias is determined by assessing whether
or not there is a significant correlation between the
effect estimates and their variances. Many commercially
available meta-analysis computer programs include this
test and provide graphical output in which the regression
asymmetry graph plots the standardized effect estimates
(odds ratio) against precision (1/s.e.), along with the
variance weighted regression line as well as the confidence
interval about the intercept. The Begg and Mazumdar
test gives P < 0·050 if there is evidence of publication
bias. Failure of the confidence interval to include zero
denotes asymmetry in the funnel plot, and this indicates
the presence of possible publication bias in the included

studies. Using the data set illustrated in Fig. 1, Begg’s
test did not indicate the presence of publication bias (P =
0·089).

Trim and fill

The trim and fill technique was first described by Duval
and Tweedie.26 formally to evaluate bias in funnel plots
in the setting of non-significant findings in a particular
area of research. This technique attempts to correct the
funnel plot asymmetry using the existing data. In this
rank-based technique, the number of unmatched trials
producing asymmetry on one side of the funnel is estimated.
These trials are then trimmed from the funnel, leaving a
symmetrical remainder from which the true centre of the
funnel is estimated (filling) by standard meta-analytical
procedures. The trimmed trials are then replaced and
their missing counterparts imputed. This then allows an
adjusted overall confidence interval to be calculated. If the
results become non-significant as a result of the correction,
this should not be accepted as the true value but rather
as an indication that the results should be assessed more
carefully in the likely presence of publication bias. Using
this method, the presence of publication bias was detected
in the data set used in Fig. 1.

Fail safe number

The fail safe number is the number of unpublished
studies that would be needed to nullify a significant effect
suggesting publication bias by raising the observed P value
to ≥ 0·05027. If a large number of unpublished studies
are required to render a statistically significant result non-
significant, it is probable that they do not exist. The fail
safe number is used only when publication bias has been
detected by other tests. Limitations of this method include
an overemphasis on statistical significance rather than on
biological significance. The method also does not take into
account the unlocated studies that report effects opposite
to the results observed in the included studies, resulting in
a smaller ‘true’ fail safe number, and implying that fewer
studies would be required to overturn a significant result
reported in a meta-analysis28. For the data in Fig. 1, the fail
safe number is 138, representing the additional negative
or inconclusive studies that would make the results non-
significant. In other words, a further 138 studies would
be needed to show that surgery for symptomatic HIDA
scan-positive patients without gallstones is not beneficial
compared with medical treatment.
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Discussion

Publication bias occurs especially when research remains
unpublished29–31. There are three main sources that
contribute to this: researchers themselves, journal editors
and the peer review process, and commercial funding
sources. Researchers are often reluctant to submit a report
when the results are not statistically significant29. They
may erroneously believe that there will be no interest in
inconclusive results or that the failure of their study to
achieve statistically significant results reflects negatively
on their research ability. Investigators may, however, be
more likely to submit such work as an abstract or oral
presentation at a meeting. Publication bias occurs when the
results are not submitted to and published in a scientific
journal, or when their appearance as an abstract in the
proceedings of a meeting is not discovered and so they are
not included in systematic reviews with meta-analysis.

Journal editors and the peer review process are also
relevant in this context. Bias occurs when reviewers are
disinclined to recommend acceptance of an article because
of inconclusive results, or because of the possibility that
methodological or design flaws exist that they cannot
pinpoint and which may be responsible for the study
not achieving statistical significance. They may fear that
if they recommend publication and such methodological
deficiencies are identified by another reviewer or reader,
their prestige in the eyes of the editor and the scientific
community will be diminished32. Editors, meanwhile,
are probably not eager to publish inconclusive studies,
even those that are methodologically sound, given the
space limitations and competition between journals for
significant research findings. Such significant findings are
more likely to be published rapidly (pipeline bias)31, to be
published in journals with a higher impact factor30, to be
published in multiple forms (multiple publication bias)33

and, finally, to be quoted more often than inconclusive
findings34.

Studies funded by commercial interests that fail to
find statistically significant effects of the treatment
or intervention are less likely to be published than
similarly funded studies with positive results1,29,30.
Commercial interests that are likely to thwart publication
of inconclusive studies are probably also interested
in thwarting presentation of inconclusive findings at
professional scientific meetings. This means that such
studies are not discoverable, even by thorough searching of
the ‘grey’ literature (meeting proceedings, symposiums),
making recognition of the resulting publication bias
(nearly) impossible. This is an important reason for
mandatory registration of all clinical trials.

Although the extent of publication bias is unknown35,
its presence in the era of evidence-based practice is
important. Failure to identify bias can lead to an erroneous
interpretation of systematic reviews and is a threat to
the credibility of meta-analyses30,36,37. The consequences
of bias are exemplified by the clinical trials of selective
serotonin-reuptake inhibitors in children38. Nearly one-
fifth of children aged less than 18 years experience at
least one episode of major clinical depression. With
such a large potential market, this attracted some large
pharmaceutical companies and led to the development of
paroxetine hydrochloride. Only when it was discovered
that this antidepressant led to higher than expected rates
of deliberate self-harm did the manufacturers release
unpublished data indicating that the drug was ineffective
at adequately treating childhood depression39. It later
emerged that, of the 15 studies submitted to the Food
and Drug Administration (FDA) in the USA, only three
suggested the drug had any beneficial effect. This created
a furore in the lay media, resulting in the development
of a clinical registry for all clinical trials from their
inception, as well as a number of other measures40.
Despite the creation of this registry, there is evidence
that publication bias remains a major issue in evidence-
based medicine. In a recent report41 of 74 FDA-registered
studies involving 12 antidepressant drugs, nearly all trials
(94 per cent) produced positive results, based on the
published literature. Analysis of FDA data, however,
showed that only 51 per cent (including unpublished
studies) of all the trials conducted were in fact positive.

Several proposals have been put forward to document
and record all unpublished studies42. It is unethical to
enrol patients into a clinical study with the argument
that their participation will advance science only to
withhold the results from the scientific community43.
Researchers have an ethical responsibility to their study
participants, and moral responsibility to their colleagues,
sponsors and the scientific community at large to
ensure dissemination of study findings, irrespective of
outcome44.

The surgeon scientist should appreciate that an
inconclusive study can be of great value, provided that
it is scientifically sound. It can generate important
hypotheses by stimulating thinking about the unexpectedly
inconclusive results. It is also worth noting that there is
no consensus about how publication bias is best detected
and that a thorough assessment is not conducted routinely.
Funnel plot analysis remains a minimum requirement.
If systematic reviews with meta-analyses are to provide
the highest level of evidence to aid clinicians in decision
making, their authors must be confident about the results.
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These should reflect a comprehensive search of all relevant
healthcare databases, including the grey literature, to
minimize publication bias. Ideally, qualitative and (when
possible) quantitative tests for the presence of publication
bias should be performed.
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