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General Introduction
Applied Linguistics: Subject to Discipline?

ALAN DAVIES AND CATHERINE ELDER

’Tis of great use to the sailor to know the length of his line, though he cannot
with it fathom all the depths of the ocean. ’Tis well he knows that it is long
enough to reach the bottom, at such places as are necessary to direct his
voyage, and caution him against running upon shoals that may ruin him.
Our business here is not to know all things, but those which concern our
conduct. If we can find out those measures whereby a rational creature, put in
that state which man is in the world, may and ought to govern his opinions
and actions depending thereon, we need not be troubled that some other things
escape our knowledge.

John Locke, An Essay Concerning Human Understanding, 1695

Role

Applied linguistics is often said to be concerned with solving or at least amelio-
orating social problems involving language. The problems applied linguistics
concerns itself with are likely to be: How can we teach languages better? How
can we diagnose speech pathologies better? How can we improve the training
of translators and interpreters? How can we write a valid language examina-
tion? How can we evaluate a school bilingual program? How can we deter-
mine the literacy levels of a whole population? How can we helpfully discuss
the language of a text? What advice can we offer a Ministry of Education on a
proposal to introduce a new medium of instruction? How can we compare the
acquisition of a European and an Asian language? What advice should we
give a defense lawyer on the authenticity of a police transcript of an interview
with a suspect?

This tradition of applied linguistics established itself in part as a response
to the narrowing of focus in linguistics with the advent in the late 1950s
of generative linguistics, and has always maintained a socially accountable
role, demonstrated by its central interest in language problems. But there is
another tradition of applied linguistics, which belongs to linguistics; it is
sometimes called Linguistics-Applied (L-A) but perhaps “applications of linguistics” would be a more appropriate title for this tradition. This version has become more noticeable in the last 20 years as theoretical linguistics has moved back from its narrowly formalist concern to its former socially accountable role (for example in Bible translation, developing writing systems, dictionary making). In this way the two traditions have come to resemble one another. Or have they? We discuss below whether there is still a distinction.

For the most part, those who write about applied linguistics accept that the label “applied linguistics” refers to language teaching (in its widest interpretation, therefore including speech therapy, translation and interpreting studies, language planning, etc.). Applied linguistics in this tradition is not new, whether from the more practical perspective: “Throughout the history of formal language teaching there has always been some sort of applied linguistics, as it is known today” (Mackey, 1965, p. 253), or whether we consider its role in the academy: “Applied linguistics is not the recent development that is sometimes supposed, but derives from the involvement of linguists in America, particularly Leonard Bloomfield and Charles C. Fries, in specialized language-teaching programs during and immediately after the second World War” (Howatt, 1984, p. 265). Within that tradition, applied linguistics has an honorable role:

if there is one single source which has been responsible for stimulating innovation and activity [in language teaching], it is (in one or other of its various guises) applied linguistics. It has not performed miracles, but as a focus of enquiry, critical self-examination, and new ideas, it has enriched the profession at least as much as it has irritated it. (Howatt, 1984, p. 226)

One important source of that enrichment has been the journal Language Learning, published from the University of Michigan, providing a chronicle of the development of applied linguistics over the past 50 years (Catford, 1998). In a 1993 editorial the journal gave late recognition to the range of coverage beyond linguistics which applied linguistics embraced. Such recognition is significant. Coming out of the tradition of Charles Fries and Robert Lado at the University of Michigan, Language Learning, founded in 1948, was “the first journal in the world to carry the term ‘applied linguistics’ in its title” (Language Learning, 1967, pp. 2–3). But by “applied linguistics” what was meant was the “linguistics applied” version.

In the 1990s, the journal seems to have finally accepted the broader church that represents an Applied-Linguistics (A-L) as distinct from a Linguistics-Applied approach to language problems. The 1993 editors acknowledge “the wide range of foundation theories and research methodologies now used to study language issues.” And they state that they intend to:
encourage the submission of more manuscripts from
(a) diverse disciplines, including applications of methods and theories from
linguistics, psycholinguistics, cognitive science, ethnography, ethnometh-
odology, sociolinguistics, sociology, semiotics, educational inquiry, and
cultural or historical studies, to address:
(b) fundamental issues in language learning, such as bilingualism, language
acquisition, second and foreign language education, literacy, culture,
cognition, pragmatics, and intergroup relations.

However, the official recognition of the “wide range of foundation theories
and research methodologies now used to study language issues” comes at
a price. That price is the abandoning of the term “Applied Linguistics” as a
sub-heading in the journal’s title. The explanation for this removal is that its
replacement title, Language Learning: A journal of research in language studies, is
now seen to be wider.

Corder (1973) was well aware that in limiting the coverage of applied
linguistics to language teaching he was open to criticism. To some extent his
defense was the mirror image of the Language Learning change of name. There
the rationale was that the input was too undefined and therefore it was
sensible to remove the label of applied linguistics. Corder argues that it is the
output that is without shape and therefore it makes sense to limit the area of
concern to one main object, that of language teaching. Such modesty is more
appealing than enthusiastic and exaggerated claims such as: “This book is
something of an exercise in applied linguistics – in the widest senses of that
term in that it comprises all systematic knowledge about language in all its
aspects” (Christophersen, 1973, p. 88).

Of course there are voices suggesting that applied linguistics can fulfill a
role wider than language teaching (for example Kaplan, 1980; Davies, 1999).
This is an attractive view, but it is tenable only if it allows for a clear overall
limitation to either the input or the output. Otherwise it slips all too easily into
claiming that the whole world is its oyster, that the area of concern is every-
where, the science of everything position, destabilizing the applied linguist
who is left both site-less and sightless.

Definitions

Definitions of applied linguistics may take the form of a short statement, such
as: “the theoretical and empirical investigation of real-world problems in which
language is a central issue” (Brumfit, 1997, p. 93); they may occupy a course
leading to a degree or diploma; or they may be instantiated within the covers
of a volume or a set of volumes. Of this last there are two kinds: there is the
single author book (for example Corder, 1973; Davies, 1999) and there is the
collection of edited papers. Collections have the advantage over the single-
author volume of wide and often specialist coverage of many areas, but they
cannot compete with the single-author volume in terms of offering a coherent view of the field and indeed may give the sense of being assembled somewhat at random. In the last three years at least three edited collections have appeared: Grabe (2000), Schmitt (2002), and Kaplan (2002); and now we have this present volume. Schmitt and Celce-Murcia offer the following definition of Applied Linguistics, (which they place in inverted commas): “‘Applied Linguistics’ is using what we know about (a) language, (b) how it is learned, and (c) how it is used, in order to achieve some purpose or solve some problem in the real world” (Schmitt & Celce-Murcia, 2002, p. 1). They point out that: “Traditionally, the primary concerns of Applied Linguistics have been second language acquisition theory, second language pedagogy and the interface between the two, and it is these areas which this volume will cover” (Schmitt, 2002, p. 2). Grabe’s definition is not far away: “the focus of applied linguistics is on trying to resolve language-based problems that people encounter in the real world, whether they be learners, teachers, supervisors, academics, lawyers, service providers, those who need social services, test takers, policy developers, dictionary makers, translators, or a whole range of business clients” (Grabe, 2002, p. 9).

In both cases – and indeed more generally – the “real world” is contrasted with, presumably, the laboratory or, perhaps, the linguist’s intuition. And yet the real world is never accessible to research or teaching, as Labov (1966) has pointed out. And are students being taught a language in a classroom setting experiencing the real world? It has indeed been suggested that language teaching and the methods and materials it employs are no more representative of non-idealized spontaneous language use than are the grammatical examples that the linguist’s intuition calls up. In fact, of course (and again Labov makes this point) once language use is focused on for study and analysis it ceases to exist in the real world. We make this point not because we wish to argue against collecting samples of real language use but because we consider that the distinction between real and non-real is a flaky one.

It may be that a helpful way of distinguishing between what linguistics and applied linguistics are concerned with is to distinguish between theory and data. Kaplan proposed that applied linguistics is simply not in the business of developing new theories. Its concern is with new data. Looking forward, Kaplan suggests that applied linguists “are likely to move toward the analysis of new data, rather than continue to argue new theory” (Kaplan, 2002, p. 514). As such, the linguistics that will be of most use to the upcoming applied linguistics will be descriptive linguistics.

Kaplan and Grabe used as the title of an earlier publication: “Applied linguistics as an emerging discipline (Grabe, 2000). How helpful is it to consider applied linguistics as a discipline (rather than say as a subject)? No doubt the labeling is a way of assuming coherence and at the same time of distinguishing between applied linguistics and linguistics.

But is it appropriate to refer to applied linguistics, as Kaplan and Grabe do in their title, as an emerging discipline? It surely makes more sense to use the
term “subject” rather than “discipline” for the bundle of issues and interests that Kaplan and Grabe survey (always remembering that there were many more that were not included). Nothing wrong with being a subject area, and, as we shall see shortly, that is exactly how applied linguistics started off and where, in our view, it still is; and that is where it should remain. Why must it develop as a discipline? To what end? Greater academic prestige? More access to research funds? Applied linguistics is not like psychology or English literature (Kaplan & Grabe’s two examples that applied linguistics should emulate in becoming a discipline). It is much more like medicine and particularly like general or family medicine. Here the notion of source and target is of interest, a notion that Kaplan and Grabe do not acknowledge, even though they pay homage to the “real-world language-driven problems and concerns” (2000, p. 40) in which, they say, it is generally agreed that applied linguistics is grounded. By source we mean the content of a training program and by target the products the program aims at, what sort of career most trainees are being prepared for. What degree programs in other fields such as general medicine do is to say: What is our target? The presumed answer there is the family doctor who has sufficient knowledge to act as the first point of reference for sickness. Anything beyond that general knowledge, such as the provision of specialist consultants, requires further and often long-term training. But what all medics share is a common base training that is predicated on what the family doctor needs to know – his/her skills and knowledge. In the same way, we suggest, it is helpful to conceptualize all training for applied linguistics as aiming at the same target. And once that is decided (though of course its content will be controversial), then it becomes much easier to decide what is needed to prepare students aiming at that target. The advantage of selecting language teaching as the common target is that this area remains, by far, the career if not the choice of the largest number of applied linguists. Of course, those with interests other than language teaching or who have a specialized interest in a research area of language teaching will require further research training, normally at PhD level.

If defining applied linguistics is problematic, is a definition of linguistics any easier to make? Does it encompass, as some would have it, anything and everything to do with language? Of course, putting it quite so baldly makes nonsense of the claim. If linguistics embraces all language behaviors then literature is part of linguistics. Linguistics may take account of the language of literary texts, just as it may analyze texts in different domains. But because it may be appropriate for linguistics to study scientific texts does not mean that science is part of linguistics. Hubris awaits! Linguistics cannot therefore sensibly be the umbrella for all language activity. What then is the area of its proper study? It is no doubt for this reason that Kaplan and Grabe comment on the problem: “the term ‘applied linguistics’ raises fundamental difficulties, if for no other reason than that it is difficult to decide on what counts as ‘linguistics’. Given these difficulties within linguistics proper, it is perhaps unfair to expect clean solutions and clear delimitations for defining applied linguistics’” (Kaplan & Grabe, 2000, pp. 5–6).
History

A symposium held at the American Association of Applied Linguistics (AAAL) in St Louis in 2001 considered the history of applied linguistics in four different countries. Angelis, discussing the USA, proposed a four-fold division of time over the period since the 1920s. What this division indicates is a gradual move away from the central focus on linguistics until post 1990 we have what he terms “the proliferation of language activities with minimal direct ties to linguistics”. He summarizes this history as follows:

1. Applied Linguistics in North America does have identifiable roots in linguistics.
2. While North American applied linguistics has evolved over time, in its orientation and scope, so has North American linguistics.
3. A significant amount of work directed to real-world issues involving language can be attributed to leading North American linguists, although not characterized as applied linguistics.
4. Much of what can now be seen as groundbreaking applied linguistics type activity was carried out prior to the formal appearance of applied linguistics or of linguistics as recognized fields of endeavor.

(Angelis, 2001)

In this American tradition of applied linguistics, then, the link between linguistics and applied linguistics has been very close and there seems little distinction, if any, between L-A and A-L.

McNamara (2001) points to a different tradition for Australian applied linguistics. In contrast to both the UK and the USA, Australian applied linguistics took as its target the applied linguistics of modern languages and the languages of immigrants, rather than of English; this alongside the considerable work in the applications of linguistics to the development of teaching materials and writing systems for aboriginal languages. The Australian tradition of applied linguistics shows a surprisingly strong influence of continental Europe and of the USA rather than of Britain. English in general came on the scene rather late, and it was in the context of mother tongue teaching and of the teaching of English to immigrants (ESL) rather than as a foreign language (EFL). The mainstream EFL British tradition arrived in Australia only in the 1980s. What has been distinctive about applied linguistics in Australia has been its concern for language in education, both with regard to new migrant languages (and linking with language maintenance) and with regard to literacy in English. In both these areas the role of linguistics (in the sense of applications of linguistics) has been important, shaped by the work of scholars such as Michael Halliday and Michael Clyne. The establishment of the National Languages (and Literacy) Institute of Australia in the early 1990s brought together as somewhat uneasy bedfellows scholars from both traditions, those from applied linguistics and those from the applications of linguistics.
What helped give the Institute a common purpose was its central concern with language planning.

Davies (2001) argued that the British tradition represented a deliberate attempt to establish a distinctive applied linguistics which was not linguistics (and therefore, by implication, not Linguistics-Applied). The British Association of Applied Linguistics (BAAL) was formally established in 1967, with the following aims: “the advancement of education by fostering and promoting, by any lawful charitable means, the study of language use, language acquisition and language teaching and the fostering of inter-disciplinary collaboration in this study” (BAAL, 1994). The British tradition is well represented in the *Edinburgh Course in Applied Linguistics* (Allen & Corder, 1973–5; Allen & Davies, 1977), which did not have as a subtitle “in language teaching.” It was largely taken for granted in the 1960s and 1970s that applied linguistics was about language teaching.

Over the subsequent 30 years it gradually became more likely that those entering (English) language teaching had already studied aspects of linguistics. They no longer needed post-experience knowledge about language. Linguistics had become mainstream. That was its success. At the same time applied linguistics had also been successful. Its dedication to language teaching had been remarked in other areas of language use, especially institutional language use, leading to an explosion of applied linguistics training, and methodology. Thus in the anniversary issue of the Applied Linguistics Association of Australia (ALAA) newsletter, we read of developments over the past 20 years which “draw on a greater range of disciplines in our research” (Lewis, 2001, p. 19); that “applied linguistics is trying to resolve language-based problems that people encounter in the real world” (Grabe, 2001, p. 25); and that “Applied Linguistics ... has undergone a significant broadening of its scope and now contributes its theoretical perspectives to a range of areas” (Baynham, 2001, p. 26).

At the same time, a leading publisher in the field, Mouton de Gruyter, devotes a 45-page brochure to its applied linguistics list. Applied linguistics, according to this grouping, encompasses: language acquisition (L1 and L2), psycho/neurolinguistics, language teaching, sociolinguistics, humor studies, pragmatics, discourse analysis/rhetorics, text/processing/translation, computational linguistics – machine translation, corpus linguistics, language control/dialectology.

Rampton (1997, p. 140) argues for an applied linguistics which eschews all attempts to find a solution. He advocates a cheerful acceptance of the small and the local:

If in the past in applied linguistics there has been a tendency to attribute special privileges to the generalist, casting him or her either as the central character, sage or master of ceremonies, this now seems less relevant. Understood as an open field of interest in language, in which those inhabiting or just passing through simply show a common commitment, there is no knowing where, between whom or on what the most productive discussions will emerge.
Rampton’s recipe for applied linguistics takes us to the extreme of postmodernism, even if unintentionally, since what he proposes suggests that there is no vocation of applied linguistics, and no expertise, just individuals working in some loose sort of collaboration.

An Ethical Profession

Applied Linguistics has grown quickly and is now flourishing, with academic positions, academic departments, international journals, an international association (Association Internationale de Linguistique Appliquée [AILA]). With all this apparatus, is it appropriate to refer to applied linguistics as a profession? The definition of a profession given in Webster’s Ninth Dictionary (1994) is:

a calling requiring specialized knowledge and often long and intensive preparation, including instruction in skills and methods, as well as in the scientific, historical and scholarly principles underlying such skills and methods, maintaining by force of organization or concerted opinion high standards of achievement and conduct, and committing its members to continued study and to a kind of work which has for its prime purpose the rendering of a public service.

Unlike “strong” professions, such as medicine and law, applied linguistics (and other “weak” professions) lack sanctions. As such they do not control entry nor do they oversee continuing membership or license members to practice as professionals. However, what they can do is create an ethical milieu and in this way exercise informal control. They can establish a professional association, mount training courses leading to degrees and certificates, they can organize internal discussions, hold conferences and annual meetings of the national associations, and provide regular publications (such as Applied Linguistics, the International Review of Applied Linguistics, the Annual Review of Applied Linguistics, the International Journal of Applied Linguistics). In these ways, in applied linguistics, consensus can be achieved on what is required to become a professional applied linguist.

What is more, a “weak” profession can develop an ethical framework, such as is to be found in a Code of Conduct or Code of Ethics. Increasingly professions have laid claim to their own professional status by demonstrating their concern to be ethical. Indeed, House claims, “ethics are the rules or standards of right conduct or practice, especially the standards of a profession” (1990, p. 91). BAAL has made clear its own commitment to be ethical by publishing its Draft Recommendations on Good Practice in Applied Linguistics (1994). Koehn (1994) considers that what characterizes a profession is that it serves clients rather than makes a customer-type contract. What the professional offers is service or duty, to be professional, to act professionally, rather than to be successful, since success cannot be guaranteed.
General Introduction

The relativization of all knowledge within postmodernism, as well as the critique provided by critical applied linguistics (CAL) (Pennycook, 2001) creates a tension between the desire for an ethics and at the same time a mistrust of what may be regarded as the imposition of a universal ethics. Furthermore (and fortunately) a healthy skepticism among practicing applied linguists makes for quite modest ethical claims, typically “within reason.” In this way the profession makes clear that it does not claim what cannot be delivered, thus escaping from the charge of hypocrisy. Of course, there are always ethical issues to be addressed in the projects undertaken by applied linguistics: Why is this being undertaken? Who stands to gain? Where does power lie? Interestingly, these are very similar questions to those asked by critical applied linguistics, which suggests that critical applied linguistics is a postmodern version of an ethics of applied linguistics.

L-A and A-L

We have distinguished between two traditions, that of applied linguistics and that of applications of linguistics. Widdowson presents the question in terms of linguistics applied and applied linguistics:

The differences between these modes of intervention is that in the case of linguistics applied the assumption is that the problem can be reformulated by the direct and unilateral application of concepts and terms deriving from linguistic enquiry itself. That is to say, language problems are amenable to linguistics solutions. In the case of applied linguistics, intervention is crucially a matter of mediation...applied linguistics...has to relate and reconcile different representations of reality, including that of linguistics without excluding others. (Widdowson, 2000, p. 5)

The “linguistics applied” view seems to derive from the coming together of two traditions:

1. the European philological tradition which was exported to the USA through scholars such as Roman Jakobson,
2. the North American tradition of linguistic-anthropological field-work which required the intensive use of non-literate informants and the linguistic description of indigenous languages for the purposes of cultural analysis.

The social value of applications of linguistics was widely canvassed. Bloomfield (1933, p. 509) hoped that “The methods and results of linguistics...[and] the study of language may help us toward the understanding and control of human affairs.” In the 1970s R. H. Robins, representing the European tradition, was eager to encourage the use of linguistic ideas and methods: “The teacher who understands and can make use of the methods of scientific
linguistics will find the task of presenting a language to his pupils very much lightened and facilitated” (1971/1980, p. 308). Fifty years after Bloomfield, Douglas Brown (1987) was still making a similar claim: “Applied linguistics has been considered a subset of linguistics for several decades, and it has been interpreted to mean the applications of linguistics principles to certain more or less practical matters” (p. 147).

This tradition represents the “expert” view of knowledge and scholarship. It takes for granted that the methods and findings of linguistics are of value to others to solve their problems. But the applications must be carried out either by linguists themselves or by those who have understood and can make use of the methods of scientific linguistics. There is no place here for Corder’s applied linguist as a consumer of theories, in which linguistics is one among a number of different source disciplines, let alone for the extreme proposal made by Widdowson that linguistics is itself part of applied linguistics. Critiques and counter-critiques in the journals suggest that the opposing traditions have become more entrenched. Gregg (1990) argues the case for a unitary position on second language acquisition research, while Ellis (1990) and Tarone (1990) declare themselves in favor of the variationist position. Ellis contrasts two models of research, the research-then-theory position, which is essentially inductive, as against theory-then-research, the mainstream classic tradition, which is essentially deductive. We may surmise that the theory-then-research approach is that of linguistics while the research-then-theory is that of applied linguistics. For Gregg, the research-then-theory approach is not serious because it is not based on theory.

So much for the linguistics-applied tradition. What of the applied-linguistics tradition? The two traditions overlap in the work of Henry Sweet. Howatt claims that “Sweet’s work established an applied tradition in language teaching which has continued uninterruptedly to the present day” (Howatt, 1984, p. 189). Howatt also refers to the influence of J. R. Firth, holder of the first Chair of General Linguistics in the UK, who had first-hand experience of language learning and teaching in India, and who with the anthropologist Bronislaw Malinowski and their pupil Michael Halliday promoted the notion of the context of situation. No doubt because of Firth’s lead, the identity of the context of situation school is still that of linguistics-applied in spite of its strong social orientation. John Trim records his view of the origin of the British Association of Applied Linguistics in an address which represents the view of the linguist looking at society’s problems: “Members of Departments of Linguistics were present (at the inaugural meeting) because of their wish to see the findings of their science brought to bear on the social problems of the day” (1988, p. 9).

The real push to a coherent conception of the activity, an applied linguistics view, came from Corder who, while insisting on the centrality of linguistics, accepted the need for other inputs. It came even more strongly from Peter Streves who was unashamedly eclectic in what he saw as a growing discipline. His account of the founding of the British Association for Applied
Linguistics emphasizes the sociological and institutional reasons for forming a new professional group.

The fundamental question... facing applied linguists in Britain in 1965 was whether they were sufficiently like linguists (i.e. theoretical linguists) to remain within the linguists’ organization, or whether they were sufficiently like teachers of foreign languages, including English, to remain within their organizations, or whether they were sufficiently different from both to merit an organization of their own. (Strevens, 1980, p. 31)

What made those inaugural members interested in founding the new BAAL Association was that they had first-hand experience of the social problems that linguistic applications were addressing. What they looked to “applied linguistics” for was a framework for conceptualizing and contemplating those problems.

This Volume

In preparing this volume, we were struck by the tension between our descriptive responsibility – setting out the range of current interpretations of applied linguistics – and what we may ourselves regard as our normative concern, to attempt to define applied linguistics as being a coherent and limiting enterprise. That is how we see applied linguistics. When we planned this volume, we had in mind the distinction A-L/L-A, where A-L looks outward, beyond language in an attempt to explain, perhaps even ameliorate social problems, while L-A looks inward, concerned not to solve language problems “in the real world” but to explicate and test theories about language itself. So L-A uses language data to develop our linguistic knowledge about language, while A-L studies a language problem (an aphasia, let us say, or a speech impediment, such as a speech therapist studies) with a view to correcting it. The difference is large but, we must admit, not always clear-cut. In our set-up letter for the volume we declared our hand as follows:

Applied Linguistics is, in our view, a coherent activity which theorizes through speculative and empirical investigations real-world problems in which language is a central issue. By careful selection of topic (and of author) we intend to offer a coherent account of applied linguistics as an independent and coherent discipline, which, like similar vocational activities (for example general medicine, business studies, applied psychology, legal studies) seeks to marry practical experience and theoretical understanding of language development and language in use.

We distinguish linguistics and applied linguistics in terms of difference of orientation. While linguistics is primarily concerned with language in itself and with language problems in so far as they provide evidence for better language description or for teaching a linguistic theory, applied linguistics is interested in
language problems for what they reveal about the role of language in people’s daily lives and whether intervention is either possible or desirable. What this means is that applied linguistics is as much concerned with context as with language and will therefore be likely to draw on disciplines other than linguistics, for example, anthropology, education, psychology. It also means that the language problems with which applied linguistics concerns itself are often concerned with institutions, for example the school, the work-place, the law-court, the clinic.

So much for our invitation position 3 years ago. With the due passage of time since that letter, our experience with assembling and categorizing the 32 contributory chapters to the volume has tempered our view somewhat. What we have been compelled to realize is that the L-A/A-L distinction is sustainable only at the extremes. Thus the chapters on language attrition or language description may be regarded as largely L-A, while the concerns of second language learning or of computer assisted language learning are mainly to do with A-L. But in between the distinction is hard to make. It is probably easiest for those topics in A-L which deal with issues of language learning and language teaching because they have to do with the “real world,” that location we all refer to when we think of how language is used rather than how it is studied. However, even in the area of language learning and language teaching the distinction falters and changes. Thus the topics of contrastive analysis and error analysis, which were both central to applied linguistics in its concern with language learning and language teaching, have evolved into the highly theoretical concern of Second Language Acquisition (SLA) Research which is now less involved with language learning and language teaching and more concerned with linguistic and cognitive theorizing (see Birdsong, and Rajagopalan, this volume).

To an extent this reflects a wider development in the last 40 or 50 years. Thus contrastive analysis and error analysis have morphed into SLA research not only because researchers working in error analysis and contrastive analysis have become more and more interested in (and successful through) theoretical approaches to language acquisition, but also because researchers with a training and a background in theoretical linguistics have extended their data base to take account of language in use (in that “real world”). There are perhaps two reasons for this. The first reflects a wider philosophical shift from a rational, realist, universalist persuasion to a nominalist, relativist point of view. This, of course, is not a new view of language, simply a return to fashion of the interest in individual languages and in language varieties that was in abeyance during the long years of Chomskyan dominance. The second reason is the emergence of tools and methods for collecting and analyzing “real-world” language events, from the tape-recorder to the computer, with the concomitant development of, for example, Conversation Analysis and corpus linguistics and lexicography. And so, that gap between a linguistics concerned solely with an idealized language and an applied linguistics, which took as its
concern not just language learning and language teaching but all areas of language in use, has become increasingly filled by those trained in linguistics, who take for granted that their proper study is language use (in the “real world”) and that it is legitimate to have a dual concern for their data, a concern with the “problems” they encounter and a concern with the theory they employ, using their data to test the theory.

Is there, then, still a distinction between L-A and A-L? Our answer is that there is but that it cannot easily be found in the topics of interest. Rather, it is found in the orientation of the researchers, and why they are investigating a problem and collecting their data. Do they regard themselves as linguists applying linguistics or as applied linguists doing applied linguistics? Are they investigating because they wish to validate a theory? If so, that is L-A. Or is it because they seek a practical answer to a language problem? That is A-L. We do, of course, recognize that in some, perhaps many, cases the researcher will have both interests at heart.

We have therefore decided to make two divisions in this volume. The first is that of linguistics-applied; the second that of applied-linguistics. Having said that, we accept that the division is not safe and is in some cases problematic. For example, the chapters on discourse analysis; stylistics; language, culture, and thought: these, now in L-A, as well as others, could just as easily have been placed in the other category. It is revealing that when pressed as to why the chapters on language planning and language maintenance (to take two examples) are in A-L, we lean on the centrality to A-L of language learning and language teaching, taking for granted that language planning and language maintenance are largely concerned with intervention. In the cases of stylistics and of language, culture, and thought, our decision to place them in L-A was based on a judgment that their primary concern is with language; but that judgment could easily have gone the other way because of their importance in language learning and language teaching.
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We have argued in our general introduction that while the distinction between Linguistics Applied (L-A) and Applied Linguistics (A-L) is fugitive, it remains necessary and that it is at its most obvious in the orientation of the researchers, why they are investigating a problem and collecting their data. If they regard themselves as linguists applying linguistics because they wish to validate a theory, that is linguistics applied (L-A). If they see themselves as applied linguists because they seek a practical answer to a language problem, that is applied linguistics (A-L). Having made that distinction, we offered the caveat: “We do, of course, recognize that in some, perhaps many, cases the researcher will have both interests at heart.” We should also point out that the orientation of the researchers, how they regard themselves, what it is they wish to achieve, is not always obvious. Even when asked, researchers may not be clear.

The L-A chapters that follow in Part I present a tendency, a tendency toward the investigation of language using linguistic or other modes of investigation. What I propose to do is to group the 16 chapters in Part I into six sections; the sections themselves providing a cline from closest to the linguistics of language to the more distant connection. Thus in Section 1 we have the Liddicoat and Curnow chapter (on descriptive linguistics) which offers a descriptive apparatus for the linguistic areas of grammar and phonology. Such a chapter could with ease fit into a handbook dealing with linguistic descriptions. No problem there! The border between L-A and A-L is not marked and just as A-L needs linguistics, so too L-A requires a means of handling its application. Also in Section 1 is the Kirkness chapter on lexicography. The purpose of the Liddicoat and Curnow chapter is “to introduce applied linguists to the broad themes and general concepts with which linguists work in developing descriptive accounts of language”. Applied linguists, they argue, need “a certain level of familiarity with the principles of linguistics” so that “the work of applied linguistics can be carried out in an informed and principled way” For Liddicoat and Curnow linguistics is system and while this may not be the driving force in applied linguistics, applied linguists must
come to grips with language as a system since “linguistic and language description is basic to applied linguists’ work”. To that end, Liddicoat and Curnow provide an introduction to phonetics/phonology, grammar, and semantics.

Their chapter therefore is linguistics for applied linguists and as such very much at the linguistic end of L-A. In his chapter on lexicography, Alan Kirkness is similarly more linguistic than applied. Even so, as he points out, lexicology operates at the level of particular languages and while, in doing so, it makes use of linguistic procedures and constructs, it is powerfully concerned with the uses made of lexical research. Kirkness maintains that there is and always has been at the heart of lexicology an interest in application. Most particularly in dictionary making for various purposes. And he ends with a compelling plea for a close link between lexicology and lexicography, between the theoretical and the practical, between the linguistic and the applied. What that means is that lexicology belongs, in our terms, to L-A and, within L-A stands at the linguistic end of that approach.

Section 2 consists of chapters that investigate language in terms of the uses that are made of it. For David Birdsong, second language acquisition (SLA, or, as he puts it, L2A) is “a central concern of Applied Linguistics (or more precisely . . . of Linguistics Applied)”. Such a view is orthodox among SLA researchers: for them (as for Birdsong), the purpose of SLA research is to further our linguistic understanding, not to develop more effective ways of learning and teaching languages. Of course, such spin-offs may follow, but they would be incidental to the role they envision for SLA research, to model and promote our understanding of language and its acquisition. Birdsong’s take on the topic is not mainstream in that instead of the more usual account of initial SLA, he discusses “the end state” or “ultimate attainment.” He reminds us that “ultimate attainment data are invaluable for ongoing mainstream research in L2A theory, in that they afford unique perspectives on the limits of L2A . . . Clearly, for educators and social-policy makers, as well as for theorists, it is of compelling interest to know more about the rate of native-like attainment”. Such an approach could illumine “the most basic issue on L2A research . . . whether the difference in ends (i.e. final states) implies different means (i.e. learning procedures). As well as the L2-L1 comparison, Birdsong addresses the age factor in SLA. While his orientation is very obviously L-A, it is all too clear that his interest in the basic issues of L1-L2 and of age of acquisition are also of central interest to A-L.

For Mike Stubbs, the advent of computerized corpora provides a kind of paradigm shift in linguistic description and in our understanding of language and its development over time. What corpus study does is to bring together as parameters (and therefore unfalsifiable) populations of language tokens across individuals. In other words, what linguistics has always done manually and partially. For our purposes, then, corpus study necessarily falls into the L-A area: “no linguist” Stubbs claims “can now ignore corpus data”. But does corpus study do more, does it have any applied reach? For Stubbs there are areas of application: he mentions language teaching, lexicography, translation
studies, stylistics, forensic linguistics, cultural representation, and psycholinguistics. But his claims are modest. While he is unapologetic regarding the value of corpus study for linguistic descriptions (he calls himself an enthusiast here), he offers a conservative view of applications “arguing that applications are indirect, and that before findings can be applied to real-world problems, they require careful interpretation”. What we can be sure of is that corpus studies, like lexicography, like discourse analysis, are good for linguistics. Are they good for applied linguistics?

Trappes-Lomax reminds us that discourse analysis is practiced by scholars in many disciplines and not only by those working in linguistics and applied linguistics. The “linguistic turn” in the social sciences has largely been about this continuing interest in discourse analysis, which recognizes the value of non-experimental and non-quantitative methods in managing evidence. Trappes-Lomax takes us through the five areas he terms “focal issues” in discourse analysis: these are interaction, context, function, instrumentalities, and text. He defines discourse analysis as “the study of language viewed communicatively and/or of communication viewed linguistically”. Such a wide lens may be too generous since it can be seen as inflating the claim to our attention of discourse analysis by equating it with applied linguistics. There is a warning here. As with SLA (and indeed critical applied linguistics), the excitement and enthusiasm for the research interest may encourage inflation in the value of the research such that then applied linguistics becomes wholly SLA or CAL, or, in this case discourse analysis. But what cannot be denied is Trappes-Lomax’s claim that discourse analysis is necessary “to our understanding of language, of society, and of ourselves as human beings . . . it is useful – in an ever expanding range of practical and socially beneficial activities . . . (and) it is . . . endlessly interesting”.

One of the ways in which linguistic theory can be applied to language problems is by differing ways of linguistic description: we saw that in Section 1, particularly with the Liddicoat and Curnow chapter which provides a methodology for description at a level more abstract than an individual language. Thus the writing of a grammar of English (or of Japanese) would be a way of describing language at a somewhat less abstract level. The chapter by Sutton-Spence and Woll therefore belongs here since it concerns the description of a particular language, in this case British Sign Language (BSL), and what the chapter discusses is how linguistic procedures and methods can be implemented in order to establish a description of BSL. For Sutton-Spence and Woll, BSL is a minority language; but so of course are many oral languages. It is British (as is English, as are the Celtic languages . . . ), it has its own speech community, again like all oral languages, but uniquely it is a visual language. In other words, for Sutton-Spence and Woll, BSL is fundamentally a language: the fact that it uses visemes rather than phonemes is, in a profound sense, trivial.

In Section 3 we examine approaches that uncover the connections between speakers and their language, thus Giles and Billings, Schmid and de Bot,
Kramsch, and Gardner. In their chapter Assessing language attitudes: speaker evaluation studies, Giles and Billings explore the interaction between language, communications, and social judgments, recognizing, as they do, that “the effects of language on social judgment is an integral part of uncovering the communication process”. What speakers use language for, in other words, is to make judgments about their interlocutors: the fact that social judgments are often stereotypical emphasizes that it is a language rather than a linguistic evaluation that is being made.

Schmid and de Bot examine in their chapter various approaches to the study of language attrition, pointing out that just as languages are gained/acquired so they are lost: they investigate the phenomenon of loss at the individual and the community level, noting that languages are lost both deliberately and non-deliberately, through migration, contact, aging, and trauma. How far language attrition and SLA are mirror images remains an intriguing question. For our purposes, what Schmid and de Bot (like Giles and Billings) are centrally concerned with is the ways in which speakers relate to their (and others’) language.

As well as viewing language as a resource and/or commodity, as Schmid and de Bot do, we can also regard it as both vehicle and simulation of thought and culture. This is the concern of Claire Kramsch in her chapter Language, thought, and culture. Kramsch traces the progress of applied linguistics from its universalist certainty in the 1950s and 1960s through to its more questioning, context-sensitive relativism of today. She takes three areas to demonstrate this shift in linguistics: semantic relativism, linguistic relativism, and discursive relativism and then maintains that this shift has followed on, lagging behind, in applied linguistics. This has, she maintains, affected the orientation of speakers to their language above all in language education: “language relativity suggests reorienting the focus of language teachers from what they do to who they are”.

Gardner’s chapter on conversation analysis (CA) provides another take on the ways in which speakers use language: as we have seen, they form attitudes toward it, they view it as part culture and part culture bearing, and they lose it. In all cases, what the analyst is doing is focusing on the interaction between the speaker and the language. Here too in Gardner’s account of conversation analysis we see a similar focusing. Gardner shows how CA borrowed three basic themes from ethnomethodology: accountability, reflexivity, and indexicality. As well as being grammatical and appropriate, speakers are accountable, reflexive, and indexical for the purpose of effective interaction. And it is these themes that CA studies, what Gardner refers to as “the complexities, local design and quiddity of instances of talk”, in other words, how language is used to create language meanings. To what extent the systematic use of conversation should take account of “local design and quiddity of instances” remains unclear. Gardner appears not to take the Kramsch view, and concludes that “ordinary conversation is likely, at least in many of its instances, to be universal”.
In Section 4 we place three chapters that concern various functional uses of language: Language and the Law, Language and Gender, and Stylistics. In all three cases, while the traffic is both ways, what seems primary is the light thrown by these functions on the language itself. What distinguishes Section 4 from Section 3 is that while Section 3 deals with applied linguistics in terms of language, Section 4 concerns applied linguistics in terms of language use. Gibbons, writing on language and the law (also termed “forensic linguistics”) proposes that the law is an applied linguistic issue because the law (unlike, say, medicine) is based on and mediated through language. His chapter examines four sources of the problems that arise: the “genre” issue (“the specialized text structure and procedures used in the law”), the “writtenness” of legal documents (that is, that they are accessible only through reading), the “technicality” of legal discourse (rendering its understanding inaccessible to non-lawyers), and the “interpersonal arena” (given the power imbalance in legal processes). Gibbons presents legal language as a type of code: making that code accessible to those in need (“people who cannot understand the legislation impacting on their lives, witnesses whose testimony is distorted by linguistic pressure tactics, minorities whose language cannot be used or who are subjected to group vilification, or the guilty or innocent convicted by language evidence” is a proper task for L-A.

Susan Ehrlich (Language and Gender) maintains that people do gender through the linguistic choices they make. Gendered language is therefore a (deliberate) choice made by speakers. In the same way that lawyers construct their legal identity through language, so do men and women construct their (gendered) identity through linguistic practices. Interestingly, Ehrlich makes a convincing case for bringing together the two main areas of language and gender research: the study of language use and the study of sexist language. Her argument is that the one is the product of the other, that sexism is an act (doing things with words) with outcomes affecting identity and judgments. This is a relativist neo-Whorfian view and fits well with the Kramsch discussion above on language, thought, and culture.

McRae and Clark recognize that stylistics “has proved notoriously difficult to define, since it functions as an umbrella term”. For our purposes, what is of interest in stylistics is its concern with a particular language use (its textness, originally entirely literary, more recently quite general). We might think that stylistics would make a more powerful impact if it was still wholly concerned with literary texts. Even more than language and the law, stylistics is language bound. The authors explain how valuable stylistics can be in the teaching of literature as a foreign language, hardly surprising given the long centuries during which literature featured as a main (perhaps the main) component of language teaching. What this chapter does is to make a case for stylistics as a way of applying linguistics to the educational study and understanding of (literary) texts.

Section 5 contains two chapters dealing with the influence of language in external affairs, notably in politics. Thus Joseph proposes that “the study of
language and politics is aimed at understanding the role of linguistic communication in the functioning of social units, and how this role shapes language itself”. Language influences the political; equally the political influences language. In the case of language and the law, language is the medium of the law; here, in the case of language and politics, language is substance as well as medium. One of the examples Joseph quotes is that of the globalization of English as an instrument of linguistic imperialism. It is this topic of the spread of English (here called world Englishes) that Kingsley Bolton addresses in his chapter. Bolton helpfully points to the dilemma of applied linguistics in approaching the fact of World Englishes where “considerable problems for applied linguistics still exist in the area of pedagogical principles and practices. He refers to local attitudes and official practices, noting that the way ahead may require “new and creative approaches” which might mean the reorientation of the whole concept of World Englishes from its current L-A status to one that is more A-L.

The last section (Section 6) in this part of the volume has only one chapter. Kanavillil Rajagopalan’s THE PHILOSOPHY OF APPLIED LINGUISTICS. His chapter exercises a Janus-like function in the volume, looking back at L-A and forward to A-L. This encompassing embrace is provided by Rajagopalan’s historical overview, an account both of periods and ideas. The chapter charts the beginnings in the mid twentieth century when linguistics was the driving force in applied linguistics, through the Chomskyan revolution (bringing with it the long-term emphasis on SLA research and what Rajagopalan calls “the apotheosis of the native speaker”). And so to the sunny uplands of interdisciplinarity where L-A yields to A-L, the underlying topic of our Part II. The story does not end on those uplands, as Rajagopalan makes clear, but moves on to a putative post-A-L, which is what critical applied linguistics claims to be. It is not accidental therefore that the last chapter in our Part II (A-L) and in the volume deals with critical applied linguistics. That is for later. We turn now to the 16 chapters in Part I, the L-A approach to applied linguistics.
1 Language Descriptions

ANTHONY J. LIDDICOAT AND TIMOTHY J. CURNOW

1.1 Introduction

The importance of language description in applied linguistics has sometimes been questioned (e.g. by Widdowson, 1979, 1980) because of a perception that the theoretical insights of descriptive linguistics are different from the practical needs of language pedagogy. Linguistics has increasingly separated itself from a prescriptive view of language, which formulates rules for what should be said or written, in favor of a descriptive view, which seeks to record the language which people actually use. Contemporary language description, therefore, takes a synchronic approach, that is, language is described as it is at a particular moment in time and does not incorporate the history of the language (diachrony), although languages do of course change over time.

The descriptive view has led linguists to new insights about language and new ways of talking about and defining units of language. However, in many cases applied linguistics has required a prescriptive grammar recognizing that language teaching is frequently a case of teaching what should be done (Odlin, 1994). In other words, pedagogical grammar has been equated with prescriptive grammar. Pedagogical grammars have tended to adhere to the concepts and terminology of traditional grammar, based on the linguistic categories found in Latin and Ancient Greek, and, especially in the case of first language teaching, often have had a diachronic perspective, favoring rules based on earlier forms of the language. Recently, however, especially with the introduction of corpus-based materials into language classrooms, pedagogical grammar has taken on a more descriptive focus, with learners being required to deduce rules from linguistic data (cf. Tomlin, 1994; Kennedy & Miceli, 2001).

At the same time, applied linguistics itself is not entirely a pedagogy-focused discipline and many areas of applied linguistics have pursued language description as a central feature of their work. This is especially true of first and second language acquisition, where much work has been done on the description of learner grammars. Moreover, language standardization and vernacular
language literacy have both faced the challenges involved in bridging the divide between description and prescription and the development of pedagogical grammars from language descriptions.

Applied linguistics is focused on language, and while many applied linguists are not directly involved with language description, knowledge of the approaches and concepts of linguistic description is an important part of the working knowledge of any applied linguist (cf. Stubbs, 1986). In this chapter, we aim to give a brief overview of the main dimensions of linguistic description and the key concepts involved. The terms we use here are generally accepted, however particular theories may use different terms or define these terms in slightly different ways.

Descriptions of language are often divided into a number of categories and each of these categories has its own principles, concepts, and objects of study. For this paper we have separated language description into the study of the sounds of language (phonetics and phonology), language structures (morphology, syntax, and information structure), and meaning (semantics).

1.2 Phonetics

Most languages are transmitted by sounds and one of the most obvious differences between languages is that they sound different. The study of the sounds that human beings make in their languages is known as phonetics. While sign languages, such as British Sign Language and American Sign Language, are clearly not transmitted by sound, there are units in sign languages which correspond to phonetics and phonology, but these will not be discussed here (other areas of language description apply equally to spoken and sign languages).

1.2.1 Transcribing sounds

We are used to the idea of representing language in writing; however, conventional writing systems are not adequate to represent sounds. We need only consider the problems inherent in English spellings such as cough, dough, and through or the different pronunciations of words in US and UK English to see the problems involved in using conventional spellings to represent sounds: the sounds of a language are not the same as the letters of a language even in languages with much less irregularity than English. To overcome the deficiencies of conventional spellings, linguists use a phonetic alphabet such as the International Phonetic Alphabet (IPA) to represent sounds. IPA has over 100 symbols each representing different possible sounds. Phonetic transcriptions are usually written between square brackets.

In transcribing language we can use either a narrow transcription or a broad transcription. A narrow transcription contains as much information as possible and records very minor differences between sounds, while a broad transcription contains less information and records only some differences between
sounds. For example, a broad transcription of the word *pea* might capture the
fact that it has two main sounds [pi], a narrower transcription might show that
the consonant is actually unvoiced and aspirated and the vowel is long [pʰi:].
A very narrow transcription might include features of voice quality. Narrow
transcriptions are very important in areas such as speech pathology or forensic
phonetics where minor differences between sounds are important, but in most
cases broad transcriptions are adequate for describing languages.

1.2.2 The sounds of language

The core of phonetics is to identify the characteristics of the sounds which
human beings can use in language. Sounds can basically be divided into two
types: vowels and consonants. Vowels are produced by altering the shape of
the vocal tract by the positioning of the tongue and lips. Consonants are sounds
which are produced by a partial or complete constriction of the vocal tract.

1.2.2.1 Vowels

Vowels are usually described by reference to five criteria, and these are
adequate as a basic point of reference, although some vowel sounds require
more specification:

1. the height reached by the highest point of the tongue (high, mid, low),
2. the part of the tongue which is raised (front, center, back),
3. the shape formed by the lips (unrounded or spread, rounded),
4. the position of the soft palate (raised for oral vowels, lowered for nasal
   vowels),
5. the duration of the vowel (short, long).

Using these features, linguists have constructed a set of standard reference
points for describing vowels. These are called the cardinal vowels and are
usually shown on a schematized representation of the mouth, as in Figure 1.1.
In this diagram, the first vowel of each pair is rounded, the second unrounded,
and all vowels are short. To show a long vowel, the symbol [ː] is written after
the vowel. The cardinal vowels are not all of the vowels found in human
languages and some, such as [œ], are not even very common. There are many
intermediate vowel sounds which fall between the cardinal vowel points, as
we can see if we look at the vowel chart for English in Figure 1.2.

English vowels are usually oral. In French, there is a regular series of nasal
vowels, that is, vowels which are produced by passing air through the nasal
cavity by lowering the soft palate, shown by the symbol [nasal] written over the
‘bridge’ and for some speakers [œ] *un* ‘one’. Another feature of English is that
front vowels are unrounded and back vowels are rounded, but this is not true
of all languages. French, for example, has a series of front rounded vowels:
Figure 1.1  Cardinal vowels

![Cardinal vowels diagram]

Figure 1.2  English vowels (southern British variety)

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Example</th>
<th>Symbol</th>
<th>Example</th>
<th>Symbol</th>
<th>Example</th>
</tr>
</thead>
<tbody>
<tr>
<td>i</td>
<td>bead [bɪd]</td>
<td>i</td>
<td>pieces [pɪtsiz]</td>
<td>u</td>
<td>food [fuːd]</td>
</tr>
<tr>
<td>ì</td>
<td>bid [bɪd]</td>
<td>ã</td>
<td>about [əˈbɔːt]</td>
<td>ø</td>
<td>put [pʊt]</td>
</tr>
<tr>
<td>æ</td>
<td>bed [bɛd]</td>
<td>æ</td>
<td>were [wɛː]</td>
<td>ə</td>
<td>port [pɔːt]</td>
</tr>
<tr>
<td>a</td>
<td>part [pɑːt]</td>
<td>æ̊</td>
<td>but [bʌt]</td>
<td>o</td>
<td>pot [pɒt]</td>
</tr>
</tbody>
</table>

In some languages vowels may be voiceless, that is, they are made without vibrating the vocal cords. This is shown by the symbol [ᵢ] written under the vowel, as in Japanese hito ‘person’ [ɕito], suki ‘like’ [suɾki].

1.2.2.2  Diphthongs

Diphthongs are vowels in which the tongue starts in one position and moves to another. Diphthongs are very common in English:
It is possible to have vowel sounds in which the tongue moves to more than one additional position during articulation. Some varieties of English in the UK, Australia, and New Zealand have triphthongs with three different tongue positions, for example:

*fire* [faɪə]  *hour* [auə]

### 1.2.2.3 Consonants

Consonant sounds have three basic features in their articulation: place of articulation, manner of articulation, and voicing.

Place of articulation refers to where in the vocal tract the constriction is made using the tongue or other parts of the mouth. The most commonly used places of articulation are shown in Table 1.1. Manner of articulation refers to how the constriction is produced. The most common manners of articulation are shown in Table 1.2.

When air is passed through the larynx, the vocal cords may either be spread or drawn together. When the vocal cords are drawn together they create a vibration and sounds made with such a vibration are called voiced sounds (e.g. English *z, v*), while sounds made with spread vocal cords are called voiceless (e.g. English *s, f*). In reality the situation is a bit more complex than a simple distinction between voiced and voiceless consonants, especially in the

<table>
<thead>
<tr>
<th>Place of articulation</th>
<th>Articulators</th>
<th>Examples</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bilabials</td>
<td>Both lips</td>
<td>English <em>p, b, m</em></td>
</tr>
<tr>
<td>Labio-dental</td>
<td>Upper teeth and the lower lip</td>
<td>English <em>f, v</em></td>
</tr>
<tr>
<td>Dental</td>
<td>Upper teeth and tongue</td>
<td>French <em>l, d</em></td>
</tr>
<tr>
<td>Interdental</td>
<td>Tongue between the teeth</td>
<td>English <em>th</em></td>
</tr>
<tr>
<td>Alveolar</td>
<td>Tongue and the alveolar ridge (the bony ridge just behind the upper teeth)</td>
<td>English <em>t, d</em></td>
</tr>
<tr>
<td>Postalveolar</td>
<td>Tongue and the front edge of the hard palate</td>
<td>English <em>sh, r</em> in some varieties</td>
</tr>
<tr>
<td>Palatal</td>
<td>Tongue and the hard palate</td>
<td>Italian <em>gn, gl</em>, English <em>y</em></td>
</tr>
<tr>
<td>Velar</td>
<td>Tongue and the soft palate</td>
<td>English <em>k, g, ng</em></td>
</tr>
<tr>
<td>Uvular</td>
<td>Tongue and the uvula</td>
<td>French <em>r</em></td>
</tr>
<tr>
<td>Pharyngeal</td>
<td>Pharynx wall</td>
<td>Arabic <em>ζ</em></td>
</tr>
<tr>
<td>Glottal</td>
<td>Glottis (vocal folds)</td>
<td>English <em>h, Samoan’</em></td>
</tr>
</tbody>
</table>
Table 1.2  Manner of articulation for consonants

<table>
<thead>
<tr>
<th>Manner of articulation</th>
<th>Type of constriction</th>
<th>Examples</th>
</tr>
</thead>
<tbody>
<tr>
<td>Stop</td>
<td>Complete blockage of air flow</td>
<td>English b, d, g</td>
</tr>
<tr>
<td>Fricative</td>
<td>Turbulent airflow produced by forcing air through a narrow aperture</td>
<td>English f, s</td>
</tr>
<tr>
<td>Approximant</td>
<td>Partial constriction of airflow, but without turbulence</td>
<td>English l, w, y</td>
</tr>
<tr>
<td>Affricate</td>
<td>Blockage of airstream with a delayed release of the block creating turbulence</td>
<td>English ch, j</td>
</tr>
<tr>
<td>Nasal</td>
<td>Blocking of the oral cavity to force air through the nasal cavity</td>
<td>English m, n, ng</td>
</tr>
<tr>
<td>Lateral</td>
<td>Air flows around the sides of the tongue</td>
<td>English l</td>
</tr>
<tr>
<td>Trill</td>
<td>Repeated interruption of the airflow as the result of an articulator vibrating</td>
<td>Spanish rr, Italian r</td>
</tr>
<tr>
<td>Flap or tap</td>
<td>Very brief blockage of the airflow</td>
<td>Spanish r, Japanese r</td>
</tr>
</tbody>
</table>

case of stops. When a stop is produced, it is possible that voicing will occur throughout the articulation of the stop (voiced), at the moment that the blockage of the airflow is released (unvoiced) or after the moment of release (aspirated). This is known as voice onset time. In some languages such as Khmer, all three voicing contrasts are found: e.g., baang /bɔːŋ/ ‘older sibling’, paang/pɔːŋ/ ‘to expect’, phaang /pʰɔːŋ/ ‘too’. English makes a distinction between aspirated and unaspirated stops only, while French distinguishes between voiced and unvoiced stops. The IPA symbols for the main consonants are given in Table 1.3. In addition, in some languages consonants may be long or short: e.g., Italian notte ‘nights’, note ‘notes’. This is in IPA shown by reduplicating the consonant: [nɔtte], [note].

1.2.2.4  Suprasegmentals

Individual sounds are considered to be discrete segments, however some of the sound properties of languages extend over more than one segment. These are known as suprasegmentals and include stress, pitch, and tone. Stress, tone, and pitch are assigned to syllables or even longer combinations of sounds rather than to individual sounds.

Stress refers to the prominence of a particular syllable in a word, usually the result of a difference in the loudness, pitch, and/or duration. For example,
Table 1.3 IPA consonant symbols

<table>
<thead>
<tr>
<th></th>
<th>Bilabial</th>
<th>Labiodental</th>
<th>Interdental</th>
<th>Dental</th>
<th>Alveolar</th>
<th>Postalveolar</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>−vc</td>
<td>+vc</td>
<td>−vc</td>
<td>+vc</td>
<td>−vc</td>
<td>+vc</td>
</tr>
<tr>
<td>Stop</td>
<td>p</td>
<td>b</td>
<td>t</td>
<td>d</td>
<td>t</td>
<td>d</td>
</tr>
<tr>
<td>Fricative</td>
<td>ð</td>
<td>β</td>
<td>θ</td>
<td>ð</td>
<td>s</td>
<td>z</td>
</tr>
<tr>
<td>lateral</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>t</td>
<td>ð</td>
</tr>
<tr>
<td>Nasal</td>
<td>m</td>
<td>ñ</td>
<td>n</td>
<td>ñ</td>
<td>ñ</td>
<td>ñ</td>
</tr>
<tr>
<td>Affricate</td>
<td>pð</td>
<td>bβ</td>
<td>pf</td>
<td>bv</td>
<td>ts</td>
<td>dz</td>
</tr>
<tr>
<td>Approximant</td>
<td>w ñ</td>
<td>v</td>
<td></td>
<td></td>
<td>ts</td>
<td>dz</td>
</tr>
<tr>
<td>lateral</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>ts</td>
<td>dz, dz</td>
</tr>
<tr>
<td>Trill</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>l</td>
<td></td>
</tr>
<tr>
<td>Tap/Flap</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>r</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>Palatal</th>
<th>Velar</th>
<th>Uvular</th>
<th>Pharyngeal</th>
<th>Glottal</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>−vc</td>
<td>+vc</td>
<td>−vc</td>
<td>+vc</td>
<td>−vc</td>
</tr>
<tr>
<td>Stop</td>
<td>c</td>
<td>ż</td>
<td>k</td>
<td>g</td>
<td>q</td>
</tr>
<tr>
<td>Fricative</td>
<td>cζ</td>
<td>x</td>
<td>y</td>
<td>θ</td>
<td>kχ</td>
</tr>
<tr>
<td>lateral</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Nasal</td>
<td>n</td>
<td>η</td>
<td>n</td>
<td>n</td>
<td>N</td>
</tr>
<tr>
<td>Affricate</td>
<td>jkx</td>
<td>gηχ</td>
<td>qχ</td>
<td>GB</td>
<td></td>
</tr>
<tr>
<td>Approximant</td>
<td>j</td>
<td>kx</td>
<td>gηχ</td>
<td>GB</td>
<td></td>
</tr>
<tr>
<td>lateral</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Trill</td>
<td></td>
<td></td>
<td>ñ</td>
<td>r</td>
<td></td>
</tr>
<tr>
<td>Tap/Flap</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
underlined syllables of the English words *develop* [dɪˈvəlp], *language* [ˈlæŋwɪdʒ] and *about* [əˈbaʊt] have greater prominence than the other syllables. These underlined syllables are stressed (shown with ['] before the syllable in IPA transcription) and the less prominent ones are unstressed. In English, unstressed syllables are often reduced, as in *about*, where the unstressed vowel is pronounced as [ə]. Longer words may have a secondary stress, a syllable with more prominence than an unstressed syllable, but less prominence than a stressed syllable, as in the underlined syllables of *controversial* [,kənˈtroʊvərʃəl] and *misdemeanour* [,mɪsdəˈmiːnər]. Secondary stress is marked by [ˌ] before the syllable.

Tone is a particular pitch which is assigned to the articulation of a syllable. In tone languages such as Mandarin Chinese these changes of pitch serve to distinguish individual words. In Mandarin there are four different tones:

- High level  má  ‘mother’
- Rising  má  ‘hemp’
- Falling  mà  ‘scold’
- Fall-rise  mà  ‘horse’

Some languages have a larger number of tones. For example, Thai has five tones and Cantonese has nine tones.

In some languages, known as pitch accent languages, pitch works in a slightly different way. In these languages, there are commonly two pitches – high (H) and low (L) – either of which is assigned to an individual syllable. In poly-syllabic words, the pitch may vary across the word. This can be seen in the following Japanese words:

- HL  kaki  ‘oyster’
- LH  kaki  ‘fence’

Stress and pitch may also be assigned to larger units of language, such as sentences, in which case we talk about sentence stress and intonation (Cruttenden, 1997). English uses both of these. Sentence stress involves giving additional prominence to a particular lexical item in the sentence. For example compare (1) and (1′):

(1) I believe John said it.
(1′) I believe John said it.

In each of these sentences, each word has its own particular stress assignment, but one particular word (underlined) has a greater prominence assigned to it than other stressed syllables and the sentence stress has an effect on how the sentence will be interpreted. In some cases, sentence stress may be assigned to syllables which do not receive word stress as in:

(2) Forty girls and fourteen boys.
Intonation refers to a change in a pitch contour across the duration of a sentence, or other large unit of language. One very obvious use of intonation found in many languages is to use a falling pitch contour for declarative utterances and a rising pitch contour for yes/no questions, as in:

(3) You know how to get there.
(3’) You know how to get there?

1.3 Phonology: Speech Sounds as a System

No language has all the speech sounds possible in human languages; each language contains a selection of the possible human speech sounds. As such each language has its own pattern of sounds. This study of sound patterns is known as phonology and the speech sounds are known as phonemes. The focus of phonology is to determine the ways in which speech sounds form meaningful systems within languages.

The essential property of phonemes is that they contrast with each other. For example, we can tell that the sounds [f] and [v] represent two phonemes in English because they contrast in words like fine and vine, which differ only in terms of the voicing of the initial fricative but which have very different meanings. Two words that contrast in meaning and have only one different sound are known as minimal pairs. The following are minimal pairs in English (we transcribe phonemes using slashes / /):

bat – vat /b/ – /v/
bat – pat /b/ – /p/
pat – fat /p/ – /f/
hid – heed /i/ – /i/
hid – head /i/ – /ɛ/
head – had /ɛ/ – /æ/

Where many words contrast by replacing one phoneme we call this a minimal series, as in:


When we examine the possible minimal pairs and minimal series in a language, we can determine the phonemic inventory in that language: that is the speech sounds which make up the system of that language. The phonemic inventories of languages differ greatly. Some are quite large and others are quite small (see Table 1.4).

If we examine the words of a language closely, we discover that a single phoneme can have a range of different pronunciations. For example, consider
Table 1.4 Phonemic inventories in four languages

<table>
<thead>
<tr>
<th></th>
<th>Vowels</th>
<th>Consonants</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hawai’ian</td>
<td>i e a o u</td>
<td>p k ? m n η w h</td>
</tr>
<tr>
<td>English</td>
<td>i ɪ ɛ æ a ə ɔ ی a u ə</td>
<td>p b t d g k f v θ ð s z f ʒ h m n η ʃ ɹ w l r j</td>
</tr>
<tr>
<td>(Southern British)</td>
<td>aɪ et əʊ ɔɪ əʊ ɛ ɛ əʊ</td>
<td></td>
</tr>
<tr>
<td>French</td>
<td>i e a o u y ø</td>
<td>p b t d k g f v s z f ʒ r m n η w l j</td>
</tr>
<tr>
<td>Warlbiri</td>
<td>i a u</td>
<td>b ʤ d ʒ g m ɲ n ɲ ɲ ñ l l l r w y</td>
</tr>
<tr>
<td>(Australia)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

the following English words (note that [l] and [ŋ] indicate a voiceless [l] and [n]):

/p/ pin [pʰɪn] spin [spɪn]
/l/ leap [liːp] sleep [slɪːp]
/n/ knees [niːz] sneeze [snɪːz]
/h/ who [huː] huge [çjuːðʃ]

In each pair of words, the sound is phonetically different because of the different environment (e.g. /p/ is [pʰ] initially but [p] after /s/), but the sounds are still perceived by speakers of English as the same phoneme as there is no meaningful contrast between the sounds, and substituting one for another would not produce a different word, just an unusual pronunciation of the same word. Where two or more sounds represent the same underlying phoneme we call these allophones. It is possible for two languages to have the same sounds but to treat them differently in their phonological system. For example, English and Spanish both have the sounds [d] and [ð], however in English these are two different phonemes (those [ðəʊz] = /ðəʊz/ and doze [douz] = /douz/) while in Spanish they are allophones of the same phoneme: [d] occurs at the beginning of words and after consonants and [ð] occurs between vowels (Dios ‘God’ [diɔs] = /diɔs/ and adiós ‘good-bye’ [aðiɔs] = /adiɔs/).
1.3.1 Phonotactics

Just as languages have different phonemic inventories and different allophones, they also have different possibilities for combining sounds into syllables, or different phonotactics. Syllables are phonological units consisting of one or more sounds and are made up of a nucleus (the core of the syllable made up of a highly sonorous segment, usually a vowel), with possibly an onset (a less sonorous segment preceding the nucleus) and/or a coda (a less sonorous segment following the nucleus). The nucleus and coda together are known as the rhyme.

We can see an example of a syllable with all three parts in the English word *hat* which is made up of a single consonant (C) followed by a vowel (V) and then another consonant (C):

```
<table>
<thead>
<tr>
<th>onset</th>
<th>nucleus</th>
<th>coda</th>
</tr>
</thead>
<tbody>
<tr>
<td>C</td>
<td>V</td>
<td>C</td>
</tr>
</tbody>
</table>
```

*hat* /hæt/

All syllables must have a nucleus. Some languages do not allow syllables to have a coda, e.g. Samoan. Other languages allow for more complex syllables with consonant clusters in the onset and possibly in the coda (Blevins, 1995). English allows for quite complex syllables as in:

```
<table>
<thead>
<tr>
<th>onset</th>
<th>nucleus</th>
<th>coda</th>
</tr>
</thead>
<tbody>
<tr>
<td>CCC</td>
<td>V</td>
<td>CCC</td>
</tr>
</tbody>
</table>
```

*strengths* /strəŋθz/

Languages also have phonotactic constraints on what can occur in a particular position in a syllable. For example, English does allow for CCC onsets, but not any three consonants can occur in this position: /tkf/ would not be possible as the beginning of an English syllable. Different languages have different constraints. Some languages allow for some consonants to be nuclei, e.g. Cantonese *mih* /m/ 'not', *nggh* /ŋ/ 'five'. Other languages restrict what can occur in the coda, e.g. Mandarin Chinese allows only /n/ and /ŋ/. Spanish does not allow /s/ + C clusters in onsets and so words borrowed from English add a vowel to the beginning to change the syllable structure, e.g. *estrés* 'stress'. Some languages allow a much larger range of consonant clusters in onsets, e.g. German *schwach* /ʃvax/ 'weak', *straße* /ʃtraːsə/ 'street', French *pneu* /pno/ 'tyre'.
1.4 Morphology

Morphology deals with the way in which words are made up of morphemes, the smallest meaningful units of language. If we take a word such as untied, it is clear that this word consists of three smaller meaningful pieces, three morphemes: the root tie, the prefix un- and the suffix -d.

Morphemes can be divided up into various crosscutting categories. Morphemes can be lexical like tie, with full, complex meanings. Or they can be grammatical morphemes, like -d, where a speaker does not really have a choice; the grammar of the language simply requires the morpheme to be present if the action occurred in the past. Morphemes can also be divided into free and bound morphemes. Free morphemes are those which can be used on their own, like tie; bound morphemes are those which, like -d, have to be attached to another morpheme (symbolized by the hyphen). These two categorizations are independent: we have seen the free lexical morpheme tie and the bound grammatical morpheme -d, but there are also free grammatical morphemes and bound lexical morphemes. An example of a free grammatical morpheme is the English indefinite article a. Bound lexical morphemes are not as common in English as in some other languages; in a language like Spanish, the verb morpheme meaning ‘eat’ has the form com-, but this form never appears without some suffix.

Morphemes can also be talked about in terms of their productivity. Some morphemes are highly productive: the past tense morpheme in English can occur on any verb (although it may have different forms, see below). At the other extreme are completely unproductive morphemes. The most famous is the morpheme cran- found in the English word cranberry. A cranberry is a type of berry, and we can split the morpheme berry off, leaving us with cran-, which does not occur anywhere else in English. Other morphemes fall between these extremes of productivity, so that un- occurs on some, but not all, verbs (untie but *unngo, where the asterisk indicates an ungrammatical word or sentence); and -hood occurs on some, but not all, nouns (motherhood, *tablehood).

A single morpheme may appear with different forms in different words. The words horses, cats, dogs, and oxen all have suffixes showing that more than one entity is being talked about, but this plural suffix has different forms, called different allomorphs. Some of these allomorphs are phonologically conditioned, with the form depending on the final phoneme in the root – the form [iz] occurs after the sibilant (s-like) sound at the end of horse, [z] occurs after the final voiced phoneme at the end of dog, and [s] occurs after the voiceless phoneme at the end of cat. Sometimes allomorphs are lexically conditioned, the form is exceptional and depends simply on the root – we would expect the plural of ox to be oxes with [iz], but it is not, and speakers simply have to learn this about the word ox.

Morphemes can be of different types, as well. So far all the bound grammatical morphemes we have seen have been affixes, where a morpheme is attached in front of a root (a prefix like un-) or behind a root (a suffix like -s).
There is another rarer type of affix, an infix, where a morpheme is placed within a root. For example, in Chamorro, spoken on the island of Guam, there is a root *chocho* meaning ‘eat’. In order to use a verb such as this in a sentence like ‘I ate’, an infix *-um-* must be placed after the first consonant phoneme, giving *chumocho*. It is not the case here that *ch, um* and *echo* are separate morphemes – by themselves, *ch* and *echo* do not mean anything. The two morphemes are *chocho* and *-um-*, it is just that *-um-* is placed after the first consonant inside the morpheme with which it combines.

As well as the different types of affixes, a morpheme can be shown by root modification, where the idea of the morpheme is expressed by a change of form in the lexical root. We saw above that there is a plural morpheme in English, usually expressed by a suffix such as *-s*. But the plural of *mouse* is *mice* – plurality is shown by changing the vowel of the root. Sometimes the root is changed completely, a process known as suppletion. The past tense morpheme in English is often expressed with a suffix such as *-t*, *-d* or *-ed* (depending on the preceding sound), as in *walk* versus *walked*; it is sometimes expressed through root modification, as in *run* versus *ran*; but in the pair *go* and *went*, the past tense is expressed through suppletion, with a completely different form. Because we tend to think of a morpheme as a thing, it can be hard to think of root modification or suppletion as morphemes, and linguists often talk about affixation and root modification as morphological processes rather than morphemes, but the principle is the same – there are two bits of meaning in *mice*, the bit that shows ‘mouseness’ and the bit that says there is more than one mouse. A simple morpheme such as a suffix can also be thought of as the morphological process of adding a suffix.

An additional complication arises because sometimes the absence of any material in itself can show a particular idea, and be treated as a morpheme. In English, using the root *book* means we are talking about a particular sort of reading matter. We can use this root with the plural suffix *-s* to indicate that we are talking about more than one of the items. But in a sentence such as *the book is red*, the form *book* does not just indicate the general idea of ‘bookness’ – the use of the form without the suffix *-s* indicates that we are talking about a single book. That is, the absence of the suffix *-s* indicates an additional concept beyond the general idea of ‘book’, it shows singular. This use of a contrast between no material and an explicit marker, where either choice shows an additional element of meaning, is sometimes talked about as the presence of a zero morpheme (symbolized with Ø). That is, we could say that in *the book is red*, the word *book* actually consists of two morphemes, the lexical root *book* and a singular suffix *-Ø*. While ‘zero morphemes’ are considered inappropriate by many linguists (how do you tell if there’s one, two, or sixty-seven zero morphemes in a word?), it is important to realize that the absence of other (explicit) morphemes can be meaningful. Of course, whether a particular absence is meaningful depends on the language. In the Colombian language Awa Pit, like in many languages but unlike in English, the marking of plural is optional. The root *pashpa* means either ‘child’ or ‘children’, depending
on context; there is a suffix -tuzpa which indicates plurality (pashpatuzpa 'children'), but the absence of this suffix does not indicate singular, unlike the absence of the plural suffix in English.

Another morphological process which occurs in some languages is reduplication, which may be full or partial (depending on whether the whole word or only part of the word is reduplicated). For example, toko is Indonesian for 'shop', and toko-toko means 'shops'. In Ancient Greek, the perfect form of the verb commonly has a partial reduplication of the verb stem, so that the verb root pau 'stop' becomes pepau (with a repeating of the initial consonant of the root) in a verb form such as pepau-k-a 'I have stopped'.

These various morphological processes such as affixation, root modification and reduplication can also be combined in different ways – to form the plural of child in English, we add a suffix -ren but also change the vowel from the diphthong [ai] to [i].

A further morphological process is compounding, where two roots are combined to form a single new word. For example the roots black and bird can be compounded to form a new word blackbird with a different meaning; from boy and friend we can form boyfriend. Some languages have much more productive compounding than English.

Morphological processes are often divided into two types, inflection and derivation, although the distinction is not always clear. Given an English root consider, we can make forms like considers and considered, but also forms like consideration and considerable. The unsuffixed form and the first two suffixed forms are different forms of the same lexeme – if you want to look considered up in a dictionary, you look under consider, it’s just that if an action happened in the past, the grammar of English forces you to add the inflection -ed. On the other hand, -able is a derivation, it derives a new lexeme considerable, which you would look up by itself in the dictionary. Inflections are highly productive (they apply to all or nearly all roots of a word class), semantically transparent (the meaning of considered is ‘consider’ plus past tense), and do not change word class (consider and considered are verbs); derivations are not necessarily productive (*goable), not necessarily semantically transparent (what is the relationship between consider and considerable?), and may change word class (considerable is an adjective).

Languages differ greatly in their use of morphology and the types of morphological processes which they allow. There are two scales that languages are often considered to fall on. One scale is that of isolating, agglutinative, and fusional; the other consists of analytic, synthetic, and polysynthetic. An isolating language is one which does not join morphemes together in one word, agglutination is the process where morphemes join but are easily segmentable (consider-ed), and fusion is where morphemes join but are hard to segment (mice is ‘mouse-plus-plural’ but we cannot segment it). An analytic language is one where each word only has one morpheme (and is thus also isolating), a synthetic language has a few morphemes per word, and a polysynthetic language may have many morphemes in a single word. Of course, most
languages have a combination of all of these traits, but these scales are used as an overall heuristic of what is most common in a language.

1.5 Syntax

In English, *the boy sees the girl* means something different from *the girl sees the boy*, and *the the boy girl sees* is not a sentence. Syntax deals with how to put words together to form sentences which mean what we want.

1.5.1 Word classes

The basis of syntax is the fact that the words of a language come in different classes or parts of speech – nouns, verbs, adjectives, prepositions, and so on. Not all languages have the same classes (English has articles like *a* and *the* showing that a noun phrase is indefinite or definite respectively, Japanese does not), and the same basic meaning can be expressed in different classes in different languages (thus the most basic words corresponding to most kinship terms in the Yuma language of California are verbs; to say ‘I am his younger brother’, you say literally something like “he younger-brother-calls me,” where the equivalent of ‘younger-brother-call’ is a single verb morpheme). We establish the word classes and which words are in which class on the basis of the way words behave. For example, in English there is a class of words that take an inflection to show past tense (walked, strolled, ran) and another class which can follow the word *the* at the end of a sentence (*I saw the book/table/boy*).

Having established the word classes for a particular language, we can then label them. There is always a class which contains most of the words referring to concrete objects, and we call that class ‘nouns’. Likewise, there is always a class which contains most of the words referring to actions, and we call that class ‘verbs’. It is important to note that the precise list of words which are in any class may differ from language to language; as we noted above, the word corresponding to ‘brother’ in Yuma is a verb, and while *excitement* is a noun in English, it does not refer to an object. So we cannot say that nouns are words referring to things; rather a noun is any word which is in that class, defined in terms of language-specific behavior, which happens to include most words referring to things (and other words as well).

Many languages also have subclasses within each class. For example, while all verbs in English show marking for tense, they can be distinguished by how many nouns (or arguments) they are associated with. For example, the verb *die* is intransitive, only taking one argument (*Joshua died, *Joshua died the book*); *kill* is transitive, with two arguments (*Sarah killed Moses, *Sarah killed*); and *give* is ditransitive, with three arguments (*Ruth gave Abraham the book*).

Nouns and verbs are the only universal word classes (Schachter, 1985). Many languages have a class of adjectives, but in some languages descriptive words have exactly the same behavior as nouns or as verbs, and consequently in
these languages there is no class of adjectives, since there is no special behavior
to distinguish them. Different languages have different ways in which their
nouns and verbs behave, and so different tests for assigning word class.
In English, for example, verbs are marked for tense, but in a language like
Indonesian verbs do not inflect for tense, so we cannot use that as a way of
establishing the class of verbs in Indonesian (though there are other tests).

It is important to realize that there is no “true” set of features associated
with different word classes. As English speakers, we tend to think that the
distinction between singular and plural is important, because it shows up in
the grammar of English. But there are many languages which do not have this
distinction, so when speaking such a language people do not think about it,
though they can be more precise if they want to, as English speakers can
distinguish three books and four books, but may just choose to say books if the
exact number is unimportant. The opposite happens with the English word
we. When we use this word, we do not indicate if the person we are talking to
is part of the group or not, but in many languages there are two separate
words translating we, depending on whether the addressee is included or not –
in Indonesian, for example, kitu must be used if the addressee is in the group
(inclusive, we-including-you) while kami must be used if the addressee is not
in the group (exclusive, we-excluding-you). Different languages force their
speakers into making different distinctions, with different features being asso-
ciated with different word classes in different languages.

Despite this, there are some features which are frequently found associated
with particular word classes in many different languages. For example, nouns
are often marked for number. In English, nouns are either singular or plural;
other languages may make more distinctions, so Warlpiri has singular, dual
(two) and plural (more than two). And some languages do not mark number
at all.

Gender or noun class is another feature commonly associated with nouns.
For example, every noun in Spanish is either masculine or feminine, whether
human, animate, or inanimate. The gender of a noun affects, for example, the
form of the definite article (‘the’) which is used with the noun – la mujer ‘the
woman’, el hombre ‘the man’, la silla ‘the chair’, el libro ‘the book’. In some
languages there are more distinctions than two; Latin has three genders
(masculine, feminine, and neuter), while Bantu languages of southern Africa
divide their nouns into about ten different ‘genders’ or noun classes.

A further common noun feature is case, where the form of words changes
depending on how they are used in a sentence. For example, Latin nouns are
marked for case, and thus puella and puellam both mean ‘girl’. The difference is
that the first shows that the word is acting as a subject in the sentence, while
the second is acting as an object. This is similar to the distinction between
I and me in English. Some common cases are nominative (primarily used to
mark subjects), accusative (objects), dative (recipients), and genitive (posses-
sors). Once again, different languages have different systems of case-marking –
English has no cases on nouns, German has four, Latin has six cases, and
Finnish has fifteen. Each case may be used for more than one function, so that
in German, for example, the dative is used to show a recipient, but is also used on the noun phrase that follows the preposition *mit* ‘with’.

Verbs have a different set of features which are often associated with them. These include tense (the marking of when something happened relative to now), aspect (roughly speaking, whether an event is viewed, for example, as completed or on-going), and modality (expressing something about the reality or otherwise of an event, for example indicative and subjunctive verb forms in languages like French and Spanish). In some languages, verbs agree with their subject or object, a process also known as cross-referencing. For example, in Spanish, the difference between *comí, comiste and comieron*, all past tense forms of *com- ‘eat’*, is that the first shows that its subject is first person singular (*‘I ate’*), the second is second person singular (*‘you (singular) ate’*), and the third is third person plural (*‘they ate’*).

### 1.5.2 Constituent structure

In most languages, words are not just strung together in any order. Given the sentence *The tall plumber died*, there is no other way of ordering the words to form an English sentence. Also, at an intuitive level, *the tall plumber* seems to go together as a unit, in a way that *plumber died* does not; then the unit *the tall plumber* goes together with the unit *died* to form the sentence.

There are various ways of showing that *the tall plumber* is a unit, without resorting to intuition. This sequence of words can be substituted by a single word, say *Deborah* or *he*. If the sentence is rearranged in some way, this sequence remains together: *It was the tall plumber who died*. And the sequence of an article or determiner such as *the*, followed by none, one or more adjectives, followed by a noun, turns up again and again in English sentences. Using these sorts of tests, we can show that this sequence forms a constituent. Since the most important word in the constituent is the noun, we call this constituent a noun phrase or NP.

Constituent structure can be represented in different ways. Two common ways are through phrase structure trees and phrase structure rules. Phrase structure trees show the constituent structure of a particular sentence, with all the intermediate constituents.

```
Sentence
  /  
Noun phrase  Verb
      /      /  
Determiner  Adjective  Noun
            /  
             The  tall  plumber  died
```
Phrase structure rules are more general representations of possible sentences. We have seen that a noun phrase can consist of a determiner, one or more adjectives, and a noun, with the determiner and adjectives being optional. We can represent this formally as:

\[ NP \rightarrow (\text{Det}) (\text{Adj})^* N \]

Here NP is the noun phrase, Det is a determiner, Adj an adjective and N a noun. The parentheses indicate that the element is optional, while the asterisk tells us we can have more than one of this class of word in this position. We can also devise a rule to make our sentence, S, by having

\[ S \rightarrow NP \text{ V} \]

where V is a verb. Of course, if we want to include the possibility of an NP after the verb (in a sentence like *The boy saw the girl*), we will have to make the rule more complex:

\[ S \rightarrow NP \text{ V (NP)} \]

These rules are clearly not adequate to represent English as a whole, but show the principle of phrase structure rules. Most syntactic theories, such as Government and Binding (Haegeman, 1994), Minimalism (Radford, 1997), Lexical Functional Grammar (Bresnan, 2001), and Role and Reference Grammar (Van Valin & LaPolla, 1997) use some sort of phrase structure rules or trees, although clearly they can be much more complicated than the ones given here.

Different languages have different phrase structure rules (and different trees). For example, in Turkish the verb comes at the end of a transitive sentence, after both NPs, so Turkish would need a phrase structure rule like

\[ S \rightarrow NP (\text{NP}) \text{ V} \]

In a few languages, these sorts of phrase structure rules do not work very well. In Latin, the words in a sentence can come in almost any order without changing the basic meaning, so phrase structure rules showing where to put each of the words are not much use; but modifications can be made for languages like these.

### 1.5.3 Semantic roles and grammatical relations

In a sentence like *The farmer is killing the ducklings*, there is a difference in the relationship between the two noun phrases and the verb – we know that the farmer did the killing, and the ducklings ended up dead, and we could talk about them as the ‘killer’ and the ‘thing-killed’. But we know that these are
quite similar semantically to the ‘hitter’ and the ‘thing-hit’ in *The farmer is hitting the ducklings*. For this reason, more general terms are used to express the semantic role (also called the theta role) which a noun phrase plays in a sentence. Different systems of semantic roles are used, but some of the more common terms are agent (the one who performs something, as the farmer above), patient (the one to whom things happen, the ducklings above), experiencer and theme (*I* and *him* respectively in *I saw him*, where I do not really do anything, and nothing actually happens to him), recipient, and source and goal (where something comes from or goes to respectively, as *house and shops in she left the house for the shops*).

Semantic roles are needed to talk about sentence construction. For example, in English, if a transitive verb has an agent and a patient, the agent comes before the verb and the patient after, which is how we know who does what in *The farmer is killing the ducklings*. If the sentence is made passive (*The ducklings are being killed by the farmer*), then as well as a change in the verb, the patient now comes before the verb, and the agent is either in a prepositional phrase with *by*, or omitted entirely.

On the other hand, we clearly need more than just semantic roles in language descriptions. In the sentences *The farmer is killing the ducklings*, *The ducklings are being killed*, and *I saw him*, there is something in common between the first noun phrase of each sentence, even though they are respectively agent, patient, and experiencer. This noun phrase comes before the verb; if the verb is present tense it controls the form of the verb (e.g., *is* versus *are*); and if the noun phrase consists of a pronoun it has nominative form (*I* rather than *me*).

For this reason we need grammatical relations such as subject, object, and indirect object. These grammatical relations are defined in formal terms, so that in English the subject is that argument which comes directly before the verb, has nominative form if it is a pronoun, and controls the verb form. Because grammatical relations are defined formally, different languages may have different sets of grammatical relations. For example, English does not have an indirect object, although some other languages do – in formal terms, *Mary* acts the same way in English in *John kissed Mary* and in *John gave Mary a book*, so it is the same grammatical relation (object) in both sentences; and *Mary* acts the same in *John gave a book to Mary* and *John went with Mary*, so it is the same grammatical relation in both sentences (oblique or object-of-preposition).

There is a relationship between semantic roles and grammatical relations, in that if a transitive verb has an agent and a patient and the verb is not passive, then the agent will be the subject and the patient will be the object; but agent and subject can be distinct (*The ducklings (subject) are being killed by the farmer (agent)*), as can patient and object. In some languages grammatical relations may be signaled by constituent order, as in English; in others, constituent order may be free and grammatical relations signaled by case, as in Latin; in others, cross-referencing on the verb may signal the difference. As in English, more than one technique may be used.
Grammatical relations may have more or less importance in the syntax of a language. In particular, in some languages grammatical relations are very important in complex sentences, while in other languages they are not.

1.5.4 Complex sentences

So far all of the sentences considered have consisted of only a single clause. However it is possible to combine more than one clause in a single sentence. The simplest way of doing this is coordination, where two clauses are joined with a word like and. Even here there can be important syntactic effects, however. In English, we can say Rachel saw Judith and left. The first clause is complete, with a subject (Rachel) and an object (Judith), but the second clause contains only left, which is missing a subject. Clearly, of course, Rachel is the one who left. But we only know this because English has a syntactic rule which says that if two clauses are coordinated, the subject can be left out of the second clause if it is coreferential (refers to the same entity) as the first subject. In other languages, there can be different rules – in a similar sentence in the Australian language Dyirbal, it would be Judith who left, as the Dyirbal rule is that a subject can be left out of an intransitive second clause if it is coreferential with the object in the first clause. In other languages, grammatical relations are not important here, and in the equivalent sentence either Rachel or Judith could have left, depending simply on context.

As well as coordination, clauses can also be combined using subordination. This is where one clause (the subordinate clause) is somehow less important than the other (the matrix clause). There are three types of subordination – complementation, relative clauses, and adverbial subordination.

Complement clauses are those clauses which substitute for a noun phrase in a sentence. For example, in English we can say I saw the boy, with the boy the object of the verb saw. But we can also say I saw (that) the boy left, I saw the boy leave and I saw the boy leaving. In each case, where we might expect a noun phrase like the boy, we have a whole clause, with at least a subject and a verb. Which type of complement clause we get depends on the verb in the matrix clause, so that with want rather than see, we can have I wanted the boy to leave, but not *I wanted that the boy left or *I wanted the boy leaving. With want we can also leave the subject of the subordinate clause out if it is coreferential with the matrix clause (I want to leave) which we cannot do with see (I saw myself leave versus *I saw leave). Different languages have different types of complement clauses, and different rules about which complement clause type goes with which verbs.

Relative clauses add some extra information about a noun phrase in a sentence, and in English often begin with who, which or that – the man who gave me the book left contains the relative clause who gave me the book (which corresponds to a main clause the man gave me the book); this has been added into the sentence the man left to specify which man. Different languages differ greatly in how they form their relative clauses. We have seen that one option in English is to
leave the common argument (the noun phrase which occurs in both main
clauses, the man) out of the relative clause, put who in the relative clause, and
put the relative clause inside the matrix clause after the common argument.
An extremely different process is used in the West African language Bambara:

(4) tye ye [ne ye so min ye] san
    man past I past horse which see buy
    ‘The man bought the horse which I saw’

Here a relative clause based on the sentence ne ye so ye ‘I saw the horse’ has
been inserted in the matrix clause tye ye so san ‘the man bought the horse’ in
place of so ‘horse’. The word min has been added in the relative clause after
the common argument so ‘horse’, which has been left in the relative clause and
left out of the matrix clause (the opposite of English).

The third type of subordination, adverbial subordination, covers those sub-
ordinate clauses which are similar in use to adverbs – there are a wide variety
of possible constructions in languages, corresponding to English clauses such
as because I went, after he came, while working, and so on.

1.5.5 Sentence types

There are three basic types of sentence: declarative, interrogative, and imper-
vative. For example, in English we have a declarative sentence He opened the
window, the interrogative Did he open the window?, and the imperative Open
the window! While these sentence types broadly correspond to statements,
questions, and commands or suggestions, this correspondence is not complete
– for example you could issue a command or suggestion with an interrogative
utterance (Could you open the window?), or ask a question using declarative
word order with questioning intonation (He opened the window?). Different
languages have different ways of forming these three sentence types, by changes
in word order, special verb forms, intonation, or special particles.

1.6 Information Structure

One of the functions of syntax is to structure the ways in which information
is presented in sentences and this structure is dependent on the context in
which the information is presented. As such, the study of language needs to
go beyond the level of isolated sentences and treat sequences of sentences,
or texts.

1.6.1 Encoding given and new information

Syntax is often sensitive to whether or not information being conveyed can be
expected to be known or not by the addressee (Ward & Birner, 2001). In this
context, we can distinguish between given information – information which the speaker believes is already available to the hearer, or new information – information which the speaker does not expect the hearer to already know. These two types of information are encoded in sentences in different ways. Consider the exchange in (5).

(5)  A:  Who took the book?
     B:  Mary did.

In this example, B’s utterance is made up of two pieces of information: ‘Mary’, which is new information, and ‘took the book’, which is given information. In this case, ‘took the book’ is encoded as the pro-verb did. Given information is often reduced in such a way. Consider the oddity of (5’) as a conversational exchange:

(5’)  A:  Who took the book?
      B:  Mary took the book.

Whether information is given or new affects the way in which the information is conventionally introduced into discourse. In English, new information is often introduced in non-subject position, while given information is usually found in subject position. When new information is referred to again in the same discourse, that is when it has become given information, it may be placed in subject position. This can be seen in (6):

(6)  I saw a really good film the other day. It was about a man who thought he was going to be killed by some gangsters. He went into hiding in the hills, but they found him.

In this sentence, there are three NPs which begin as new information, but are later used as given information:

New          Given
a really good film (object)   → it (subject)
about a man who thought he was going to be killed by some gangsters (object of preposition)   → he (subject)
by some gangsters (object of preposition)   → they (subject)

In addition, new information is usually introduced in indefinite NPs (an X, some X), while subsequent references have definite forms such as definite NPs (the X) and pronouns. This can be seen in (6).

Sometimes, information which has not previously been mentioned is introduced in definite NPs, as in (7):

(7)  We went to a restaurant. The waiter was rude but the food was good.
In this case both waiter and food are mentioned for the first time in the discourse but the use of the definite article (the waiter, the food) seems to indicate that they are being treated as given information. Cultural context has a role here – our knowledge of the world tells us that restaurants have waiters and food, so these things are in a sense given information in the light of other knowledge we have from outside the discourse: that is, while the information is new to the discourse it is not new to the hearer (Prince, 1992; Ward & Birner, 2001). Such information can be easily recovered from context and as such speakers can expect addressees to have such information readily available. Therefore it can be treated as given information in such contexts.

In English, the definite and indefinite articles have an important role in the presentation of given and new information, however other syntactic structures are used in other languages. In Russian, for example, word order is related to given and new information (Comrie, 1979). Rather than having SVO word order, Russian usually presents new information late in the sentence, as can be seen in the contrast between (8) and (9).

(8) Što koška presleduet?
    What cat-NOM is chasing
    ‘What is the cat chasing?’
    Koška presleduet sobaku.
    cat-NOM is chasing dog-ACC
    ‘The cat is chasing the dog.’

(9) Što presleduet sobaku?
    what is chasing dog-ACC
    ‘What is chasing the dog?’
    Sobaku presleduet koška.
    dog-ACC is chasing cat-NOM
    ‘The cat is chasing the dog.’

1.6.2 Topic-comment structure

Another way to view information in utterances is in terms of topic and comment. Topic and comment often overlap with given and new information, however the two sets of terminology involve quite different concepts. The topic of the sentence can be considered the central element in the sentence- the thing the sentence is about – while the comment is what is said about it (Chafe, 1970; Lambrecht, 1994). Consider the exchange in (10):

(10) A: What did Mary do?
    B: She took the book.

In B, the topic of the sentence is ‘Mary’ (she) and the comment, the thing said about Mary, is took the book. In this case the topic is given information and the
comment is new information. However sometimes the topic can be new information, as in (11):

(11) Virginia always eats her vegetables, but her brother only likes ice cream.

In the second part of this sentence, the brother is the topic, but is also new information. By contrast, in (12) the comment is given information.

(12) Virginia does not like ice cream, but her brother likes it a lot.

In English, the topic is often but not always related to the subject of the sentence (Li & Thompson, 1976; Tomlin, 1983), but there are other structures which can topicalize an NP. Unlike English, some languages use topic as a basic grammatical category. This is the case in Japanese where the postposition wa functions as a topic marker, as in (13) and (14), where in each case the topic is a non-subject constituent.

(13) \textit{Sakana wa tai ga ichiban ii.}  
\textit{fish TOP bream NOM first good}  
‘Speaking of fish, bream is the best’ or ‘Bream is the best sort of fish.’

(14) \textit{Tookyoo kara wa daremo konakatta.}  
\textit{Tokyo from TOP no-one come-NEG-PAST}  
‘Speaking of coming from Tokyo, no-one did.’ or ‘No-one came from Tokyo.’

In other languages word order can be used to indicate topics, as in the Chinese sentence in (15) and the French sentence in (16). Here, placing a constituent at the front of a sentence is a way to mark the topic. The French example differs from the Chinese in that the topicalized NP is repeated later in the sentence as a pronoun (\textit{gare} ‘station’ is feminine, so the pronoun is ‘she’).

(15) \textit{Zhè-ge zhèn lǎn huì wǒ kàn dào hěn duō yóu huàr}  
\textit{this-CLASS exhibition I see very many painting}  
‘At this exhibition, I saw very many paintings.’

(16) \textit{La gare où est-elle?}  
\textit{the station where is she}  
‘Where is the station?’

1.7 Semantics

Semantics, that part of linguistic description which deals with meaning, is often divided into lexical semantics, dealing with the meaning of words, and
grammatical semantics, how morpheme meanings are combined by grammar to form the meaning of utterances.

1.7.1 **Lexical semantics**

The form which definitions of words should take is a vexed issue in lexical semantics. Different theories take different positions on what definitions should achieve. Some believe that a definition should be sufficiently precise as to include or exclude any particular case, sometimes with a paraphrase approach based on natural language (e.g., Wierzbicka, 1996) or a specially developed metalanguage (e.g., Jackendoff, 1983). Others believe that the lexicon is not structured in this way, but is rather more often similar to a web of prototypes (e.g., Langacker, 1990) or involving a strong use of metaphor (e.g., Lakoff, 1987).

Theories of meaning also differ in terms of whether or not they distinguish between dictionary knowledge and encyclopedic knowledge (Haiman, 1980; Wierzbicka, 1995). For example, many people in our society know that salt is chemically sodium chloride. The question is whether this is part of the meaning of the word *salt*, to be included in a definition, or simply an additional fact about salt (defined in other ways) which many speakers happen to know.

Another important issue which any general theory of lexical semantics must take into account is that the meanings of a far greater proportion of the lexicon than usually imagined, if not the meanings of all words, are language-specific. While this is obvious for words for cultural artifacts, non-equivalence of word-meanings extends throughout the lexicon. The natural world is not divided up the same between different languages, so that the Japanese word *nezumi* covers a collection of animals which in English would be divided into two types, rats and mice. The human body, a physical universal, is divided up in different ways in different languages: in Spanish, the single word *dedos* is used for both fingers and toes, while Japanese has a single word *ashi* corresponding to English leg and foot. Physical aspects of the world are equally different: English has a color category *blue*, but Russians have two terms covering the same range, *goluboj* (lighter) and *sinij* (darker), and these colors are no more closely related for Russians than *green* and *blue* for speakers of English; speakers of Russian are surprised that English only has one word. Human actions may be more or less differentiated: in English we can *hit* someone, but in many languages different verbs must be used depending on whether the action was hit-with-the-open-hand, hit-with-a-fist, hit-with-a-stick, and so on. All facets of the world and events that take place may be encoded differently – the words of different languages divide the world up differently.

As well as looking at the meanings of words, lexical semantics also examines the meaning relations between words. These meaning relations include concepts such as synonymy (where two words have the same, or at least very similar, meanings, as with *couch* and *sofa*), antonymy (opposite meanings as with *good* and *bad or tall and short*), hyponomy (the meaning of one is included
in the meaning of another, as with boy and child, homonymy (two words having the same form but different meanings, as with a bank for money and a bank of the river), and polysemy (where a word has two or more related but distinguishable meanings, as with a chip of wood, a potato chip, and a computer chip, where all have the idea of a small piece as part of their meaning).

1.7.2 Grammatical semantics

Some work in grammatical semantics is interested in the meaning of grammatical morphemes, and how systems of grammatical meaning differ across languages. For example, both English and Spanish show tense using verb suffixes, but English has a single past tense corresponding roughly to two different past tenses in Spanish.

As well as the meaning of individual morphemes (lexical and grammatical), there is also the issue of how these meanings combine to form sentences. Even if we know the meaning of the words boy, girl, and kiss, as well as the and -ed, there is more to the meaning of the sentence the boy kissed the girl than the sum of the meanings of the morphemes, since this sentence means something different from the girl kissed the boy, which contains exactly the same morphemes.

One way in which semanticists deal with this issue is through the concept of constructions (Goldberg, 1995). Essentially this approach says that, as speakers of English, we have a schema or template such as Noun Phrase – Verb – Noun Phrase, and we have a meaning assigned to this general schema – say, ‘the first noun phrase has the more active role, the second the more passive role’ – and by combining the meanings of the words with the meaning of the schema, we come up with the meaning of the overall sentence. A different schema would then be used to account for the passive sentence the girl was kissed by the boy.

Another approach, Formal Semantics, relies much more on the apparatus of formal logic and grammatical theory. In this approach, the word kiss is stored in the lexicon not just with the general meaning of kissing, but with an explicit statement in a formal notation indicating something like ‘this verb’s (underlying) subject is the agent and its (underlying) object is the patient’. The meaning of the sentence is then created by assigning the appropriate semantic role to the appropriate grammatical relation. The meaning of the passive equivalent is created through rules such as ‘make the underlying object into a subject’, ‘make the underlying subject come after the preposition by’. Formal Semantics is associated with the idea of truth-conditional or truth-value semantics, which attempts to establish, given a sentence, what conditions have to hold in the real world for the sentence to be true.

1.8 Conclusion

This chapter can only give a brief outline of what is involved in the description of languages and each area we have discussed has a wealth of literature
and a depth of detail which we are unable to address here. However, this brief description should be sufficient to introduce applied linguists to the broad themes and general concepts with which linguists work in developing descriptive accounts of languages.

While language description may not be a core concern for applied linguists, a coherent understanding of the structural features of language is important for applied linguistics research and practice. At all levels of their work, applied linguists must come to grips with language as a system and as such linguistics and language description is basic to applied linguistics work, even if it is not central to the questions which applied linguists pose themselves. We do not claim that linguistic theory is or should be the driving influence in applied linguistics. Rather, we are claiming that a certain level of familiarity with the principles of linguistics provides a framework within which the work of applied linguistics can be carried out in an informed and principled way. The role of linguistics is, therefore, to inform applied linguistics not to determine applied linguistics (cf. Davies, 1999; Widdowson, 2000). The relationship between language description and applied linguistics is not, however, unidirectional. The insights which applied linguistics gains from confronting real-world language-related problems has great potential to inform the development of linguistic theory and refine our understanding of what needs to be included in language descriptions.

See also 2 Lexicography, 4 Language Corpora, 5 Discourse Analysis, 10 Conversation Analysis.
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2 Lexicography

ALAN KIRKNESS

2.1 Introduction

Lexicography is almost as old as writing. From its beginnings several thousand years ago it has served primarily the real-life needs of written communication between members of human communities using different languages or different varieties of one language. Those needs change just as all living languages constantly change. In many literate societies lexicography has a centuries-old tradition with word lists and word books in scripts based on hieroglyphs, logograms, or letters and in media from clay tablets to the computer. Since print culture replaced scribal culture some five centuries ago and ushered in the modern period in European lexicography, the printed book has predominated. Worldwide, no book on a language or on languages has been and is more widely used in education systems and in communities at large than the dictionary. It has long been and still is an essential source, if not indeed the principal source, of information on language for all members of literate societies who might have questions on any aspect of the form, meaning, and/or use of a word or words in their own or in another language. Lexicographers can be regarded as descriptive linguists in that they empirically analyze and describe (a) language with a traditional emphasis on individual items of vocabulary. However, they do not require linguistic knowledge alone, but according to the particular dictionary project may draw on other non-linguistic disciplines including information technology, publishing, history, and the natural and social sciences amongst others. Nor is their description of (a) language primarily an end in itself. Its aim is not primarily to advance linguistic theory, however much theoretical linguists may and do draw on lexicography for their own purposes and however much lexicographers might seek to apply relevant findings of theoretical linguistics in their work. Rather it is in principle a means to an end, namely to make knowledge about (a) language available to various sectors of the wider public and to mediate between different kinds of language knowledge and different kinds
of user needs. This aim is clearly reflected in the vast range of different dictionary types designed to respond to the different needs and interests of different user groups. To a greater or lesser degree depending on the nature and purpose of the particular dictionary project, lexicographers essentially mediate between the community of linguists and the community at large. This is true especially of general-purpose trade dictionaries, less so inevitably of scholarly historical works, which have a more limited audience. In this sense lexicography must be regarded as quite central to applied linguistics, however defined. At the same time, it must also be seen as a complex activity *sui generis* with its own principles, practices, problems, and traditions.

Over the past 20–30 years lexicography has changed fundamentally and irreversibly. The main factor has been the dramatic impact of the computer: the electronic storage of vast textual material in corpora and the varied electronic presentation of lexicological and lexicographical work represent a quantum leap in lexicography, a leap still to be measured (see Section 2.2). A secondary factor has been the rapid emergence of metalexicography or dictionary research as an academic discipline with an explosion of writing on and about dictionaries. As a consequence, this article has to be selective. It is written from a western European perspective and draws primarily on material related to British and other English language lexicographies. Concentrating on English and European lexicography sharpens the focus, but necessarily narrows it; it permits a relative close-up, but inevitably distorts the wider picture.

### 2.2 What Is Lexicography?

It is difficult to arrive at a succinct and satisfying working definition of lexicography. Even a cursory glance in dictionaries and other reference works and in the secondary literature reveals many variations on a theme, reflecting a variety of standpoints. In a narrow sense lexicography may be described as the art and craft of writing a dictionary. Certainly, a lexicographer is essentially someone who writes or contributes to a dictionary or dictionaries, be it as an individual or a member of a team, as a freelancer or an in-house employee, as a full-time professional or part-time alongside other activities such as university lecturing. *Lexicographer* is also used more generally to refer to writers of other reference works, including encyclopedias. Like other definitions, however, and indeed like much dictionary writing itself, this definition of lexicography is derivative (Landau, 2001), and it is a compromise for the sake of brevity. It raises many questions: why dictionary, why not e.g., thesaurus, lexicon, or encyclopedia and other reference works? Why write, why not, for example, plan, edit, publish or make, produce, compile, let alone study, review, or use? Why art and craft, why not, for example, activity, process, technique, science, job, profession or practice, let alone history, study, use, or theory?
There are justifiable answers to such questions. The dictionary is widely regarded as the prototypical work of lexical reference, but this claim requires much further explication (see Section 2.3). Writing is the essential lexicographic activity, especially writing and rewriting semantic, pragmatic, or etymological descriptions; planning and data collection precede and accompany the writing, editing and publishing follow it. Good lexicography is more than compilation. Extracting meanings and uses from authentic texts and explaining them clearly and fully in a minimum of words is an art, as is the selection of appropriate illustrative examples. Writing with dictionary users uppermost in mind in an attempt to meet their needs is a practical and useful activity, a craft. Defining lexicography in this narrow sense as the art and craft of writing a dictionary is meant to locate it explicitly at the center of the applied linguistic endeavor and to emphasize the high degree of human knowledge, insight, judgment and skill required to produce the text of a successful reference work designed to be of practical use and benefit in real-life situations. Certainly, a dictionary that does not prove useful is unlikely to prove successful. Commercial constraints – the triple nightmare of space, time, and money (Murray, 1977) – have traditionally dictated the relationship between lexicographers and their publishers.

The advent of electronic corpora and media can make the lexicographers’ work better, but not necessarily easier. Computers can store and process quantities of textual data quite unmanageable by humans. Where several million manually and painstakingly excerpted citation slips were once considered a sufficient basis for a multi-volume scholarly dictionary, now even one-volume trade dictionaries rest on hundreds of millions of rapidly and automatically entered running words. The differences are not only in quantity, but more importantly in quality. Lexicographers now have at their disposal vastly superior language data. Neutral frequency counts of masses of words can act as a counterbalance to intuition, memory and possible bias in many of the decisions they must make in accordance with the specifications of the particular dictionary project. They help determine which usages are central and which are peripheral, which new items should be included and which items should be excluded as obsolescent or archaic, which combining forms and multi-word items warrant status as main lemmas or headwords rather than as run-ons and sub-lemmas, or how homographs and senses can be ordered, to mention but a few possibilities. Lexicographers have been at the forefront in utilizing language corpora and applying the findings of corpus linguistics (see Stubbs in this volume) to good effect in their analysis and description of lexis and hence to the benefit of their users. The corpus revolution is very real; computerphoria would be misplaced, however. There may be huge savings in storage space and processing time, but it is humans who continue to choose the texts and analyze the vastly increased data, which can now in fact require more time, experience, and skill to process than before. Humans discern and describe sense distinctions in polysemous words and between sets of synonyms, antonyms, and hyponyms. They select appropriate illustrative
examples or establish usage and usage restrictions in tune with changing sociocultural conventions. And specialist material from a directed reading program still has a place alongside the mass data entered by means of optical scanners, magnetic tapes, and the like.

Similarly, electronic media open up quite new possibilities for the presentation and use of lexicographical material. They can, for instance, help overcome the constraints of space that have long plagued lexicographers and their editors and limited the coverage, description, and illustration of lexical items even in comprehensive or unabridged dictionaries. The size of the computer screen and of the “search word” box remain limitations, however, and favor directed searches for specific items over the incidental consulting of neighboring entries and the general, even random browsing so dear to word and dictionary buffs brought up on printed books. They can help overcome the tyranny of the printed alphabet that has severely limited accessibility and fostered the modern dominance of the alphabetic mode of presentation over the older thematic or systematic mode. Access through the alphabet has become a practical necessity for most users, however, and modern thesauruses are either arranged alphabetically or have an alphabetical index. Online e-dictionaries and e-cyclopedias available free or by subscription on the Internet and CD-ROM are already vying with and in some cases supplanting conventional printed books. Large and expensive multi-volume reference works seem to be leading the paradigm shift from book to bank and byte. Academic researchers working on and with scholarly historical dictionaries are among the major beneficiaries. At the click of a mouse they can conveniently search from their desks the full resources of the *Oxford English Dictionary Online* in ways simply not possible on visits to the library to consult the 20 large and alphabetically ordered volumes of the *Second Edition*. It is a boon to have *The Century Dictionary Online* in DjVu format available for headword browsing and lookup as well as full text searches rather than have to use the thick and heavy tomes in the library, however much one might delight in them as a bibliophile. Now that wordbanks and wordnets, such as the *British National Corpus* or the *Bank of English*, the Princeton *WordNet*, and the multilingual *EuroWordNet*, can be accessed in full or in part on the Internet, users can effectively become their own lexicographers. The future of lexicography is undoubtedly electronic. Nonetheless, however much the computer can aid lexicographers as dictionary writers, it will not replace them.

The questions raised above also point to a need to understand lexicography in a wider sense as used in the rapidly increasing number of university courses, conferences and workshops, books, journals and articles on the subject. These concern not only lexicography as practice, namely the planning, writing, editing, and publishing of dictionaries and other lexicographical reference works, but also lexicography as theory, notably the study of dictionary history, criticism, typology, structure, and use (Wiegand, 1998). Some scholars distinguish theory, also known as metalexicography or dictionary research, from practice as lexicography proper. Others include all aspects of both
theory and practice in their definition of lexicography. Be that as it may, many different sub-branches of lexicography can be distinguished, ranging from computational to pedagogical and terminographical. Postgraduate degree or diploma courses on lexicography aim to provide academic qualifications and professional training for future dictionary writers. However, most lexicographers still train as before in-house or on the job. The literature on lexicography involves university and other scholars as well as lexicographers and ex-lexicographers. The former mediate the findings of research in (theoretical) linguistics and other academic disciplines, which most practicing lexicographers cannot possibly keep abreast of. They also describe and re-edit or reprint historical dictionaries, and make suggestions for the improvement of all aspects of lexicographical description. The latter write from first-hand practical experience and offer an invaluable insider perspective, which sometimes informs an extended introduction in the front matter especially of historical and scholarly dictionaries. All too often, however, it is only half-glimpsed in dictionary prefaces and introductions. The glimpses are tantalizing, and the occasional publication of such material indicates that it can have a general linguistic significance reaching beyond the particular dictionary project or indeed lexicography (e.g., Gove, 1966, 1968). In line with the lexicographers’ constant emphasis on utility, the literature on lexicography now devotes much attention to dictionary uses in academic research, educational practice, and leisure activity. It focuses particularly on dictionary users and seeks to ascertain who uses which dictionary when and where, for what purpose and with what result. This focus on the user perspective (Hartmann, 2001, pp. 80–95, pp. 115–20) and the need for empirical studies of what dictionary users do in real look-up situations (Atkins, 1998; Nesi, 2000; Tono, 2001) are important concerns of applied linguistics. Among the scientific commissions of the International Association of Applied Linguistics (AILA) is one devoted to Lexicology and Lexicography as research areas which can contribute to a better understanding and facilitation of language learning and language use and are studied from several perspectives. However, important as it is, the user’s perspective is not the only one: lexicographers as dictionary writers, scholars as dictionary researchers, (language) teachers as mediators also offer essential perspectives on the complex and multi-faceted activity that is lexicography, quite apart from publishers, consultants, and others. At the center of this activity is the dictionary itself as text (Hartmann, 2001, pp. 24–5), and the dictionary is thus the focus of the discussion that follows.

Lexicography is in essence an art and a craft. It is also a profession and a hobby, a scholarly and commercial enterprise, and an academic discipline. It is, further, a longstanding cultural practice and an integral part of the intellectual tradition in literate societies. Some idea of this wider sense in which lexicography must be understood can be gained from Hartmann & James (1998) and Hausmann, Reichmann, Wiegand, & Zgusta (1989–91).
2.3 What Is a Dictionary?

2.3.1 Dictionaries and encyclopedias

As already mentioned, the dictionary is widely regarded as the prototypical work of lexical reference. It classifies and stores information in print or, increasingly, electronic form and has an access system or systems designed to allow users to retrieve the information in full or in part as readily as possible. The information is essentially linguistic and may include material on the form, meaning, use, origin, and history of words, phrases, and other lexical items (see Section 2.3.3). In a dictionary phonetic and grammatical information is word-related and thus essentially lexical. Put very simply, a dictionary is a book or bank about words.

In theory linguistic or lexical information may be distinguished from extralinguistic or encyclopedic information. Certainly, there are classes of words which lend themselves to either linguistic or encyclopedic treatment. The former include function words such as prepositions, determiners, or conjunctions and discourse-marking chunks such as you know, I mean, and many others. They derive their meaning from their function within a linguistic text rather than from any reference to extralinguistic reality and are properly treated in a dictionary. The latter may include proper names of people and places, biographical data, and descriptions of historical events, political, social, and cultural institutions, geographical and geopolitical entities, works of art, literature and music, myths and mythological figures, beliefs and religions, academic disciplines, and the like. A reference work that stores and classifies such factual information on all or some branches of knowledge or a single subject area is generally known as an encyclopedia. Put simply, an encyclopedia is a book or bank about facts. It is notable in this connection that multilingual and especially bilingual dictionaries have long been and continue to be very common, but this is not true of encyclopedias. Conversely, the latter can be and have been translated, but this does not seem to be the case with dictionaries, except perhaps for the fast-developing genre of bilingualized, semi-bilingual, or bridge dictionaries in the area of pedagogical lexicography (see Section 2.5). In practice, however, a hard and fast distinction between lexical and encyclopedic information is not possible. Humans use language to communicate about facts, things, and people; words and the world are inextricably linked. A linguistic description of nouns as names for plants, animals, or insects and of adjectives as names for colors, for instance, necessarily involves encyclopedic information. Such items are entered in both dictionaries and encyclopedias. Their semantic explanation will differ in degree rather than kind, namely in the amount of factual information required or provided to identify and characterize the object referred to according to the intended purpose of the particular reference work. Lexicographers must be concerned with words in their own
right as linguistic items and with what words refer to in the world of extralinguistic reality or with their referents as such. Dictionaries and encyclopedias are best seen as two types of reference work, among others, which stand at opposite ends of a continuum, one concerned with words as linguistic or lexical items, the other with facts as such. There are many mixed or blended forms in between (McArthur, 1986, pp. 102–4).

In the titles and/or subtitles of subject-area and biographical reference works, which are most commonly published in one volume, dictionary can be used alternatively and synonymously with encyclopedia. In this same sense companion and handbook are also found. In the titles of dictionaries-cum-encyclopedias, which combine lexical and encyclopedic information, the attribute encyclopedic sometimes explicitly qualifies the head noun dictionary, sometimes not. A successful example of a fully integrated encyclopedic dictionary is the Reader’s Digest Great Illustrated Dictionary, 1984, which features small color photographs and drawings at the appropriate alphabetical place in the outside columns of virtually every page, color maps, and part- and full-page panels and tables, most also in color. Clearly, the genre of encyclopedic dictionary is established as a blend between the dictionary as a word book/bank on the one hand and the encyclopedia as a fact book/bank on the other. This is certainly true of the American and French traditions, less so in the British and German ones. Equally clearly, the genre is regarded in English as a type of dictionary, and thus belongs to the province of lexicography. The question whether encyclopedias as such also belong has been variously answered. My own view is that it is justifiable to regard encyclopedias as falling within the scope of lexicography in the wider sense discussed above, and it would definitely enhance and advance metalexicography if encyclopedias were given fuller attention. If the present chapter nonetheless restricts itself largely to dictionaries as word books, it is for practical reasons of space, especially as there are so many different types of dictionary.

2.3.2 *Types of dictionary*

Given that dictionaries belong to the oldest, most widespread, and best-selling books in literate societies, it is hardly surprising that their number is legion. Different societies have different lexicographical traditions, and ideas on what might constitute the prototypical dictionary vary accordingly. The range of languages, varieties, and vocabularies, of sizes, formats, and prices, or intended purposes, uses, and users seems inexhaustible. Most dictionaries codify natural languages, but there are also dictionaries of international auxiliary languages, sign languages, shorthands, and braille. The time interval between new impressions and even new editions of popular trade dictionaries grows ever shorter, and their covers and dust jackets resemble ever more strongly billboards advertising the virtues and unique features of their product in a highly competitive market. This is perhaps particularly true of English dictionaries, not least for second/foreign language learners as a reflection
of the current worldwide dominance of English as an additional language. What impact electronic publishing will have on this situation is not yet clear. Currently, prospective dictionary users and buyers are faced with a bewildering embarra de richesses. Language teachers and librarians are faced with the problem of continuously updating their resources. Dictionary scholars are faced with a rich, diverse, and ever-changing field of study. It is small wonder that dictionary typology has become an integral component of metalexicography, that different criteria, including size, scope of linguistic and subject-area coverage, number of languages, period covered, target groups and intended uses among others, have been advanced as the basis of different typologies, and that no agreed taxonomy has emerged to classify the variety of dictionary types. In the practical typology that underlies the organization of much of their international encyclopedia of lexicography, Hausmann et al. distinguish first between monolingual and multilingual dictionaries. Of the latter, the vast majority are bilingual and cover two national standard languages. Bilingual dictionaries continue to be the most-used reference book in second/foreign language learning at all levels (see Section 2.5). There are specialized bilingual dictionaries, such as dictionaries of deceptive cognates or false friends, subject-specific technical dictionaries, and pictorial dictionaries that feature line drawings largely of thematically grouped concrete objects with their designations in two languages. The prototypical bilingual dictionary, however, is the general translation dictionary. Headwords or lemmas in one (source) language, usually presumed to be the user’s first language, are supplied at least with translation equivalents in the other (target) language. Full equivalents may need mere listing, while partial and surrogate equivalents require further explanation or exemplification to ensure sense identification and discrimination. Passive or receptive dictionaries help in decoding or translating from the target/foreign to the source/native language, active or productive dictionaries help in encoding or translating from the source to the target language. For each language pair there are in theory four directions to consider, for example, German-French for French users and French-German for German users (passive), German-French for German users and French-German for French users (active). In practice most bilingual dictionaries are bidirectional: French-German and German-French.

Monolingual dictionaries are divided into general and specialized works. The former are found in two major types, the encyclopedic dictionary (see Section 2.3.1) and above all the semasiological defining dictionary. Aimed at adult native speakers and usually published in a single volume – although the volume may range from compact and portable to very bulky and unwieldy – this latter is the prototypical dictionary of dictionaries in most European lexicographies. Alphabetically ordered lemmas, representing in the main unmarked contemporary standard vocabulary, are supplied with semantic explanations or descriptions of various kinds. Often there is much other information as well. The more than 70 types of specialized dictionaries derive mainly from different types of marked lemmas in the macro-structure or from different types of lexicographic information other than the definitions in the
micro-structure (see Section 2.3.3). Marked lemmas include archaisms, neologisms, regionalisms, and internationalisms. There are dictionaries devoted to all these and many other lemma types. Syntagmatic information underlies dictionaries of syntactic patterns or valency, collocations, fixed phrases and idioms, proverbs and quotations. Paradigmatic information underlies onomasiological dictionaries, which move from concepts or word meanings to word forms as the expression of these concepts. They include dictionaries which classify and list synonyms with or without sense discrimination and meaning description – the former are discriminating, the latter cumulative synonymies – reverse and word-family dictionaries, and the thesaurus. From other categories of lexicographic information derive dictionaries of spelling, pronunciation, inflections, frequency and etymology, and chronological dictionaries. There are dictionaries dealing inter alia with specific text types, texts by individual authors, and concordances. This essentially phenomenological typology is complemented by a functional one based on the intended use and target group. Included here are children’s and learners’ dictionaries, both for native and non-native speakers, as well as dictionaries of core vocabulary, all of which are pedagogic in orientation.

This typology is neither exhaustive nor uncontested. It does not seek explicitly to account for all of the many mixed or hybrid types of lexicographic reference works. Nor can it reflect the fact that different traditions can favor different dictionary types. It also needs to be said that the typology classifies printed dictionaries and that it remains to be seen what impact the electronic presentation of lexicographic information with its different possibilities will have on dictionary typology. The many types of reference works classified in this typology are all dictionaries or word books. The overwhelming majority contain the term dictionary (dictionnaire, Wörterbuch) in the title, and it is this term that is firmly entrenched as the coverall designation of works of lexical or word-centered reference. Few others have survived. Glossary is used of an alphabetical list of selected items with definitions and/or translation equivalents as found commonly at the back of subject-area textbooks or language course books. Vocabulary can be used similarly, but most commonly refers to the lexical items of a given language, also of a language variety, speaker, or text, taken collectively and studied in lexicology but not necessarily codified and described in lexicography. Part synonyms are lexis and lexicon, both of which are also used as antonyms of grammar. Lexicon is used further, often in the collocation or compound mental lexicon, for words and vocabulary stored and processed in the speaker’s mind. As a label for a lexicographic reference work it is now generally applied in English to specialized or technical works or to dictionaries of classical languages such as Greek or Arabic. It is thus more restricted than its one-time synonym dictionary. McArthur’s Longman Lexicon of Contemporary English, 1981, however, is a type of thesaurus. In modern lexicographic use (Hüllen, 1999), thesaurus refers to a word book that classifies and groups lexical items of a language, variety, or subject area according to sense relations, especially synonymy, in semantic sets and arranges
and presents them alphabetically and/or thematically or conceptually. All thematic and some alphabetical thesauruses now have alphabetical indexes to ensure easy access, especially when the items are grouped according to a philosophical world view such as those which determined the organization of older thematic encyclopedias. At one level thesaurus is used as a hyponym and at another level as an antonym of dictionary: the thesaurus is both a type of dictionary and it also contrasts with the dictionary proper, as reflected in the titles of combined dictionaries-cum-thesauruses such as Collins (Concise, Compact) Dictionary and Thesaurus. The dictionary proper here is the alphabetical semasiological defining dictionary, and this type represents the stock answer to the question, what is a dictionary?

2.3.3 Component parts of the dictionary

Three major component parts may be distinguished in the structure of the dictionary: outside or additional matter, macro-structure, and micro-structure. All can vary very considerably in size and content according to dictionary type and to the specifications of a particular dictionary project, and indeed between successive editions of the same work. They are discussed here with reference only to monolingual general-purpose defining dictionaries, the standard type of trade dictionary.

The components additional to the central word list or the dictionary entries from A to Z consist of front, middle, and back matter, often including the inside covers and, increasingly, the outside covers and dust jacket. The front matter contains most importantly a user’s guide or key to the dictionary. The key is now considered essential, but often seems to be ignored by users and reviewers alike. It explains style, structure and content of the dictionary: the metalanguage, symbols and codes used, the punctuation and the complex typography, and the layout of the entries. It often takes the form of reproductions of sample entries with each component of the macro- and micro-structure highlighted and commented on in turn. It sometimes stands alone and sometimes accompanies a longer introduction to the dictionary outlining the editorial principles underlying the work. The middle matter might consist of small, half- or full-page panels devoted to grammar and/or usage notes, frequency charts, word-formation items and patterns, lexical sets or pragmatic conventions; or it might feature inserted study pages, maps, illustrations, and encyclopedic information, sometimes in color and/or on different paper to make the inserts stand out. In many cases the material in such inserts is reserved for appendices in the back matter. These might contain both linguistic and encyclopedic information of all kinds ranging from style guides, prefixes and suffixes, and different alphabets to weights and measures, chemical elements, and countries of the world. Some dictionaries have no back matter, others have as many as 100 pages of appendices. While much of the front matter is essentially similar from one dictionary to the next, the middle and back matter tend to be much more varied and individual.
Macro-structure refers to the list and organization of the lexical items entered in the dictionary, the lemmas or headwords. Lemma is preferred here as it is neutral on the morphological status of the items. In practical terms the lemma list depends on the projected size and scope of the dictionary. It ranges from reasonably comprehensive, as in large unabridged works, to highly selective, as in small pocket dictionaries. Depending on size and intention, current one-volume defining dictionaries tend to emphasize the central core vocabulary of present-day standard usage and to focus as well on new words and senses and on terms from science and technology. The organization of the lemmas is now almost always alphabetical. Decisions must be made on giving each item main lemma status or distinguishing between main lemmas and sub-lemmas. In the latter case, lexicographers must determine on what grounds main lemmas are distinguished from sub-lemmas, how these are grouped or organized in nests or niches, and whether all or some of the sub-lemmas are supplied with a full or partial range of lexicographic information or whether they are simply listed as run-ons. Decisions must also be made on the ordering of homographic lemmas and on the typography of the different types of lemma. Here, as elsewhere, the chief macro-structural criterion must be user-friendliness: the user must be able to find the item looked for as quickly and easily as possible.

Micro-structure refers to the lexicographic information on the lemma contained in the dictionary article. Different dictionaries have different policies on the information they regard as lexically relevant and on the order in which they present it. The micro-structure routinely provides information on the form, meaning and use of the lemma. Formal information may include spelling and pronunciation, usually with accepted variants in different standard varieties; base and inflected forms; syntactic category including part-of-speech and sub-category, e.g., transitive or ergative verb, predicative adjective, or mass noun. Semantic information includes definitions or explanations of literal and figurative, denotative and connotative meanings. These may take the form of synonyms or near-synonyms, for instance, analytical definitions with genus proximum and differentiae specificae, paraphrases or formulae. They are usually supplemented by paradigmatic information on lexical fields involving synonyms, antonyms, or hyponyms; by syntagmatic information on lexical collocation, grammatical colligation and complementation, and on use in idioms, proverbs, and other fixed phrases and chunks; and by pragmatic information or diasystematic marking on register, frequency, currency, style, status, and subject area. They may be complemented by pictorial illustrations, authentic, adapted and constructed textual examples, usage notes and short synonym essays, indications of word-formational activity, especially derivatives and compounds if these are not lemmatised and described separately, and by cross-references to other entries or to extra-textual middle and back matter. As with the macro-structure, the typography and lay-out of the micro-structure must above all be user-friendly.
2.4 Dictionaries in Applied Linguistics

Wherever languages are used and wherever languages are taught and learned, especially in educational settings, dictionaries play a central role. As already discussed (see Section 2.2), lexicography is thus not only a field of professional, commercial, and academic activity in its own right, but also very much an integral part of applied linguistics and its constituent subject areas. The most obvious area is first and second/foreign language teaching and learning at all ages and levels of education, an area that some virtually equate with applied linguistics and that is by common consent certainly one of the core activities of applied linguistics (see Section 2.5). A few examples of other areas of professional applied linguistics must suffice here.

One such area is translation. Professional translators need and use dictionaries of different types according to the nature of the translation, general or specialized, literary or scientific. The dictionaries range from general-purpose dictionaries of the second language and thesauruses and synonym dictionaries of the first language to mono- and bilingual subject-specific technical dictionaries and glossaries. Not for nothing is the general bilingual dictionary known as a translation dictionary, although in this context translation must be seen as a traditional exercise in second/foreign language teaching and learning as well as a professional activity. The work of lexicographers and translators has much in common, and the latter can be expert informants for practicing lexicographers, more so perhaps than linguists. Technical translators must have the combination of linguistic and encyclopedic or content knowledge and an ability at written expression needed by specialist lexicographers. Literary translators must have an ability to extract meaning from text in one language and to arrive at an equivalent formulation in another that could only benefit bilingual lexicographers. They also have a highly developed feeling for sense discrimination and explanation that would make them ideal consultants on or compilers of thesauruses.

Other areas of applied linguistics are communication in the professions and languages for special purposes, both of which have at their disposal a vast range of specialized, subject-specific reference works, be it in law, medicine and engineering, or in the sciences and technologies (Bergenholtz & Tarp, 1995). Both areas draw *inter alia* on terminological lexicography or terminography and use as editors and/or consultants experts in the relevant subject area or areas being treated. Linguistic knowledge as such may or may not play a role. Dictionaries and glossaries of technical terms may be mono- and, increasingly frequently, multilingual, with international standards organizations seeking to establish equivalence of standardized terms and concepts across languages. They tend to be thematic rather than alphabetical in organization and presentation in accordance with their concentration on word meanings rather than word forms and on concepts within a given taxonomy. To handle the problem of the sheer number of terms in some areas
they make full use of the possibilities now offered by electronic storage and presentation.

A further area is language planning, both corpus planning and status planning, in which the role of lexicography has been and is as central as it is complex. In the modern period of western European lexicography, mainstream dictionaries have been absolutely instrumental in the establishment of standard varieties of the different vernaculars, especially in written use, and in their gradual emancipation from Latin. Regardless of whether they have been avowedly descriptive or explicitly prescriptive and normative in intention and approach, they have codified and helped standardize spelling, pronunciation, meaning, and usage and they have acquired the status of linguistic authorities in the eyes of many, if not most users. The authoritarian tradition is firmly established, and publishers still often appeal to it in their advertising. Indeed, the history of mainstream dictionaries can be seen inter alia as a history of the longstanding and ongoing conflict between the descriptive and the prescriptive, one notable chapter of which was the controversy over Webster’s Third New International Dictionary in the 1960s (Sledd & Ebbit, 1962; Morton, 1994). The dictionary editors favored a strongly descriptive policy aiming to record and describe authoritatively contemporary English usage as documented in extensive citation files. Where appropriate, they included clear pragmatic information on debated usage, but did not set out to be an authoritarian arbiter usus, being concerned to avoid prescribing or proscribing usage. A case in point is the entry on ain’t reproduced slightly enlarged in Figure 2.1. In some quarters this policy was viewed as a permissive abdication of the alleged responsibility of lexicographers not only to describe what is used and how but also to prescribe what should or should not be used. While attempts to buy out the publishers and remove the dictionary from circulation failed, the controversy produced avowedly rival works such as The American Heritage Dictionary, 1969, which featured usage notes informed by a panel of more than 100 representatives of the literary establishment. Its echoes can still be clearly heard in later dictionaries, where a separate usage note on ain’t, for instance, is often longer than the actual lexicographic description itself. One example is The Reader’s Digest Great Illustrated Dictionary, 1984 (see Figure 2.2).

The same European dictionaries played as much a role in status planning as in corpus planning, certainly in terms of nation building. The multi-volume

\begin{figure} 
\begin{verbatim}
ain't \änt\ also an't \“ also 'ant or like AREN'T\ [prob. contr. of are not, is not, am not, & have not] 1 a : are not <you ~ going> <they ~ here> <things ~ what they used to be> b : is not <it ~ raining> <he's here, ~ he> c : am not <I ~ ready> — though disapproved by many and more common in less educated speech, used orally in most parts of the U. S. by many cultivated speakers esp. in the phrase ain't I 2 subst. a : have not <I ~ seen him> <you ~ told us> b : has not <he ~ got the time> (~ the doctor come yet)
\end{verbatim}
\caption{Definition of ain't from Webster’s Third New International Dictionary} 
\end{figure} 

By permission. From Webster’s Third New International® Dictionary, Unabridged, © 1993 by Merriam-Webster, Incorporated.
"ain't" (avmt). Nonstandard. Contraction of am not. Also extended in use to mean are not, is not, has not, and have not. 

Usage: Although widely used in colloquial speech, ain’t is considered nonstandard by educated speakers. It should always be avoided in writing or formal speech, unless you are deliberately trying to create a humorous effect, or using a fixed phrase like Things ain’t what they used to be. Aren’t I (as in aren’t I coming too?) has sometimes also been attacked on the grounds that it misleadingly suggests a corresponding form I am. But the full form, am I not, is so formal that in many contexts it may be considered ridiculously stilted, and aren’t I is therefore a quite acceptable usage in educated British English. The form ain’t I has some currency in regional English, especially in Scotland and Ireland, but is considered nonstandard.

Figure 2.2 Definition of ain’t from The Reader’s Digest Great Illustrated Dictionary

scholarly and historical dictionaries inaugurated in nineteenth-century Europe, for example, were seen as national dictionaries, and the lexicography of Noah Webster was consciously and patriotically American. Nation building is not just a historical issue, but is equally important in contemporary lexicography. It underlies and supports, for instance, efforts to establish a standardized variety of “lesser-used” European languages such as Luxembourgish or Rhaeto-Romance. It is an important motivation in the lexicographical recording and describing of endangered and indigenous languages by anthropological linguists and also in the planning of comprehensive monolingual dictionaries for languages such as Samoan and Tongan which have previously relied on bilingual dictionaries with English. It is also an integral component of the codification of the different standard varieties of both contiguous and dispersed pluricentric languages. An example of the former is German, where Österreichisches Wörterbuch, 1951, 39th edn. 2001, a government sponsored endonormative dictionary used officially in schools, codifies Austrian Standard German as a standard variety distinct from German Standard German and Swiss Standard German. An example of the latter is English, where different native speaker standard varieties are now covered in national dictionaries, for example, The Australian National Dictionary. A Dictionary of Australianisms on Historical Principles, 1988; and The Macquarie Dictionary, 1981, 3rd edn. 1997, which advertises itself as “the arbiter of Australian English” and as “Australia’s National Dictionary.”

2.5 Dictionaries in Second/Foreign Language Teaching and Learning

The fundamental importance of language teaching and learning in applied linguistics is beyond dispute. So is the role of dictionaries in languages-
in-education planning and policy and in language education of all kinds at all levels, and hence the status of pedagogical lexicography as a significant branch of lexicography. It is concerned with the writing and study of dictionaries for first and second/foreign language education and with the study of dictionary use, especially by language teachers and learners. It involves mono-, bi-, and multilingual works as well as general children’s, school, college, and specialized technical dictionaries. Pedagogical lexicography is such a vast field that a sharper focus is necessary here. The present chapter focuses specifically on second/foreign language teaching and learning. It concentrates on monolingual learners’ dictionaries, while acknowledging the importance, indeed dominance of bilingual dictionaries and their use particularly in the earlier stages of second/foreign language education (see Section 2.3.2). It concentrates further on English as a second, foreign, or international language, while recognizing that other language communities have their own learners’ dictionaries. The current international importance of teaching and learning English as an additional language means that the pedagogical lexicography of English has become a worldwide issue and has been able to sustain a level of activity not matched by other language communities, either quantitatively or qualitatively. The same is true of the very extensive literature on English learners’ dictionaries by international scholars. Standard English is a pluricentric language, and it has become common, indeed necessary, to talk about Englishes or the English languages. British English and now American English are the leading varieties, and this is reflected in the coverage of English in monolingual learners’ dictionaries or MLDs. Very recently, different English language centers have produced their own MLDs, notably Australia and especially America. For more than half a century it has been home to a tradition of pedagogical lexicography marked by rapid and constant change, technological advance, innovative and creative development and response to users’ needs and to teachers’ and metalexicographers’ suggestions and demands, and an increasingly competitive market (Cowie, 1999; Herbst & Popp, 1999).

The mainstream of modern British pedagogical lexicography is represented by general-purpose MLDs for advanced learners. It dates effectively from 1948, when Oxford University Press published *A Learner’s Dictionary of Current English*, edited by A. S. Hornby with E. V. Gatenby and H. Wakefield and renamed *The Advanced Learner’s Dictionary of Current English* in 1952. The Oxford dictionary established some of the salient features of MLDs as a distinctive dictionary type. The macro-structure did not seek to be comprehensive, but was restricted and selective with the choice of lemmas based on the classroom experience of practicing language teachers and their knowledge and perception of learner needs, especially those of advanced learners. On the twin principle of frequency and utility, the emphasis was placed on words and meanings current in the standard language. In contrast, the micro-structure was fully developed, with the exception of historical and etymological information. This
was omitted, and the MLD has since remained a synchronic record of presentday English concentrating on core vocabulary and opening itself in successive editions to new words. The received British pronunciation (RP) of each lemma was given in the transcriptions of the International Phonetic Association (IPA). IPA offers an international user group from diverse language backgrounds one and the same system and has since established itself, with slight variations, as the dominant phonetic transcription in MLDs. General American pronunciation (GA) is now recorded in addition to RP, and in CD versions learners can listen to native speakers’ pronunciations. Grammatical information was given for each lemma to show how it was used in current English and to give directions for productive use or encoding. It included coded complementation patterns for all verbs, distinctions between count and non-count nouns, and detailed treatment of the definite and indefinite articles and other function words. Such grammatical information has since been expanded and refined in succeeding editions and in competing publications, notably in the use of more user-friendly and transparent notations for verb patterns.

With the primary aim of meeting decoding or receptive needs, semantic information included an emphasis on explicit synonym discrimination and description, pictorial illustrations, and above all an attempt to explain meanings as simply as possible and to avoid the lexicographic shorthand or lexicographese common in native speaker dictionaries. Stylistic labels or pragmatic markers were used to indicate register, range, and subject field. To illustrate the meanings and uses of words in context, constructed textual examples were included: Hornby was convinced that no word had meaning until placed in context and that illustrative phrases and sentences brought the word to life. This has remained a key principle in all modern MLDs. Further linguistic and some encyclopedic information was provided in appendices.

Hornby published a second edition in 1963 and a third in 1974 together with Anthony Cowie and John Windsor Lewis. It was entitled Oxford Advanced Learner’s Dictionary of Current English (OALD), a title that has been retained since. In 1978 a new advanced MLD appeared, the Longman Dictionary of Contemporary English (LDOCE), edited by Paul Procter. It was essentially similar to OALD in presentation and appearance, but included a more up-to-date lemma list and a number of significant innovations. One was the use of a controlled defining vocabulary of some 2,000 items, not counting derivatives and compounds or different senses of polysemous items. If items not listed in this defining vocabulary (DV) were used in the semantic explanations, they were printed in small capitals and entered as lemmas in the dictionary. A controlled defining vocabulary has since become an integral feature of MLDs. A second innovation was a more transparent alphanumeric notation for verb patterns and the codification of noun and adjective complementation. Further, increased attention was paid to varieties of English other than British English, notably American English, with IPA transcriptions given for both British and American pronunciations. Importantly, computer assistance was used, especially to check the consistency and use of the defining vocabulary.
Longman published a second edition of *LDOCE* in 1987, to be followed in 1989 by the fourth edition of *OALD*, now edited by Anthony Cowie. Both simplified the notation of their verb patterns by using more transparent codes for formal or functional categories. *LDOCE* also extended the use of a computerized citation corpus as the basis for its textual examples, which were adapted by the lexicographers. In 1987 *Collins Cobuild English Language Dictionary* appeared, edited by John Sinclair. It claimed to be an essentially corpus-based dictionary of “real English” with computer assistance fully integrated into all aspects of the lexicographers’ work. “Real” was understood in a dual sense: on the one hand, all examples of usage were taken directly from a computerized corpus of some 20 million running words and only very slightly adapted, if at all, by the lexicographers; on the other, meanings and uses were explained in a discursive, full-sentence style similar to teacher talk. This represented a radical departure from traditional defining practices as found in native speaker dictionaries. It was designed to be user-friendly for learners of English as an additional language, who should be met with “real” English sentences rather than lexicographese. A further innovation was the introduction of coded semantic, pragmatic, and especially grammatical information in an extra column with the complex codes explained in the front matter. The dictionary was more strongly oriented to British English than its competitors, and concentrated on a fuller micro-structural description of a smaller number of lemmas from core vocabulary. Unlike its competitors, it had no pictorial illustrations, and alone of all MLDs it has since continued to do without them.

In 1995 *OALD* appeared in a fifth edition with Jonathan Crowther as chief editor, the third edition of *LDOCE* came out under the direction of Della Summers, John Sinclair edited a second edition of *Collins Cobuild English Dictionary (CCED)*, and Cambridge University Press brought out the *Cambridge International Dictionary of English (CIDE)*, edited by Paul Procter. The new editions were genuinely new. All included many new words in the macro-structure and refinements and innovations in the micro-structure. *CCED* was now based on a corpus of more than 200 million words. All the illustrative examples were new. So-called “superheadwords” were introduced to give the user an overview of highly polysemous and polyfunctional lemmas. Information on word frequency was added in the extra column in five bands of decreasing frequency, with the marked words together giving a claimed 95 percent coverage of written and spoken English. A defining vocabulary was introduced. Meanings and uses were listed in order of frequency, and pragmatic and grammatical information was revised and refined. *LDOCE* also featured a large corpus basis, the British National Corpus of 100 million words and Longman’s own extensive citation files. The most frequent 3,000 words in written and/or spoken English were marked, and extra graphs gave details on differences between written and spoken frequency for selected lemmas. Index-like menus and so-called “signposts” in a different font were introduced to guide users quickly to the different senses of highly polysemous lemmas. Usage notes gave extra grammatical or semantic information, including
meaning discrimination of synonyms. Set phrases and fixed collocations were highlighted and defined as lexical units, especially as used in spoken usage. Full-page full-color illustrations were introduced to illustrate prepositions of position and direction, for instance, or lexical/conceptual fields such as adjectives denoting ‘broken’. Both the notation of syntactic patterns and the defining vocabulary were further revised. *OALD* now claimed to be “the dictionary that really teaches English.” It likewise made extensive use of the British National Corpus and of the Oxford American English Corpus of 40 million words, with most of the textual examples now being corpus-based. It introduced for the first time a defining vocabulary of some 3,500 items. Idioms and phrasal verbs were highlighted. Special notes gave more detailed information on grammatical difficulties and on synonym differentiation. Extralinguistic and cultural-encyclopedic information was provided on glossy-paper inserts, some in full color, in addition to appendices in the back matter. The wholly new *CIDE* brought further innovations to the British MLD tradition. It was based on the Cambridge Language Survey of 100 million words taken from the major standard varieties of English, including Australian English and an equal representation of British and American English. It also drew on a specialized corpus of learner English, which allowed typical learner errors to be specifically targeted, for instance in lists of selected false friends in 16 other, mainly European, languages. The corpus base also allowed detailed treatment of function words and lexical and grammatical collocations. Like *LDOCE*, it used typographically highlighted “guidewords” to help users distinguish between the main senses of polysemous items, which were usually lemmatized separately in a strongly homographic approach, and a controlled defining vocabulary of 2,000 basic items. Grammatical information was given on the lemmas as such and attached in coded form to the many illustrative textual examples. It was also provided together with lexical and stylistic information in full- and part-page language portraits on topics from adjectives and adverbs to linking verbs, varieties of English, and words used together. A necessary innovation was the lengthy phrase index in the back matter. It listed multi-word items under each item a learner might look up and gave a precise reference with page and line number to its location in the dictionary. The index is helpful given the difficulty in locating idioms and phrases under the multiple separate entries for productive and polysemous items like *get*, *go*, or *take*. A further innovation was the use of black-and-white silhouette drawings instead of the more traditional line drawings.

The intervals between editions have since grown even shorter. In 2000 Sally Wehmeier edited the sixth edition of *OALD*. Again, it is a new work with new words, major changes in lemmatization, revisions in the defining vocabulary, and a pronounced emphasis on American English usage. The third edition of *CCED*, with *for Advanced Learners* added to the title, followed in 2001. The Bank of English corpus now counts more than 400 million words, and among the significant changes is a similarly strong emphasis on American English. Longman reissued its third edition in 2001, featuring blue-colored lemmas and
usage notes and a 64-page new word supplement. These three works and CIDE are all available with extra features including worksheets and vocabulary-learning activities as CD-ROMs and online. The most recent addition to this highly competitive series of MLDs is the Macmillan English Dictionary for Advanced Learners published early in 2002 in an English and an American edition as both a printed book and a CD. Clearly, British publishers have become ever more conscious of the market for American English: either they publish separate dictionaries of American English, such as Longman and Cambridge, or they explicitly highlight their treatment of American English in their general MLDs. They have now been joined by American publishers. At the start of the new millennium, teachers and advanced learners of English as a second/foreign or international language have an unparalleled lexicographic offering to choose from. Given the high quality of the dictionaries, each with its own individual features and particular strengths, price and personal preference will no doubt decide the choice. The sample entries reproduced in Figure 2.3 are intended to illustrate concrete lexicographic practice in MLDs for advanced learners. The entries on the semi-modal verb used to illustrate above all differing treatments of the relatively uncommon negative forms used not to, didn’t use to, didn’t used to, which are attested 12, 17, and 25 times respectively in the British National Corpus. Reference grammars of English differ similarly in their description of and pedagogical grammars in their advice on such forms. They are all very much less frequent than never used to, which has 141 tokens spread over 96 texts in the British National Corpus and thus appeals as the preferred form to teach learners of English as an additional language. The entries on the item or items base illustrate macro-structural differences in lemmatization policy, which ranges from homographic, with items lemmatized separately according to word-class, to polysemous, where different word-classes and different meanings are not reflected in the lemmatization, and also varies in the treatment of derivatives as run-ons or as separate main or sub-lemmas. They likewise illustrate micro-structural variation, for instance, in the description and ordering of meanings, the number and use of textual examples, the presentation of grammatical and pragmatic information (e.g., frequency), or in the treatment of phrasal verbs, phrases and idioms.

The mainstream of monolingual English pedagogical lexicography is supported by numerous major and minor tributaries. The leading publishers, especially in Britain, offer a whole range of general learners’ dictionaries for all levels from beginner and elementary to upper intermediate as well as advanced. In addition, there are many specialized works, some of which are also available in different formats for different learner levels. They include dictionaries of pronunciation, collocations, and particularly idioms and phrasal verbs. There are also encyclopedic learners’ dictionaries, notably Oxford Advanced Learner’s Encyclopedic Dictionary, 1993; and Longman Dictionary of English Language and Culture, 1993, 2nd edn. 2000 (Stark, 1999). In addition, there are learners’ thesauruses in a broad sense. McArthur’s Longman Lexicon of Contemporary English, 1981, is arranged thematically with an alphabetic
Figure 2.3  Entries on *base* and *used* in MLDs for advanced learners
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index, while other works are arranged alphabetically, for example Trappes-Lomax’s *Oxford Learner’s Wordfinder Dictionary*, 1997, and *Longman Language Activator*, 1993. The latter is explicitly designed as a production dictionary for encoding in English. Finally, there are a number of technical learners’ dictionaries for specific subject areas, notably for Business or Computing English.

An important development in pedagogical lexicography, the bilingualized dictionary, seeks to combine the advantages of both monolingual and bilingual dictionaries. Bilingualized learners’ dictionaries, or BLDs, based on different Hornby dictionaries have been available since the 1960s for languages from Hindi and Chinese to Hebrew and Italian. BLDs are most often unidirectional,
moving from English as L2 to the user’s first language as L1. They generally retain the English lemma list of the English MLD in full, but can differ considerably in their approach to micro-structural information. They may repeat or delete the English definitions and/or examples, translate L2 definitions literally word by word or give translation equivalents in L1. They may translate the illustrative textual examples into L2 or not, try to render different L2

**Figure 2.3 (d)** Reproduced from the *Macmillan English Dictionary for Advanced Learners*. By permission of Macmillan Publishers Limited.
registers in the L1 translations or not, or repeat, add or delete grammatical and phonetic information. Some scholars distinguish between semi-bilingual dictionaries, which repeat the English material but translate into L1 only the lemma in its various meanings, and bilingualized works, which repeat and translate more information. The former have been developed since the 1980s particularly by Lionel Kernerman in Israel, whose beginner and intermediate *Password* or *K Dictionaries* are now available in print and/or electronic format.
for some 30 languages. This type of learners’ dictionary has significant potential for further expansion and development, especially in view of the possibilities offered by electronic media.

English language pedagogical lexicography has been quick to utilize computer assistance, both in the establishment and systematic use of large text corpora as the primary basis of different dictionary projects and in the presentation of lexicographical material in electronic form. The major learners’ dictionaries are available online, and it is now possible to consult simultaneously all or some of the different works in a publisher’s program in an integrated search and to work interactively with them for (second/foreign) vocabulary teaching and learning. Workbooks and work sheets, which have traditionally accompanied learners’ dictionaries (Stark, 1990), are now appearing not only in printed form but, increasingly, also as an integral component of CD and online versions. They form an essential part of pedagogical lexicography: whatever form a learners’ dictionary takes, whether word book or word bank, its use needs to be taught and learned systematically if it is to be effective. It represents for teachers and learners alike perhaps the single most valuable source of linguistic information on all aspects of the target language. Insofar as word knowledge is inextricably linked to world knowledge (see Section 2.3.1), it is also a source of extralinguistic, cultural information on the society whose language is being studied. Second/foreign language teachers need to learn to use MLDs as a resource (Kipfer, 1984; Wright, 1998), and instruction in the use of learners’ dictionaries should be part of language teacher education programs. Such programs need to teach learners not only to use them effectively but also to learn with them independently and autonomously. It is here that the practical interests of publishers and lexicographers, language teachers and learners coincide. It is here too that the research interests of applied linguists, for example in the AILA scientific commission on Lexicology and Lexicography, and metalexicographic studies on dictionary uses and dictionary users have their place (see Section 2.2). Over the past two decades the literature on theoretical and practical issues in (second/foreign) vocabulary teaching and learning has become extensive (Schmitt, 2000; Nation, 2001). It includes some reference to dictionaries and dictionary use, for instance as an important strategy for learning low frequency vocabulary, and to the use in vocabulary teaching and learning of a tool long viewed as essential by lexicographers, the concordance. But it does not yet always show a first-hand awareness of metalexicographic research or of the many different types of learners’ dictionaries available and their full potential, not only for teaching and learning, but also for research on vocabulary and on vocabulary teaching and learning. A greater cross-fertilization between pedagogical lexicography and pedagogical lexicology would enhance and benefit the applied linguistic endeavor, certainly in the area of second/foreign language teaching and learning.

See also 1 Language Descriptions, 4 Language Corpora, 5 Discourse Analysis.
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3 Second Language Acquisition and Ultimate Attainment

DAVID BIRDSONG

3.1 Introduction

In second language acquisition (L2A) research, ultimate attainment refers to the outcome or end point of acquisition, and is used interchangeably with the terms final state, end state, and asymptote. “Ultimate” is not to be thought of as synonymous with “native-like,” although native-likeness is one of the observed outcomes of L2A.

Most L2A studies have focused on the initial state, stages in L2 development, and rates of acquisition. However, data from such studies do not directly speak to the potential of the learner, which is an inescapable consideration of L2A theory. As we will see, the study of ultimate attainment engages such core L2A issues as native language influence, access to Universal Grammar (UG), maturational effects, and fossilization.

Just as ultimate attainment is a fundamental consideration of L2A research, L2A itself is a central concern of Applied Linguistics (or, more precisely, following the distinction made by this volume’s editors, of Linguistics-Applied (L-A)). Since the mid-1950s, the understanding of how linguistic knowledge is acquired and represented mentally has been a cornerstone of linguistic inquiry. Starting with first language acquisition (L1A) and eventually embracing L2A, much of this inquiry has been guided by the heuristic of constraints. By hypothesis, language acquisition is constrained epistemologically: learners’ hypotheses about the possible forms of language are finite, and are not inconsistent with the range of structural features of natural language grammars. Similarly, it is believed that language acquisition is constrained maturationally: if native-like grammars are to be acquired, the learning must begin at an early developmental stage. One of the basic missions of L-A is to provide empirical data that speak to the adequacy of these elemental premises of modern linguistic theory. The methods recruited for this purpose are varied, and are informed by research in cognitive neuroscience, linguistic theory, and experimental psychology.
We begin the chapter by outlining the reasons why researchers are interested in investigating L2A at the end state. This rationale will provide a context for discussion in the remainder of the chapter, where we will consider a variety of ongoing research efforts relating to ultimate attainment in L2A.

3.2 Why Study Ultimate Attainment?

Ultimate attainment data are invaluable for ongoing mainstream research in L2A theory, in that they afford unique perspectives on the limits of L2A. On the received view of late L2A, the upper limits of competence are not comparable to those of a native monolingual. “Success,” construed as attainment of native-likeness, is ruled out in principle by advocates of the Critical Period Hypothesis (e.g., Johnson & Newport, 1989; Long, 1990) and by those who argue that UG and associated learning mechanisms are not available to post-adolescent L2 acquirers (e.g., Bley-Vroman, 1989). Under these views, the typical, if not unique, outcome of L2A is “failure” or non-native-like competence. However, recent research has challenged the notion of universal or near-universal failure (see below, and Birdsong, 1999, for a review). It appears that native-likeness may not be so rare as to be “peripheral to the enterprise of second language acquisition theory” (Bley-Vroman, 1989; see Selinker, 1972). Clearly, for educators and social-policy-makers, as well as for theorists, it is of compelling interest to know more about the rate of native-like attainment. For this purpose, the data de rigueur are those from learners at the end state; data from any other acquisitional stage can, at best, address only indirectly the upper limits of attainment.

In the most general terms, L2A theory tackles the question of the resemblance of L2A to L1A. L1A is uniformly successful, with all normal children attaining full competence, whereas in L2A there are various outcomes. As we will see below, the mature grammar may be incomplete vis-à-vis the target grammar, or it may diverge from it. And, unlike L1A, certain L2 learner grammars have been characterized as non-deterministic, or probabilistic. Perhaps the most basic issue in L2A research is whether this difference in ends (i.e., final states) implies different means (i.e., learning procedures), as suggested by Bley-Vroman’s (1989) Fundamental Difference Hypothesis. The obverse question can also be posed, namely, whether, in those cases where native-like attainment is observed, L1A-like learning (with access to UG) is necessarily involved.

The age factor in L2A is another domain in which ultimate attainment data figure prominently. It is widely recognized that the age at which L2A begins is reliably the strongest predictor of level of ultimate attainment. At issue, however, is the nature of this function. If there is a linear decrement in performance over all ages of immersion, this suggests a general age effect, with the possibility that experiential factors covarying with age may be implicated.
If, on the other hand, the age effect ceases at a maturationally-defined developmental point, and is not predictive thereafter, this suggests a qualitative change in learning. Researchers also look for evidence of discontinuity in the age function, which would suggest the start of a decline from peak levels of sensitivity (e.g., Flege, 1999).

With end-state data one brings a privileged perspective to the perennial question of native language effects. In particular, one looks at the pairing of different L1s with a single L2 to determine if there is a corresponding varying incidence of native-likeness. In addition, there is the question of whether some areas of the L2 grammar, but not others, are ultimately mastered, and if this asymmetry is a function of the learner’s native language (Bialystok & Hakuta, 1999; Bialystok & Miller, 1999).

Ultimate attainment data are useful when investigating other linguistically-motivated distinctions as well. One may compare, for example, learner proficiency on low-level phonetic features, which are presumably learned in a data-driven, frequency-sensitive manner, to the acquisition of morphosyntactic features such as *that*-trace, which are deductive consequences of parameter resetting, and whose acquisition is not dependent on frequency in the input. A similar logic is applied to the acquisition of regular versus irregular verb past and noun plural morphology (Birdsong & Flege, 2001).

In the remainder of this chapter we will consider a number of topics that fall under the umbrella of ultimate attainment in L2A. The emphasis will be on late learners, who typically are defined in terms of having arrived in the target language setting at age 12 or later. (Most studies operationalize age of learning in terms of age of immersion or age of arrival (AOA) in the target country, not in terms of age of first exposure, which typically is brief or sporadic, and which may take the form of school study, watching films or TV, or vacations.)

### 3.3 Non-Native-Like Outcomes in L2A

As pointed out by Sorace (1993, pp. 23–4), learners at the end state may have a grammar of the L2 that lacks some property P of the target grammar; accordingly this grammar is said to be incomplete. Another type of non-native-like grammatical representation is divergence, whereby property P is instantiated but in a manner that is not consistent with that property of the target grammar. On the basis of grammaticality judgments of Italian unaccusative constructions, Sorace found that French learners of L2 Italian preferred *avere* to *essere* in instances where both auxiliaries are permitted. This outcome was considered divergent with respect to the target grammar. English natives, on the other hand, did not show a principled preference for either *essere* or *avere*, even in contexts where *essere* only was permitted (i.e., sentences with clitic-climbing). Sorace therefore concluded that their grammar was incomplete with respect to the range of features associated with unaccusativity in Italian.
A variant of incompleteness in grammatical representation is indeterminacy. Indeterminate or probabilistic grammars are characterized by variability in intuitions for grammaticality from Time 1 to Time 2. Such inconsistency was observed by Johnson et al. (1996) in a sample of Chinese-speaking adult learners of English at end state (mean length of residence = 6.45 years). By Johnson et al.’s reckoning, some 35 percent of the learner performance in their sample was attributable to guessing, response bias, or problems with retrieving the target form from memory.

As Johnson et al. point out, what appears to be indeterminacy may actually reflect optionality in the grammar, i.e., a representation that allows multiple surface realizations of a single construction, such as the choice of relatives in

\[\text{There's the boy (that/whom/0) Mary likes.}\]

In L2A, a learner who accepts John *seeked Fred at Time 1, then John sought Fred at Time 2, might be inconsistent not because of indeterminacy in the grammar, but because the grammar permits both forms optionally. (Observe that optionality in this instance would reflect a grammar that diverges from the English target grammar.)

Non-native-like outcomes have been examined in the context of UG. Schachter (1990) maintains that an L2 learner’s access to UG principles is incomplete, that is, it is restricted to those principles that are instantiated in the learner’s L1. Johnson and Newport (1991) suggest that subjacency “survives in a weak and probabilistic form” (p. 237) among Sinophone late learners of English. In addition to indeterminacy, Johnson and Newport (1991) find divergence in the form of non-compliance with UG, that is, learner structures that are not consistent with any known natural language (see also E. C. Klein, 1995).

### 3.4 A Closer Look at the Concept

First let us recall that, as we noted at the beginning of this chapter, “ultimate attainment” is not to be misunderstood as suggesting native-likeness. Rather, it refers to the end point of L2A, irrespective of degree of approximation to the native grammar. Moving beyond this clarification, let us try to pin down conceptually what is meant by the term. At a basic level of understanding, the notion of end state in L2A is no different from its counterpart in L1A, as both denote the mature grammar. However, as we have just seen, the end state of L2A may be non-deterministic, and thereby differ qualitatively from the L1A end state. As a result, the idealization of the mature grammar as a “steady-state grammar” must be finessed: compared with L1, the L2 steady state seems “unsteady,” as it admits more variability in surface realizations and more uncertainty of intuitions. This is the nature of an indeterminate end-state L2 grammar, and as such this outcome should not be confused with “backsliding” or ongoing grammatical re-representation, which would suggest learning still in progress (see Johnson et al., 1996, p. 336 for further discussion of this distinction). With this understanding, it should be clear that the labels “end state,” “final state,” “asymptote,” and “ultimate attainment” are not inappropriately
applied to the outcome of L2A. (Splitting hairs, the label “asymptote” is often associated with a learning function that continuously approaches but does not reach the horizontal asymptote. This conceptualization of the mature state (in both L1A and L2A) allows for incremental progress, and thus no absolute finality, in learning. This view would accommodate additions of novel lexical items (along with idioms, slang, dialectal variants, technical jargon, etc.) and occasional changes in surface morphological or phonetic forms, but not re-representation of the underlying grammar.)

We are still left with the matter of determining when the end state has been reached. For example, how do we know that the abstract features associated with functional heads have been set, permanently, to native-like or non-native-like values (see, e.g., Lardiere, 1998)? To a large extent, the answer to this question depends on the adequacy of our methods for probing learner grammars. That is, we need reliable data – ideally, convergent evidence from multiple elicitation methods – and sensible interpretation of these data. If the data were longitudinal, researchers would be better able to determine whether dissimilar performance at Time X and Time Y reflects ongoing learning or a probabilistic end-state grammar. Moreover, with a longitudinal approach one could safely conclude that similar performances over Times X, Y, Z, etc. reflect an asymptotic level of attainment. As it happens, however, most studies of ultimate attainment are one-shot observations. In such cases, researchers have arbitrarily, but not unreasonably, established a length-of-exposure proxy for the L2 end state. Thus, for example, Johnson et al. (1996) operationalized the asymptote as a minimum of five years of immersion in the US. In Flege, Yeni-Komshian, and Liu (1999), participants were required to have lived at least eight years in the US. Birdsong and Flege (2001) employed a criterion of ten years or more of residence as a proxy for L2 ultimate attainment.

Common-sense caveats apply. An immigrant with ten years’ residence in the target country, yet isolated socially from native speakers, may not have attained the levels of L2 competence he is capable of. Thrust into an immersion situation after these ten years of isolation, this hypothetical learner is likely to go on to higher levels of attainment. Relatedly, one cannot assume that learners with comparable lengths of residence, even if fully immersed, have comparable levels of proficiency. That is – mindful again of the distinction between ultimate attainment and native-likeness – the assumption that the L2 end state has been reached is independent of observable levels of L2 proficiency. With this understanding, one may distinguish conceptually as well as methodologically between L2A studies that refer to their subjects as “near-natives” and those that sample learners at the end state.

3.5 A Note on Fossilization

Since the term was popularized in the L2A context by Selinker (1972), “fossilization” has been understood in various ways, among them, as a process, as a
cognitive mechanism, and as a result of learning. Selinker and Han (2000) catalogue various learner behaviors that researchers have associated with fossilization. These include backsliding, low proficiency, errors that are impervious to negative evidence, and persistent non-targetlike performance. They also list a host of proposed explanations for these behaviors, such as simplification, avoidance, end of sensitivity to language data, and lack of understanding, acculturation, input, or corrective feedback.

Unquestionably, the study of various representational and acquisitional facts that might fall under the umbrella of fossilization has advanced our knowledge of L2A. But among researchers there is disagreement at the most basic level, for example, on whether fossilization is an explanans or an explanandum, whether it is a process or a product, whether its domain extends to L1A, and whether it refers to invariant non-native forms or variable non-native forms (Han, 1998). Fossilization appears to be a protean, catch-all term that fails to capture a unitary or even coherent construct. This being the case, one must recognize the limitations of attempts to characterize the nature of fossilization. For the sake of descriptive and explanatory precision, it may be more reasonable to investigate discrete products, processes, behaviors, and epistemological states of L2A. Imagine, for example, that a given learner at presumed L2A asymptote exemplifies Behavior A (e.g., use of the imperfective to encode progressive past aspect) and Behavior B (e.g., use of the imperfective in telic contexts); Behavior A is native-like and Behavior B is non-native-like. Imagine further that Behavior A appears to be unsystematic, perhaps reflecting a probabilistic grammar, while Behavior B is invariant, suggesting a stable divergent grammar. The unique character of each behavior makes each worthy of investigation in its own right. Trying to decide whether one or both behaviors qualify as “fossilization” is unnecessary. Moreover, such labeling would not meaningfully illuminate matters, and would be likely to provoke unhelpful disputes over “questions of semantics.” It is self-defeating to be so bound to a term – which to date has defied attempts at meaningful characterization – that fundamental descriptive and explanatory goals become obscured.

3.6 Ultimate Attainment and the Critical Period Hypothesis: The Age Function

A key feature of the Critical Period Hypothesis for second language acquisition (CPH/L2A) is the prediction that native-like attainment in a second language will not be possible if the start of L2A is delayed past a certain critical age. (For consideration of what the critical age might be, see Long, 1990; Moyer, 1999; and discussion below. For a review of the different formulations of the CPH/L2A, see Birdsong, 1999.) Because the CPH/L2A addresses the upper limits of attainment possible in L2A, the only evidence that is decisively relevant to the adequacy of the CPH/L2A comes from learners at the L2A end.
state. (Surprisingly, this common-sense requirement is not met in all studies purporting to test the CPH/L2A.)

As a general rule, level of ultimate attainment in L2A is predicted by age of arrival in the target country. Note that other age-related factors such as age of initial exposure, particularly in classroom contexts, are not strongly predictive; see, e.g., Birdsong and Molis, 2001; Johnson and Newport, 1989. After age of arrival, the strongest predictor appears to be amount of L2 input and interaction (e.g., Birdsong & Molis, 2001; Flege, 1999; Flege, Frieda, & Nozawa, 1997; Flege, Yeni-Komshian, & Liu, 1999). For discussion of other endogenous and exogenous variables, see, e.g., Bialystok and Miller (1999); Hyllenstam and Abrahamsson (2000); W. Klein (1995).

Not all apparent age effects are maturational in nature. Johnson and Newport (1989), articulating the logic of a critical period for L2A, point out that attainment should correlate negatively with age of arrival (AOA), just in cases of learners whose AOA predate the end of maturation. However, under the CPH/L2A, correlations of AOA with attainment should not be observed in cases where the AOA is later than the end of maturation, since maturational factors could no longer be at play.

With a sample of Chinese and Korean learners of English assumed to be at asymptote (≥ 5 years’ residence), Johnson and Newport (1989) obtained exactly this type of result. Participants were asked to provide grammaticality judgments for 276 English sentences presented on an audiotape. Stimuli exemplified basic surface contrasts in English, for example, regular verb morphology:

(1) Every Friday our neighbor washes her car.
*Every Friday our neighbor wash her car

irregular noun morphology:

(2) Two mice ran into the house this morning.
*Two mouses ran into the house this morning

and particle placement:

(3) The horse jumped over the fence yesterday.
*The horse jumped the fence over yesterday

Accuracy on the judgment task varied as a function of age for those subjects whose AOA was less than 16 years ($r = -0.87$), but not for later arrivers ($r = -0.16$). Birdsong and Molis (2001) conducted a replication study of Johnson and Newport (1989). Using the original materials and methods, but Spanish natives as their subjects, Birdsong and Molis obtained very different results. Learners with AOA ≤ 16 performed at ceiling ($r = -0.23$), while the performance of later arrivals was predicted by AOA ($r = -0.69$).
Other studies of late learners (e.g., Birdsong, 1992) have observed significant
correlations of attainment with AOA. Interestingly, Bialystok and Hakuta (1994,
p. 69), reanalyzing the Johnson and Newport (1989) data, found a significant
correlation of age and performance among late arrivals if the lower end of the
late arrival group was set at 20 years. Many studies, including Johnson and
Newport (1989) have found correlations of performance with AOA when later
and earlier arrivals are pooled (Bialystok & Hakuta, 1999; DeKeyser, 2000;
Flege, 1999; Oyama, 1976). A correlation of AOA with declining performance
past the end of maturation – indeed, over the entire life span – has been
viewed as a priori evidence for falsification of maturational accounts of L2A

Researchers (e.g., Bialystok & Hakuta, 1999; Flege, 1999) have also argued
that a distribution of end-state performance, to be consistent with the CPH/
L2A, should incorporate a point of inflection, an “elbow” corresponding to
the start of a decline in learning ability, i.e., the offset of the period of peak
sensitivity. Flege (1999, p. 104), finding no evidence for such non-linearity in
studies of L2 pronunciation, states: “In my view, the lack of a non-linearity
in the function relating AOA to degree of foreign accent is inconsistent with
the view that a critical period exists for speech learning.” Further, a series
of regression analyses performed by Birdsong and Molis (2001) on their data
suggests that, if there is an inflection point in the age function, it occurs at a
point past the end of maturation (> 18 years). That is, the observed decline
begins at a developmental point where sensitivity should presumably be
already at its lowest level. (For further discussion of the timing of age-related
effects and its relevance to the CPH/L2A, see Birdsong & Molis, 2001; Elman
et al., 1996, pp. 187–8; Moyer, 1999, p. 100. For consideration of biographical
factors that may covary with AOA, and that are unrelated to maturation, see
Bialystok & Hakuta, 1999.)

Birdsong (in press) argues that even if one ignores the timing of the age
effects in L2A, the shape of the age function is inconsistent with standard
conceptions of critical periods. According to Bornstein (1989), one of the
characteristic features of a critical period is an end to enhanced receptivity
or sensitivity. That is, after the peak of sensitivity, there is a decline – the
beginning of the offset phase of the critical period – which culminates at a
point of zero or baseline sensitivity marking the end of the offset phase. From
this point on, sensitivity should not decline further. The overall age function
should resemble a stretched ‘Z,’ as described by Johnson and Newport (1989,
p. 79) and Pinker (1994, p. 293).

In contrast, a meta-analysis of L2A end-state studies (Birdsong, in press)
reveals a consistent picture of ongoing declines in attainment over the span
of AOA. These indefinitely-persisting age effects usually take the form of a
simple straight-line decline or a stretched “7” shape, the bottom end pulled
rightward. With no apparent end to the decline of sensitivity, the notion of a
bounded time frame, or critical “period” of sensitivity, fails to match up with
the ultimate attainment data.
3.7 The Incidence of Native-Like Attainment

Along with post-maturational age effects in ultimate attainment, native-likeness among late learners of L2 has been considered as a criterion for falsification of the CPH/L2A. In fact, Long (1990, p. 255) maintained that a single case of demonstrable native-like proficiency among late learners would be sufficient to refute the CPH/L2A.

Such a standard was not out of keeping with the Zeitgeist of the late 1980s and early 1990s. Non-native-likeness was the presumed end state of post-pubertal L2A, and there was little or no empirical evidence to the contrary (see the comprehensive review by Long, 1990). Estimates of the incidence of native-likeness ranged from near 0 (Bley-Vroman, 1989) to 5 percent (Selinker, 1972). Success in adult L2A was thought to be so rare as to be pathological, in the sense that the rate of native-like attainment could be compared to the rate of failure to acquire a first language (Bley-Vroman, 1989). Mainstream texts deemed a lack of mastery a basic characteristic of late L2A, a fact in need of an explanation (e.g., Towell & Hawkins, 1994).

Two studies in particular contributed to this view: Coppieters (1987) and Johnson and Newport (1989). Coppieters studied 21 near-native speakers of French from varying L1 backgrounds. All were late learners who had resided in France for at least five and a half years. Participants judged the grammaticality of 107 complex French sentences, some of which exemplified language-specific structures, such as the choice of subject pronoun in identificational constructions:

(4) Qui est Victor Hugo? Who is Victor Hugo?
   C’est un grand écrivain.
   *Il est un grand écrivain.
   He’s [identification function] a great writer.
   He’s [anaphoric function] a great writer.

Other items illustrated universal constraints or principles, for example, use and placement of the clitic en, which varies according to the predicate:

(5) Elle en aime l’auteur.
   She likes its author.
   *Elle en téléphone à l’auteur.
   She telephones its author.

Twenty monolingual native speakers of French served as controls, and the judgments of both groups were compared to acceptability norms. In the Coppieters sample the observed incidence of native-likeness was zero.

A similar result was obtained in the Johnson and Newport (1989) study. Among their 23 late learners, the highest score was 254 out of 276. The lowest
score among native controls was 265. The researchers consider this depressed performance to be consistent with the idea of maturational constraints in L2A. Indeed, among late learners, non-native-likeness is thought to be an inevitable outcome: “for adults, later age of acquisition determines that one will not become native or near-native in a language” (Johnson & Newport, 1989, p. 81).

Since the publication of these two highly influential papers, replication studies have been carried out. With tasks and stimuli modeled on Coppieters (1987), Birdsong (1992) looked at the acquisition of French by 20 native speakers of English. All had been exposed to French post-pubertally (range = 11–28 years, mean = 14.9); all had been residing in France for at least three years (range 3–36 years, mean = 11.8 years). Mean age of arrival was 28.5 years (range = 19–48). On scalar grammaticality judgments, the performance of more than half of the 20 experimental subjects was within the range of performance of native controls.

Differences between the two studies are likely the result of variation in procedural controls and subject sampling, details of which are found in Birdsong (1992). It is unlikely that native-like levels of attainment are attributable to stimuli choice. The replication used many of the original stimuli (such as (4) and (5) above), and the additional stimuli exemplified subtle and complex features of the French grammar, for example, prenominal past participle:

(6) Le très-connu Marcel Proust vient d’arriver.
   *The well-known Marcel Proust just arrived.*

*that*-trace:

(7) *Qui crois-tu qui rendra visite à Marc?
   *Who do you think [that] will visit Marc?*

adjacency (verb raising):

(8) Les garçons regardent avec intérêt la télévision.
   *The boys look with interest at the television.*

Several other studies have attested native-like performance among late learners. For 20 Sinophone and 20 Francophone subjects, all late learners of English, Cranshaw (1997) studied the acquisition of tense and aspect in English. The study involved a series of production and judgment tasks. Over all tasks, three of the Francophones and one Sinophone performed like English native controls. Van Wuijtswinkel (1994), using a grammaticality judgment task based in part on the Johnson and Newport (1989) items, tested Dutch natives who began learning English after age 12. In one group van Wuijtswinkel studied, 8 of 26 participants performed like native English speakers, and in another group 7 of 8 were indistinguishable from natives. White and Genesee (1996) investigated the acquisition of subtle properties of English syntax. Their
subjects were Montréal Francophones, whose first significant exposure to English had taken place after age 12. Some 16 of the 45 participants had demonstrated English-native-like performance on various screening measures. These subjects performed like natives on production and judgment tasks involving wh-extraction, e.g., What did the newspaper report the minister had done? In another study where anglophone subjects were pre-screened for native-like performance (here, screening involved oral interviews and a proficiency test), Montrul and Slabakova (2001) studied the L2 acquisition of the Spanish preterit/imperfective distinction. Participants’ average age of exposure to Spanish was about 15 years (range = 12–24), and they were not living in a Hispanophone country at the time of testing. Across a variety of tasks and sentence types, 35 percent of the sample performed like native controls. A lower rate of native-likeness was observed by Birdsong and Molis (2001), using the Johnson and Newport (1989) instrument. Of the 32 late arrivals (AOA range = 17–44 years), only one scored within the native range of performance. However, 13 of these participants scored at a 92 percent level of accuracy or above.

To allow for meaningful extrapolations to L2 learning generally, the incidence of native-like attainment, expressed as a proportion of the participant sample, must not be established on the basis of a “stacked deck” – a group of subjects who have been pre-screened for demonstrably high attainment (or for having extraordinary motivation, input/interaction with natives, etc.). In unscreened samples of learners at presumed L2 asymptote, the levels of ultimate attainment represented are quite diverse, and desirably so. In this type of sampling, the observed rates of native-like attainment (usually from 5 to 15 percent of the sample) may be more safely generalized to broader populations.

Typically, native-likeness among late learners is observed less frequently in the area of pronunciation than in morphosyntax (e.g., Oyama, 1982; Patkowski, 1980; Scovel, 1988; see also Flege, 1999, for an overview). For example, in Flege, Munro, & MacKay (1995), a 6 percent incidence of unaccented pronunciation was found among late learners. However, none of the participants with AOA greater than 16 years had authentic pronunciation. Such results suggest not only that the incidence of native-like pronunciation is low, but also that the rate continues to decline with increasing AOA, even after the presumed end of maturation.

In contrast to the general pattern of accentedness observed in late L2A, Bongaerts (1999) has demonstrated that Dutch late learners of English and French (age of exposure > 12 years) can speak without accent, though the rate of native-likeness is lower for French L2 than for English L2. Pronunciation was sampled at the sentence level (e.g., My sister Paula prefers coffee to tea; Avec ce brouillard horrible j’allumerai mes phares). In addition, for the French study the complete range of nasal and oral vowels was sampled in CV (consonant-vowel) frames (e.g., /u/ in pou, tout, and loup). Relatedly, Birdsong (2001) performed an instrumental analysis of the pronunciation of late learners of French (AOA ≥ 12 years, mean AOA = 23 years) whose native language was English. Two of the 20 subjects were indistinguishable from native Parisian
controls in terms of voice-onset time (VOT) for word-initial consonants (e.g., *le père*), release of word-final obstruents (e.g., *le cap*), and word-final vowel duration (e.g., *le dé*).

To recap the preceding observations about the rate of native-likeness in late L2A: A significant incidence of native-likeness has been found in several studies (in addition to those mentioned above, other studies where native-likeness is observed include Bruhn de Garavito, 1999; Ioup et al., 1994; Juffs & Harrington, 1995; Mayberry, 1993; and White & Juffs, 1997); the rate of native-likeness appears to be lower for features of pronunciation than for morphosyntactic features; and varying rates of native-likeness may result from different L1-L2 pairings.

Some researchers in bilingualism and neurocognitive development dispute the a priori appropriateness of the native standard for the study of the L2 end state. For example, Cook (1997) and Grosjean (1998) note that an L2 learner can never be or become a native speaker. According to this line of thinking, it is ill conceived to peg success in L2A theory to native-likeness. This argument applies as well to social contexts, where immigrants are often stigmatized for non-native-like linguistic behaviors.

Further, one could argue that the criterion of native-likeness sets the bar too high, since late learners routinely attain quite impressive, if not native-like, levels of L2 proficiency and linguistic knowledge. Late L2 learners rarely resemble Genie, whose delayed L1 acquisition was characterized by profound deficits in syntactic and morphology at various levels of analysis (Curtiss, 1977). Nor do they exhibit the extreme pathology of another late L1 learner, Chelsea, whose output included violations of structure dependency, for example, determiners preceding finite verbs (Curtiss, 1989).

From the perspective of research in developmental psychology and language acquisition, however, the native competence level affords a benchmark for comparison that permits ready interpretation of experimental results (see also Mack, 1997). Perhaps most importantly, demonstrations of native-likeness represent dramatic counterpoints to received views of the upper limits of L2A, whereby the outcome of L2A is doomed to be inferior to that of L1A.

### 3.8 Initial State, End State, and Universal Grammar

Recent research in the UG/L2A framework has stressed the theoretical relationship of initial state competence to final state competence (e.g., Hardin, 2001; White, 2000). In the most basic terms, researchers make predictions about end-state competence based on a theorized initial-state grammar. Thus, for example, if the L2A initial state is not characterized by transfer from the L1, and there is full access to UG, then native-like competence at the end state
should be predicted. In contrast, if the initial state of L2A is the full L1 grammar, and there is no access to UG, then a failure to attain native-like competence at L2 ultimate attainment is expected. Under this approach additional aspects of the end-state grammar may also be anticipated, such as the nature of the grammar (e.g., incomplete, divergent, indeterminate), “rogue” or non-UG-compliant features, and effects of L1-L2 pairing.

Hardin (2001) examines in detail the relationships between initial and end states in L2A. Under the Full Transfer/No Access theory of initial state (e.g., Bley-Vroman, 1989; Schachter, 1990), for example, Hardin observes that the end-state grammar could be incomplete, divergent, and indeterminate; it may have optionality in contexts where the L2 does not; the grammar may not conform to constraints given by UG, and there are likely to be L1-L2 pairing effects. Native-likeness, if observed at all, is rare, and would not be attained via direct access to UG and associated domain-specific learning principles but by extraction of universal properties of grammar from the L1 and use of generalized learning principles. In contrast, by the No Transfer/Full Access theory of the initial state (e.g., Epstein, Flynn, & Martohardjono, 1996; Martohardjono & Flynn, 1995), the grammar at the end state should be native-like, at least with respect to the core grammar, and there should be no evidence of incompleteness, divergence, indeterminacy, non-native optionality, UG-non-compliance, or L1-L2 pairing effects. An intermediate position assumes full L1 transfer and complete access to UG (e.g., Schwartz, 1998; Schwartz & Sprouse, 1996). Hardin (2001, p. 113) points out that native-like ultimate attainment is not excluded under this approach, but that L1 influence is understood to persist throughout L2 development. In addition to L1-L2 pairing effects, under the Full Transfer/Full Access theory of the initial state one could expect any number of non-native-like outcomes (incompleteness, divergence, indeterminacy), but the grammar would conform to constraints of UG.

It is important to note that a native-like outcome in L2A does not necessarily imply that UG is accessed. The raison d’être of UG is to provide a solution to the logical problem of language acquisition. That is, grammatical knowledge at the end state is underdetermined by the linguistic evidence at the learner’s disposal, and it is hypothesized that the constraints on grammatical form given by UG fill in the epistemological gap. This argument applies equally to L2A and L1A. In both instances, to discern a role for UG one must demonstrate that there is in fact a logical problem that is solved by UG. Thus, if one wishes to attribute observed native-likeness at the L2A end state to UG, it must be shown that there was a logical problem in the first place and that the underlying grammatical competence could only have been gained by access to UG.

3.9 Dissociations and Asymmetries

Pinker (e.g., Pinker, 1999) proposes a dual-mechanism model for knowledge of regular inflectional morphology (e.g., verb pasts such as walk-ed; noun plurals
such as *cup-s*) versus irregular morphology (*run – ran; child – children*). Under this model, computation of regulars involves rule-based, or symbolic, processing of the compositional features *stem + ending*, whereas irregulars are accessed as individual units from associative memory. Unlike regulars, the representation of irregulars is sensitive to the items’ frequency in the input. Were verb pasts and noun plurals represented under a single-system connectionist model, on the other hand, then there would be no symbolic manipulation, and all retrieval would require accessing inflected forms from (frequency-sensitive) associative memory.

There is behavioral and neurofunctional evidence of dissociations between rule-based and lexical knowledge. For example, Jaeger et al. (1996) asked native English adults to produce past tense forms of regular, irregular, and nonce verb stems, and found significantly different reaction times for the three types of verbs. In addition, using positron emission tomography (PET) technology, the researchers observed that the regular and irregular computations were subserved by different areas of the brain and required different amounts of cortical activation. Although most research has involved L1 adults and children (e.g., Marcus et al., 1995; Pinker, 1999; Ullman et al., 1997), Beck (1997), Marzilli and O’Brien (2000), and others have obtained experimental evidence for regular-irregular dissociations in L2A short of asymptote (see, however, discussion of Brovetto & Ullman, 2001, below).

The end-state perspective was adopted by Flege, Yeni-Komshian, and Liu (1999), in their study of 240 Korean learners of L2 English. From the Johnson and Newport (1989) instrument they isolated a subset of 44 items to represent rule-based and irregular forms. For late learners (AOA > 12), the participants’ accuracy figures revealed a clear dissociation in performance as a function of age, with regulars much less affected by increasing AOA than irregulars.

Taking this finding as their point of departure, Birdsong and Flege (2001) hypothesized that input frequency should be a factor in knowledge of irregular, but not regular forms (e.g., Beck, 1997). Also, regular versus irregular differences should obtain across grammatical categories such as verbs and nouns (e.g., Marzilli & O’Brien, 2000). Most importantly, they expected to replicate the different age of arrival effects for regulars versus irregulars found by Flege, Yeni-Komshian, & Liu (1999). Finally, if (ir)regularity effects are universal, the predicted dissociations should be observed regardless of L1-L2 pairing. The researchers recruited a sample of educated Spanish (n = 30) and Korean (n = 30) natives at L2 asymptote (length of residence ranged between 10 and 16 years). The sample was broken down into groups of 10 based on age of arrival in the US (6–10 years; 11–15 years; 16–20 years). Participants performed a timed multiple-choice judgment task on 80 items exemplifying regularity vs. irregularity, high vs. low stem frequency, and noun plural vs. verb past tense morphology. The following items exemplified low frequency regular noun plural, and high frequency irregular verb past, respectively:
(9) There are five a. knuckli on each hand.
b. knuckle
c. knuckles
d. knackle
e. knuckleses

(10) Yesterday the little girl a. swim for the first time.
b. swam
c. swammed
d. swims
e. swammed

A series of Analyses of Variance (ANOVAs) was performed on both accuracy and response latency data. For both types of data, several significant effects were obtained. First, the effect of item frequency was found to be significantly higher for irregular items than for regulars. Also, in most respects, the results for noun plurals were comparable to those for verb pasts, the exception being that, among Korean natives, but not among Spanish natives, performance on noun plurals was depressed relative to that for verb pasts. (Birdsong and Flege suggest that this result reflects the fact that Korean typically does not inflect for plurals, but plurality is inferred pragmatically from contextual cues.) Finally, consistent with their principal prediction, Birdsong and Flege found that the accuracy decline and increased response time (RT) with increasing AOA were more pronounced for irregulars than regulars. In fact, no significant age-related declines at all were observed for the regular items. Accuracy and RT data for 20 additional items exemplifying phrasal verbs, e.g., “The student cannot come up with the correct answer” were comparable to performance on irregulars, suggesting that age of arrival effects apply to other varieties of idiosyncratic information in addition to morphological irregularities.

Interestingly, Brovetto and Ullman (2001) in a study of oral production of regular and irregular English pasts by 32 Spanish and 32 Chinese natives (AOA ≥ 17 years) with a minimum of three years’ US residence, found that performance on both irregulars and regulars was sensitive to frequency. To reconcile this result with Birdsong and Flege’s finding of greater frequency sensitivity for irregulars than regulars, one may hypothesize that, for learners at stages leading up to the end state, many if not most target language forms are bits of idiosyncratic information stored in declarative memory. However, by the L2 end state, computation may take on a more L1-like flavor. As Ullman (2001, p. 118) suggests, “an increasing amount of experience (i.e., practice) with a [second] language should lead to better learning of grammatical rules in procedural memory, which in turn should result in higher proficiency in the language.” Thus it may be that the course of attainment of proficiency in an L2 involves a transition from unitary associative L2 processing to a system that exploits both symbolic and associative processes, in procedural and declarative
memory respectively, with activation of the corresponding neural substrates. Clearly, this line of reasoning underscores the importance of studying learners at the end state (and, where appropriate, comparing them with learners not yet at asymptote).

One may speculate that declarative memory, which provides for learning and storage of facts, names, and arbitrary and irregular forms, is more susceptible to aging effects than the procedural memory system, which may be responsible for rule-based learning. Evidence of age-related declines in various types of declarative memory is found in the literature on cognitive aging (e.g., Salthouse, 1991), though much of the experimental work relates to short-term memory effects. Moreover, certain well-known histological features associated with cognitive decline over the course of normal aging appear to be concentrated in neural regions implicated in declarative memory. Specifically, neurofibrillary tangles appear mainly in the cortical pyramidal cells of the hippocampus and temporal association areas, and neuritic (senile) plaques are generally found in the hippocampus and second and third layers of the temporal/associative cortex (Scheibel, 1996). These degenerative features of normal neurologic aging – which, in high concentrations characterize the synaptic pathology of Alzheimer’s Disease – appear not only to corrupt existing cortical pathways but may impair the work of neurotransmitters, particularly acetylcholine, which are crucial to encoding and consolidation of memories; for overviews, see Hasselmo (1999) and Martin (1999). (This is not to suggest that the aforementioned etiologies and loci of cognitive decline are the only ones associated with aging. For example, declines in dopamine D2 receptors – on the order of 10 percent per decade after 20 years of age – are observed in the basal ganglia, hippocampus, frontal cortex, anterior cingulate cortex, and amygdala regions (Li, Lindenberger, & Sikström, 2001). The relevant issue is the extent to which age-related declines are more severe in some brain areas than in others, and the corresponding effects on specific types of cognitive functions involved in L2A.)

Moving beyond speculation as to the underlying causes of regular-irregular dissociations over the age function, it is clear that the question of age effects in late L2A cannot be approached monolithically. Future investigations should aim for sufficient granularity to take into account not only the moderator variable of L1-L2 pairing, but also principled questions of representation and processing such as those raised by the study of regular versus irregular inflectional morphology.

Another variable that should not be overlooked in the study of ultimate attainment is the participants’ dominant language. Interest in the dominance factor goes back to a study by Cutler et al. (1989), who observed an asymmetry in early French-English bilinguals’ ability to process spoken words into segments. Those whose self-reported dominant language was French were able to switch back and forth between syllable-based and non-syllable based segmentation routines as a function of the language being processed. In contrast, English-dominant bilinguals controlled only one segmentation strategy,
suitable to the processing of English words, and applied it to both French and English speech. Golato (1998) attempted to reproduce the results of Cutler et al. (1989), using late L2 learners at the end state. Twenty-one late bilinguals (English natives n = 10) participated. Overall, they had spent a mean of 8.5 years in an anglophone or francophone country, had an age of immersion ranging from 13 to 33 years, and had a mean age of 30 years at time of testing. Golato found that the English-dominant bilinguals commanded two syllable segmentation routines, and applied the English-appropriate strategy to English stimuli, and the French-appropriate strategy to French words. In contrast, the French-dominants used a single strategy indiscriminately for both French and English stimuli. Different operationalizations of language dominance were considered, and the asymmetry obtained for every operationalization. Provocatively, Golato’s results for learners at the L2A end state are opposite to those that Cutler et al. (1989) had reported for early bilinguals; follow-up replications are unquestionably warranted. It is also clear that, as with L1-based and regularity-based dissociations, the study of asymmetries promises to contribute significantly to a finer-grained understanding of the end state of L2A.

3.10 Ultimate Attainment and Cortical Function

Modern technologies such as Functional Magnetic Resonance Imaging (fMRI), Positron Emission Tomography (PET), and Event-Related Brain Potentials (ERPs) allow L2A researchers to investigate the neural systems involved in language processing. In most cases, work does not address the L2A end state specifically, but is concerned with the age at which L2 acquisition was begun and L2 proficiency. A recurrent goal in this research is determining the degree to which L1 processing and L2 processing involve similar neural substrates.

For example, Weber-Fox and Neville (1999), in a study of Sinophone learners of English with over five years’ immersion, found that the neural subsystems involved in language processing differ as a function of age of acquisition. Notably, for the processing of phrase structure violations, involvement of both the right and left hemispheres increased as the age of immersion in English was delayed. The researchers also compared the learners’ processing of grammatical features (closed-class words and syntactic anomalies) with their processing of semantic features (open-class words and semantic anomalies), and found that these types of activity are differentially affected by age of acquisition. However, an ERP study by Osterhout, Davis, and McLaughlin (in press) has revealed a confound of word length and open versus closed class: “Although the two word classes did elicit distinct ERPs, all of these differences were highly correlated with word length. We conclude that ERP differences between open- and closed-class words are primarily due to quantitative differences in word length rather than qualitative differences in linguistic function” (Osterhout, Davis, & McLaughlin, in press, p. 1).
In a study of highly proficient late L2 learners (mean initial exposure = 12.25 years of age), Illes et al. (1999) used fMRI to investigate the semantic processing of nouns by eight English-Spanish bilinguals. Comparing the scans of processing in the two languages, the researchers found no activity differences in either the left or right inferior frontal gyrus, and both languages seemed to be dominantly lateralized in the left hemisphere. At least with respect to vocabulary, Illes et al. (1999) suggest that, irrespective of the age of acquisition, increasing proficiency in the L2 leads to a common cortical representation of the two languages. An earlier PET study by D. Klein et al. (1995) had reached a similar conclusion for repetition and translation of single words, albeit with early learners. The highly fluent subjects in this instance were 12 anglophone learners of French whose mean age of acquisition was 7.3 years. The researchers determined that semantic processing in the two languages involved similar areas of the front left cortical regions, particularly in the left anterior frontal gyrus.

We note that in the Weber-Fox and Neville (1999) study, the late bilinguals’ L2 proficiency (both self-rated and based on standardized tests) was significantly below that of the early learners. In this instance, both late age of acquisition and low proficiency are predictive of processing differences in the relevant neural substrates. However, in the Illes et al. (1999) and D. Klein et al. (1995) research, high proficiency, but not early age of acquisition, is predictive of homotropic cortical representations for the L1 and L2. Thus, for some aspects of semantic processing, the evidence suggests that those late learners who are native-like or near-native-like at end state will have common cortical localization of activity for the L1 and the L2.

In an investigation designed to disentangle the factors of proficiency and age of acquisition, a similar conclusion was reached by Perani et al. (1998). This was a PET study involving monitoring of brain activity of subjects (nine proficient late learners, AOA > 10 years) listening passively to a story in the L1 (Italian) and the L2 (English). In this case, the cortical responses were not only similar in the L1 and L2, but were comparable to the L1 and L2 brain activity of 12 speakers of Catalan and Spanish who had learned both languages early in life. The researchers conclude that “these findings suggest that, at least for pairs of L1 and L2 languages that are fairly close, attained proficiency is more important than age of acquisition as a determinant of the cortical representation of L2” (Perani et al., 1998, p. 1841).

For other tasks, however, the story is somewhat different. Kim et al. (1997) asked bilinguals from various language backgrounds to silently recount events from the previous day. Using fMRI, Kim et al. found a common neural representation for L2 and L1 among early bilinguals, but for late bilinguals (mean age of acquisition = 11.2 years) distinct regions of Broca’s area were involved. In Wernike’s area, on the other hand, similar cortical regions served both the L1 and the L2. This similarity was observed for each of the various L2s represented in the sample, and across all ages at which L2A was begun. Comparing the results of Kim et al. (1997) with those of their own study, Perani et al.
David Birdsong (1998, p. 1846) ascribe the differences in brain activation to the differences in task. We note further that in Kim et al. (1997), the question of whether proficiency trumps age of acquisition was not addressed, as the proficiency levels of the late acquirers was not specified.

On the general question of cortical function in L2 versus L1, Sanders (2000) reviews several additional studies, which vary in terms of L1-L2 pairings, tasks, measurement techniques, and emphasis on proficiency and age of acquisition. Although none of the studies cited makes specific reference to the L2A asymptote, the early bilinguals in each instance are uncontroversially at the end state, and one can assume that the highly proficient late learners are near if not at the end state. This being the case, it appears that, depending on the task and the L1-L2 pairing, native-likeness among late L2 learners can be observed not only in linguistic behaviors but in cortical function as well. For a recent review of neuroimaging studies of cortical function in bilingualism, see Abutalebi, Cappa, and Perani (2001).

### 3.11 Conclusion

The study of learners immersed in an L2 for significant lengths of time has led to significant advances in the understanding of the nature of L2A. Researchers recognize that a range of variables – in particular, age of immersion, L1-L2 pairings, and quantity of input – may interactively determine the level of ultimate attainment. As we move forward, we are alert to the need for finer-grained investigation of the limits of bilingualism, as suggested by the discovery of asymmetries at the end state, and their relation to representational variables such as the learner’s dominant language. Granularity is further motivated by demonstrations that discrepant effects of AOA are associated with various features of the language, possibly reflecting principled cognitive distinctions such as declarativized versus proceduralized knowledge, or symbolic computation versus lexical retrieval.

A dozen or so years ago the study of ultimate attainment in L2A was in its infancy. The field is now entering adolescence (and, to paraphrase Oscar Wilde’s witticism, is no longer young enough to know everything). With additional nourishment from cognitive neuroscience, linguistic theory, and developmental psychology, there is every reason to believe that the spurts of growth – and sophistication – will continue.

See also 8 Language Attrition, 17 The Native Speaker in Applied Linguistics, 20 Language Learning, 21 Individual Differences in second Language Learning.
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4 Language Corpora

MICHAEL STUBBS

4.1 Introduction

Since the 1990s, a “language corpus” usually means a text collection which is:

- large: millions, or even hundreds of millions, of running words, usually sampled from hundreds or thousands of individual texts;
- computer-readable: accessible with software such as concordancers, which can find, list and sort linguistic patterns;
- designed for linguistic analysis: selected according to a sociolinguistic theory of language variation, to provide a sample of specific text-types or a broad and balanced sample of a language.

Much “corpus linguistics” is driven purely by curiosity. It aims to improve language description and theory, and the task for applied linguistics is to assess the relevance of this work to practical applications. Corpus data are essential for accurately describing language use, and have shown how lexis, grammar, and semantics interact. This in turn has applications in language teaching, translation, forensic linguistics, and broader cultural analysis. In limited cases, applications can be direct. For example, if advanced language learners have access to a corpus, they can study for themselves how a word or grammatical construction is typically used in authentic data. Hunston (2002, pp. 170–84) discusses data-driven discovery learning and gives further references.

However, applications are usually indirect. Corpora provide observable evidence about language use, which leads to new descriptions, which in turn are embodied in dictionaries, grammars, and teaching materials. Since the late 1980s, the influence of this work is most evident in new monolingual English dictionaries (CIDE, 1995; COBUILD, 1995a; LDOCE, 1995; OALD, 1995) and grammars (e.g., COBUILD, 1990), aimed at advanced learners, and based on authentic examples of current usage from large corpora. Other corpus-based
reference grammars (e.g., G. Francis, Hunston, & Manning, 1996, 1998; Biber et al., 1999) are invaluable resources for materials producers and teachers.

Corpora are just sources of evidence, available to all linguists, theoretical or applied. A sociolinguist might use a corpus of audio-recorded conversations to study relations between social class and accent; a psycholinguist might use the same corpus to study slips of the tongue; and a lexicographer might be interested in the frequency of different phrases. The study might be purely descriptive: a grammarian might want to know which constructions are frequent in casual spoken language but rare in formal written language. Or it might have practical aims: someone writing teaching materials might use a specialized corpus to discover which grammatical constructions occur in academic research articles; and a forensic linguist might want to study norms of language use, in order to estimate the likelihood that linguistic patterns in an anonymous letter are evidence of authorship.

So, if corpus linguistics is not (necessarily) applied linguistics, and is not a branch of linguistics, then what is it? It is an empirical approach to studying language, which uses observations of attested data in order to make generalizations about lexis, grammar, and semantics. Corpora solve the problem of observing patterns of language use. It is these patterns which are the real object of study, and it is findings about recurrent lexico-grammatical units of meaning which have implications for both theoretical and applied linguistics. Large corpora have provided many new facts about words, phrases, grammar, and meaning, even for English, which many teachers and linguists assumed was fairly well understood.

Valid applications of corpus studies depend on the design of corpora, the observational methods of analysis, and the interpretation of the findings. Applied linguists must assess this progression from evidence to interpretation to applications, and this chapter therefore has sections on empirical linguistics (pre- and post-computers), corpus design and software, findings and descriptions, and implications and applications.

I use these presentation conventions. LEMMAS (LEXEMES) are in upper case. Word-forms are lower case italics. ‘Meanings’ are in single quotes. Collocates of a node are in angle brackets: UNDERGO <surgery>.

### 4.2 Empirical Linguistics

Since corpus study gives priority to observing millions of running words, computer technology is essential. This makes linguistics analogous to the natural sciences, where it is observational and measuring instruments (such as microscopes, radio telescopes, and x-ray machines) which extended our grasp of reality far beyond “the tiny sphere attainable by unaided common sense” (Wilson, 1998, p. 49).

Observation is not restricted to any single method, but concordances are essential for studying lexical, grammatical, and semantic patterns. Printed
Michael Stubbs

Concordance lines (see Appendix) are limited in being static, but a computer-accessible concordance is both an observational and experimental tool, since ordering it alphabetically to left and right brings together repeated lexico-grammatical patterns. A single concordance line, on the horizontal axis, is a fragment of language use (parole). The vertical axis of a concordance shows repeated co-occurrences, which are evidence of units of meaning in the language system (langue).

The tiny sample of concordance lines in the Appendix is not representative. In a real study one might have hundreds or thousands of concordance lines, but I can use this sample for illustration. Concordance data are often especially good at distinguishing words with related propositional meanings, but different connotations and patterns of usage. The Appendix therefore gives examples of endure, persevere, persist, and undergo, which are all used to talk about unpleasant things which last a long time, but which differ in their surrounding lexis and grammar. For example, we can observe how the word-form persist occurs in distinct constructions. When its subject is an abstract noun, it often denotes unpleasant things (fears, problems), often medical (symptoms, headaches), and often has a time reference (for over a year, for up to six weeks). Alternatively, when the subject of persist in is animate, it is often used of someone who persists, often unreasonably or in the face of opposition, in doing something which is difficult or disapproved of. Such recurrent co-occurrence patterns provide evidence of typical meaning and use.

It is sometimes objected that concordances place words in small, arbitrary contexts, defined by the width of a computer screen, and ignore contexts of communication. However, it is an empirical finding that evidence for the meaning of a node word often occurs within a short span of co-text. In addition, corpora allow individual utterances to be interpreted against the usage of many speakers and the intertextual norms of general language use.

The observation of large publicly available data sets implies (a weak sense of) inductive methods, that is, gathering many observations and identifying patterns in them. This does not imply mechanical methods of generalizing from observations, but (as Fillmore, 1992, pp. 38, 58 puts it) a combination of corpus linguistics (getting the facts right) and armchair linguistics (thinking through the hypotheses that corpus data suggest). It does mean, however, that corpus study belongs to a philosophical tradition of empiricism. Contrary to a loss of confidence, from Saussure to Chomsky, in the ability to observe real language events, corpora show that language use is highly patterned. Although there are limitations on corpus design (see below), and although we can never entirely escape subjective interpretations, corpora allow “a degree of objectivity” about some central questions, “where before we could only speculate” (Kilgarriff, 1997, p. 137). There are no automatic discovery procedures, but inductive generalizations can be tested against observations in independent corpora.

Corpus methods therefore differ sharply from the view, widely held since the 1960s, that native speaker introspection gives special access to linguistic
competence. Although linguists’ careful analyses of their own idiolects have revealed much about language and cognition, there are several problems with intuitive data and misunderstandings about the relation between observation and intuition in corpus work. Intuitive data can be circular: data and theory have the same source in the linguist who both proposes a hypothesis and invents examples to support or refute it. They can be unreliable or absent: many facts about frequency, grammar, and meaning are systematic and evident in corpora, but unrecorded in pre-corpus dictionaries. They are narrow: introspection about small sets of invented sentences cannot be the sole and privileged source of data.

There is no point in being purist about data, and it is always advisable to compare data from different sources, both independent corpora, and also introspection and experiments. Corpus study does not reject intuition, but gives it a different role. Concordances focus intuition, and this “confirms rather than produces the data” (de Beaugrande, 1999, pp. 247–8). Without this retrospective competence, native speakers could not recognize untypical collocations in literature, advertising, or jokes. We cannot know in advance what kinds of evidence might bear on a theory of linguistic competence (as even Chomsky, 2000, pp. 139–40 admits). Nevertheless, with some striking exceptions (Fillmore, 1992), cognitive approaches have neglected corpus data on recurrent semantic patterns as evidence of cognitive structures.

4.3 Some Brief History

There was corpus study long before computers (W. Francis, 1992) and, from a historical perspective, Saussure’s radical uncertainty about the viability of studying parole, followed by Chomsky’s reliance on introspective data, were short breaks in a long tradition of observational language study. Disregard of quantified textual data was never, of course, accepted by everyone. Corder (1973, pp. 208–23) emphasizes the relevance of frequency studies to language teaching, and language corpora have always been indispensable in studying dead languages, unwritten languages and dialects, child language acquisition, and lexicography. So, within both philological and fieldwork traditions, corpus study goes back hundreds of years, within a broad tradition of rhetorical and textual analysis.

Early concordances were prepared of texts of cultural significance, such as the Bible (Cruden, 1737). Ayscough’s (1790) index of Shakespeare is designed “to point out the different meanings to which words are applied.” Nowadays we would say that he had a concept of “meaning as use.” By bringing together many instances of a word, a concordance provides evidence of its range of uses and therefore of its meanings, and this essential point is still the basis of corpus semantics today.

The other main reason for studying large text collections, which again emphasizes the central concern with meaning, was the attempt to produce
comprehensive dictionaries. From Samuel Johnson’s dictionary of 1755 onward, lexicographers have used quotations to illustrate the uses and meanings of words. Johnson collected 150,000 illustrative quotations for 40,000 head-words, and the readers for the Oxford English Dictionary collected five million quotations to illustrate over 400,000 entries (Kennedy, 1998, pp. 14–15; Winchester, 1998). For example, Johnson’s dictionary has these quotes which contain persist:

... I would advise neither to persist in refusing
... the sinful act, to continue and persist in it
... thus will persist, relentless in his ire

The collocates of persist are observable evidence of its typical semantic features of doing something over time and against opposition. However, there is a limitation here on printed dictionaries: these examples do not occur under the head-word PERSIST, and can therefore be found only by a full text search of a machine-readable version of the dictionary (McDermott, 1996). The Appendix gives further illustrations of observable evidence of meaning. For example, endure co-occurs with compelled and forced, difficult and painful, with references to long time periods, and also with near synonyms such as persevere, accept, and bear. Semantic features are not abstract, but often realized in co-occurring and observable collocates.

Modern lexicographers use better designed corpora, their methods are more explicit, they use statistical techniques to systematize observations (Church & Hanks, 1990; Clear, 1993; Sinclair et al., 1998), and the theory of “meaning as use” has been developed by Wittgenstein, Austin, and Firth, but the basic approach to semantic analysis is not fundamentally different from that of Cruden, Ayscough, Johnson, and Murray.

Other impressive quantitative corpus analyses, between the 1890s and the 1950s, were possible only with significant expense and personnel, and often had precise institutional and/or educational applications. In order to improve shorthand methods for court transcription, Kaeding (1898) used large numbers of helpers from the Prussian civil service to analyze word frequency in an 11-million-word German corpus. From the 1920s to the 1940s, Thorndike and Lorge (1944) calculated word frequencies in large English language corpora, of up to 18 million words. These word-lists were used to control the vocabulary in foreign language and literacy materials. West’s (1953) influential General Service List gave also the frequency of different meanings of words.

In a word, corpus-based study of language is much older than its alternatives. Indeed, up until the 1950s, it was assumed that writing a grammar required the study of text collections. Famous examples include: Jespersen (1909–49), based on examples of written English over several centuries; Fries (1952), based on a 250,000-word corpus of telephone conversations; and Quirk et al. (1972), based on the last of the great non-computerized corpora, which was itself overtaken by technology and computerized, and then used in turn
for later versions of the grammar (Quirk et al., 1985, and, with substantial additional corpora, Biber et al., 1999).

4.4 Modern Corpora and Software

Modern computer-assisted corpus study is based on two principles.

1. *The observer must not influence what is observed.* What is selected for observation depends on convenience, interests and hypotheses, but corpus data are part of natural language use, and not produced for purposes of linguistic analysis.

2. *Repeated events are significant.* Quantitative work with large corpora reveals what is central and typical, normal and expected. It follows (Teubert, 1999) that corpus study is inherently sociolinguistic, since the data are authentic acts of communication; inherently diachronic, since the data are what has frequently occurred in the past; and inherently quantitative. This disposes of the frequent confusion that corpus study is concerned with “mere” performance, in Chomsky’s (1965, p. 3) pejorative sense of being characterized by “memory limitations, distractions, shifts of attention and interest, and errors.” The aim is not to study idiosyncratic details of performance which are, by chance, recorded in a corpus. On the contrary, a corpus reveals what frequently recurs, sometimes hundreds or thousands of times, and cannot possibly be due to chance.

4.4.1 Available corpora

Any list of extant corpora would be quickly out of date, but there are two sets of important distinctions between

- small first generation corpora from the 1960s onward and much larger corpora from the 1990s, and
- carefully designed reference corpora, small and large, and other specialized corpora, opportunistic text collections, archives and the like.

The first computer-readable corpora, compiled in the 1960s, are very small by contemporary standards, but still useful because of their careful design. The Brown corpus (from Brown University in the USA) is one million words of written American English, sampled from texts published in 1961: both informative prose, from different text-types (e.g., press and academic writing), and different topics (e.g., religion and hobbies); and imaginative prose (e.g., detective fiction and romance). Parallel corpora were designed to enable comparative research: the LOB corpus (from the universities of Lancaster, Oslo, & Bergen) contains British data from 1961; Frown and FLOB (from Freiburg University, Germany) contain American and British data from 1991; and
ICE (International Corpora of English) contains regional varieties of English, such as Indian and Australian. Similar design principles underlie the Lund corpus of spoken British English (from University College London and Lund University), which contains around half a million words, divided into samples of the usage of adult, educated, professional people, including face-to-face and telephone conversations, lectures and discussions.

By the late 1990s, some corpora consisted of hundreds of millions of words. The Bank of English (at COBUILD in Birmingham, UK) and the British National Corpus (BNC) had commercial backing from publishers, who have used the corpora to produce dictionaries and grammars. The 100-million-word BNC is also carefully designed to include demographically and stylistically defined samples of written and spoken language. The Bank of English arguably over-emphasizes mass media texts, but these are very influential, and it still has a range of text-types and advantages of size: over 400 million words by 2001. Because constructing large reference corpora is so expensive, it may be that huge new corpora cannot again be created in the near future. These corpora will remain standard reference points, which can be supplemented by small specialized corpora, designed by individual researchers, and by large opportunistic collections.

Many other corpora for English, and increasingly for other languages, are available (see Michael Barlow’s website: address in the further reading section below).

### 4.4.2 Corpus design

Some basic principles of corpus design (Kennedy, 1998, pp. 13–87; Hunston, 2002, pp. 25–37) are simple enough. A corpus which claims to be a balanced sample of language use must represent variables of demography, style, and topic, and must include texts which are spoken and written, casual and formal, fiction and non-fiction, which vary in level (e.g., popular and technical), age of audience (e.g., children or adults), and sex and geographical origin of author, and which illustrate a wide range of subject fields (e.g., natural and social sciences, commerce, and leisure). However, no corpus can truly represent a whole language, since no one quite knows what should be represented. It is not even obvious what are appropriate proportions of mainstream text-types such as quality newspapers, literary classics, and everyday conversation, much less text-types such as newspaper ads, business correspondence, and church sermons. (Even carefully designed corpora have odd gaps: despite their influence as a text-type, textbooks are not represented in Brown and LOB.) A realistic aim is a corpus which samples widely, is not biased toward data which are easy to collect (e.g., mass media texts), does not under-represent data which are difficult to collect (e.g., casual conversation), and is not unbalanced by text-types which have over-specialized lexis and grammar (e.g., academic research articles).

Since large quantities of data are necessary in order to study what is typical and probable, an important criterion is size, which is usually measured in
terms of running words (tokens). But measures of heterogeneity are also important: How large is the corpus measured as word-types (i.e., different words), or as the number of different texts or text-types it contains? A corpus might be very large, but consist entirely of American newswire texts, with a correspondingly narrow vocabulary. One can also attempt to measure linguistic influence: How large is the audience for the texts in the corpus? Casual conversation is a linguistic universal, but a typical conversation is private, whereas the language of the mass media is public, and therefore much more influential. And whereas some texts are heard once by millions of people (sports commentaries), others (literary classics) are constantly re-read over generations. A reception index, which weights texts by their audience size, can be constructed at least in a rough way.

In summary, any corpus is a compromise between the desirable and the feasible, and although design criteria cannot be operationalized, large balanced corpora reveal major regularities in language use. In any case, there is no reason to rely on any single corpus, and it is often advisable to combine large general corpora designed according to principles of sociolinguistic variation, small corpora from specific knowledge domains (since much lexis is determined by topic), and opportunistic text collections.

Huge text collections (such as the world-wide-web) can be used to study patterns which do not occur even in large reference corpora. For example, concordance lines in the Appendix show that undergo is typically used of someone who is forced to undergo something unpleasant, often a medical procedure or a test of some kind, or of a situation which undergoes some profound and often unwelcome change. Typical examples are:

had to undergo a stringent medical examination
is about to undergo dramatic changes

However generalizations must be checked against potential counter-examples. First, comparison of different text-types shows that, in scientific and technical English, undergo usually has no unpleasant connotations. An example from the BNC (which still involves ‘change’) is:

the larvae undergo a complex cycle of 12 stages

Second, people ‘unwillingly’ undergo unpleasant experiences. But does the collocation willingly undergo occur and does it provide a counter-example? Now we have a problem: the lemma undergo is fairly frequent (around 25 occurrences per million words in the BNC), and even willingly is not infrequent (around 5 per million), but the combination willingly undergo does not occur at all in the 100-million-word BNC. However, a search of the world-wide-web quickly provided 200 examples, which revealed another pattern: people willingly undergo a sacrifice for the sake of others or for the sake of religious beliefs. Characteristic examples are:
one can willingly undergo some painful experience for one who is dearly loved
sufferings and dangers the early Christians willingly underwent for the sake of . . .

A corpus is specifically designed for language study, but other text collections (such as newspapers on CD-ROM) can be useful for some types of study. Again, I see no point in being purist about data, as long as their source is stated in a way which allows findings to be assessed. The world-wide-web has the advantage of enormous size, but it is impossible to characterize its overall range of texts. Words and phrases in the world-wide-web can be searched for directly with search engines, or with a concordancer which uses these engines, such as one developed at the University of Liverpool (http://www.webcorp.org.uk/).

4.4.3 Raw, lemmatized, and annotated corpora

A corpus may consist of raw text (strings of orthographic word-forms), or it can be lemmatized, and annotated or tagged, for intonation (for spoken corpora), grammatical or semantic categories. Part-of-speech tagging allows a corpus to be searched for grammatical constructions, such as adjective-noun combinations (persistent rain), and make it possible to study the frequency of grammatical categories in different text-types (e.g., see Biber, Conrad, & Reppen, 1998, pp. 59–65 on nominalizations; and Carter & McCarthy, 1999, on passives). Information on the frequencies of lexical and grammatical features can indicate to language teachers where it is worthwhile devoting pedagogical effort (Kennedy, 1998, pp. 88–203).

Nevertheless, a simple example illustrates the value of working with raw text. Many occurrences of the lemmas of the verbs PERSIST and ENDURE share the semantic and pragmatic features that something ‘unpleasant’ is lasting ‘for a long time’. However, although the adjectives persistent and enduring also share the feature “for a long time”, their typical collocates show their very different connotations:

persistent <ambiguity, bleeding, confusion, headaches>
enduring <appeal, legacies, peace, significance, values>

Traditionally, lemmas comprise words within a single part of speech. Persistent is an adjective, and shares the connotations of the verb PERSIST. Enduring might be considered an adjective, or the -ing form of the verb ENDURE, but has very different connotations from the verb.

In addition, the grammatical categories needed for unrestricted naturally occurring text can be very different from those required for the invented data described in abstract syntax. This draws into question centuries-old assumptions about the part-of-speech system (Sinclair, 1991, pp. 81–98; Sampson, 1995; Hallan, 2001). So, tagging may make unwarranted assumptions about
appropriate grammatical categories. Again, the principle is that observer and data should be kept independent. The facts never “speak for themselves,” but inductive methods aim for the minimum of preconceptions. How to lemmatize words is by no means always obvious, and there are no standardized systems for part-of-speech tagging (Atwell et al., 2000) or full parsing (Sampson, 1995).

4.5 New Findings and Descriptions

The main findings which have resulted from the “vastly expanded empirical base” (Kennedy, 1998, p. 204) which corpora provide concern the association patterns which inseparably relate item and context:

- lexico-grammatical units: what frequently (or never) co-occurs within a span of a few words;
- style and register: what frequently (or never) co-occurs in texts.

Findings about lexico-grammar question many traditional assumptions about the lexis–grammar boundary. The implications for language teaching are, at one level, rather evident. A well-known problem for even advanced language learners is that they may speak grammatically, yet not sound native-like, because their language use deviates from native speaker collocational norms. I once received an acknowledgment in an article by a non-native English-speaking colleague, for my “repeated comments on drafts of this paper,” which seemed to connote both irritation at my comments and to imply that they were never heeded. (I suppose this was better than being credited with “persistent comments”!)

Syllabus designers ought to know which words are used frequently in conventionalized combinations, and which are used rarely and in special contexts. The importance of collocations for language learners was emphasized in the 1930s and 1940s by H. E. Palmer and A. S. Hornby. More recently corpora have been used to study how learners and native speakers differ in their use of conventionalized expressions (Granger, 1998), and a major topic has been how to represent such information in learners’ dictionaries (Cowie, 1998). Proposals have also been made about the form of a “lexical syllabus.” This concept was discussed in detail by Corder (1973, pp. 315–17), and has been revived in corpus work by Willis (1990) and Lewis (1998), although corresponding teaching materials have been adopted only to a limited extent. The shorthand label for this area is phraseology: the identification of typical multi-word units of language use and meaning.

4.5.1 Words

Many corpus studies reject individual words as units of meaning, and propose a theory of abstract phrasal units. Nevertheless, words are a good place to start, since “a central fact about a word is how frequent it is” (Kilgarriff, 1997,
p. 135), and other things being equal, the more frequent a word is, the more important it is to know it, and to teach it early to learners: hence the interest, since the 1890s, in reliable word-frequency lists for many applications.

Frequency shows that system and use are inseparable (Halliday, 1991). More frequent words tend to be shorter, irregular in morphology and spelling, and more ambiguous out of context: a glance at a dictionary shows that short frequent words require many column inches. A few, mainly grammatical, words are very frequent, but most words are very rare, and in an individual text or smallish corpus, around half the words typically occur only once each. In addition, a word with different senses usually has one meaning which is much more frequent. These relations imply a balance between economy of effort for the speaker and clarity for the hearer, and in the 1930s and 1940s Zipf (1945) tried to formulate statistical relations between word frequency, word length, and number of senses. (These regularities apply to many other aspects of human behavior. In a library, a few books are frequently borrowed, but most books collect dust.)

The simplest frequency lists contain unlemmatized word-forms from a general corpus, in alphabetical or frequency order, but there are considerable differences between even the top ten words from an unlemmatized written corpus (in 1), a spoken corpus (in 2), and a lemmatized mixed written and spoken corpus (in 3):

(1) the, of, and, a, in, to [infinitive marker], is, to [preposition], was, it
(2) I, you, it, the, ‘s, and, n’t, a, that, yeah
(3) the, BE, of, and, a, in, to [infinitive marker], HAVE, it

These examples are from frequency lists for the 100-million-word BNC, made available by Kilgarriff (ftp://ftp.itri.bton.ac.uk/bnc/).

Unlemmatized lists show that different forms of a lemma differ greatly in frequency, and may have very different collocational behavior: see above on endure and enduring. However, raw frequency lists cannot distinguish words in different grammatical classes (e.g., firm as adjective or noun) and the different meanings of a word (e.g., cold as ‘low temperature’ versus ‘lacking in feeling’). This requires a grammatically tagged corpus and a method of automatic sense disambiguation, and makes an apparently trivial counting task into a considerable theoretical problem.

Frequency lists require careful interpretation to provide what is really wanted, which is a measure of the relative importance of words, and more important than raw frequency may be even distribution across many text-types. Conversely, we want to know not only what is frequent in general, but what distinguishes a text-type. For example, words may be frequent in academic texts but unlikely in fiction, or vice-versa:

constants, measured, thermal, theoretically
sofa, kissed, damned, impatiently

We come back to the distinction between evidence and interpretation. Frequency and distribution (which are all we have) are indirect objective measures of the subjective concept of salience (which is what we really want). The objective measures have limitations, but allow analysis to be based on public and replicable data. The only alternative is intuition, which may be absent, speculative, or wrong.

A very useful applied frequency study is reported by Coxhead (2000), who used a corpus of 3.5 million words to set up the Academic Word List (AWL). This contains words which have both high frequency and wide distribution in academic texts, irrespective of subject area (but excluding approximately the 2,000 most frequent words in English, from West, 1953). AWL comprises 570 word families: not just word-forms, but head-words plus their inflected and derived forms, and therefore around 3,100 word-forms altogether, e.g.:

concept: conception, concepts, conceptual, conceptualization, conceptualize, conceptualized, conceptualizes, conceptualizing, conceptually.

Coxhead’s corpus comprised texts from academic journals and university textbooks from arts, commerce, law, and natural science. To be included in AWL, a word had to occur at least 100 times altogether in the whole academic corpus, at least ten times in each of the four sub-corpora, and in at least half of 28 more finely defined subject areas, such as biology, economics, history, and linguistics. AWL gives very good coverage of academic texts, irrespective of subject area. Here it must be remembered that words are very uneven in their frequency. In a typical academic text, the single word the covers around 6 or 7 per cent of running text, the top ten words cover over 20 per cent, and the 2,000 most frequent words cover around 75 per cent. The words in AWL typically cover a further 10 per cent. The remaining 15 per cent will be specialized words which are specific to a given topic, plus proper names, etc. AWL is further divided into ten sub-groups, from most to least frequent. Group 1 covers 3.6 per cent of the corpus, which means that a student reading academic prose could expect to come across each word in group 1, on average, once every four pages or so.

A list is, of course, just a list, not teaching materials, and requires interpretation by materials designers and teachers. However, even as a bare list, AWL can provide a check, for teachers or students themselves, on what words students should know.

4.5.2 Phrases

Word frequency lists are limited, especially for very common words, since these are common, not in their own right, but because they occur in common
phrases. For example, *back* is usually in the top 100 in lemmatized frequency lists, and (including compounds such as *backward* and *backwater*) gets nearly five full pages in the COBUILD (1995a) dictionary. This is not because speakers frequently use *back* to mean a part of the body, but because it occurs in many phrases with only residual relations to this denotation. It has many meanings, but vanishingly few uses with the part-of-body meaning. The following examples are from Cobuild (1995a), and Sinclair (1991, p. 116) gives a detailed analysis of its nominal, prepositional and idiomatic uses.

lying on his back; the back of the chair; on the back of a postcard; at the back of the house; round the back; do something behind her back; get off my back; you scratch my back . . . ; see the back of someone; turn your back on

In summary: Frequent words are frequent because they occur in frequent phrases. In these phrases, frequent words are often delexicalized, because meaning is dispersed across the whole phrase. Since frequent content words are rarely used with their full lexical meaning, the boundary between content and function words is fuzzy. It is for these reasons that the co-occurrence of words and grammatical constructions has been studied so intensively: the central principle is that it is not words, but phrase-like units, which are the basic units of meaning.

### 4.5.3 Recurrent phrases, collocations and phrasal schemas

The simplest definition of a phrase is a string of two or more uninterrupted word-forms which occur more than once in a text or corpus: see Altenberg (1998) on “recurrent word-combinations” and Biber et al. (1999) on “lexical bundles.” I used a program to identify strings in this sense, in a written corpus of four million words. (Since 2002, when I did this work with a locally written program, excellent n-gram software has been made available by William Fletcher at http://kwicfinder.com/kfNgram/.) The most frequent five-word string, over twice as frequent as any other, was *at the end of the*. And almost 30 out of the top 100 five-word strings had the pattern \( \text{PREP + the + NOUN + of + the} \). Examples included:

at the end of the; in the middle of the; at the beginning of the; at the bottom of the

The program operationalizes, in a very simple way, the concept of repeated units. It cannot automatically identify linguistic units, but presents data in a way which helps the analyst to see patterns. These findings are not an artifact of my small corpus. I looked at the same strings in the 100-million-word BNC, and found that, normalized to estimated occurrences per million words, the
frequencies in the two corpora were remarkably similar. These examples represent only one pattern, of course. Other frequent five-word strings have discourse functions:

as a matter of fact; it seems to me that; it may well be that; but on the other hand

Altenberg (1998) identifies other recurrent multi-word strings, and some of their typical pragmatic functions.

These multi-word strings are already evidence that recurrent lexico-grammatical units are not fixed phrases, but abstract semantic units. For example, the program above counts separately the strings on the top of the, on the very top of the, or on top of the, although, to the human analyst, they are semantically related.

More abstract again is the concept of collocation, in the sense of the habitual co-occurrence of word-forms or lemmas. A few dozen concordance lines can be manually inspected for patterns, but if we have thousands of lines, then we require a method of summarizing concordances and showing patterns. We can write a program which finds the most frequent collocates of a node, one, two, and three words to the left and right, and lists them in descending frequency. The positional frequency table for undergo shows that it often occurs in a passive construction (was forced to, is required to), is often followed by an adjective signaling the seriousness of the event (extensive, major), and is often used of medical events (surgery, operation).

Raw frequency of co-occurrence is important, but we need to check the frequency of collocation relative to the frequency of the individual words. If two words are themselves very frequent, they may co-occur frequently just by chance. Conversely, a word might be infrequent, but when it does occur, it usually occurs with a small set of words. For example, the word vegetative is not frequent, but when it occurs, especially in journalism, it often co-occurs with persistent, in the phrase persistent vegetative state, with reference to patients in a coma.

The variability of phrasal units makes it doubtful whether there could be a useful “phrase frequency list,” but corpus studies show that all words occur in habitual patterns which are often much stronger than is evident to intuition. For example, in a 200-million-word corpus, the word-form persistent occurred over 2,300 times, with clear semantic preferences, shown by the top 20 collocates, ordered by frequency:

persistent <offenders, reports, most, rumours, state, vegetative, despite, young, juvenile, problem, injury, problems, rain, allegations, critic, offender, rumors, speculation, amid, cough>

The most frequent single collocate (in 5 percent of cases) was offenders; and the most frequent set of collocates were words for reports, rumors, and speculations.
Table 4.1 Positional frequency table for NODE *undergo* in a span of 3 words to left and right (only collocates occurring five or more times are shown, in descending frequency, independently for each position)

<table>
<thead>
<tr>
<th>N − 3</th>
<th>N − 2</th>
<th>N − 1</th>
<th>NODE</th>
<th>N + 1</th>
<th>N + 2</th>
<th>N + 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>was</td>
<td>forced</td>
<td>to</td>
<td>*</td>
<td>a</td>
<td>medical</td>
<td>and</td>
</tr>
<tr>
<td>is</td>
<td>required</td>
<td>will</td>
<td>*</td>
<td>an</td>
<td>surgery</td>
<td>tests</td>
</tr>
<tr>
<td>be</td>
<td>have</td>
<td>and</td>
<td>*</td>
<td>further</td>
<td>testing</td>
<td>examination</td>
</tr>
<tr>
<td>are</td>
<td>had</td>
<td>would</td>
<td>*</td>
<td>extensive</td>
<td>tests</td>
<td>of</td>
</tr>
<tr>
<td>and</td>
<td>is</td>
<td>must</td>
<td>*</td>
<td>the</td>
<td>treatment</td>
<td>surgery</td>
</tr>
<tr>
<td>that</td>
<td>they</td>
<td>he'll</td>
<td>*</td>
<td>major</td>
<td>change</td>
<td>operation</td>
</tr>
<tr>
<td>been</td>
<td>about</td>
<td>should</td>
<td>*</td>
<td>surgery</td>
<td>changes</td>
<td>transformation</td>
</tr>
<tr>
<td>were</td>
<td>and</td>
<td>who</td>
<td>*</td>
<td>treatment</td>
<td>for</td>
<td>before</td>
</tr>
<tr>
<td>where</td>
<td>patients</td>
<td>women</td>
<td>*</td>
<td>medical</td>
<td>heart</td>
<td>test</td>
</tr>
<tr>
<td>children</td>
<td>that</td>
<td>often</td>
<td>*</td>
<td>heart</td>
<td>and</td>
<td>medical</td>
</tr>
<tr>
<td>he</td>
<td>he</td>
<td>will</td>
<td>*</td>
<td>his</td>
<td>major</td>
<td>for</td>
</tr>
<tr>
<td>in</td>
<td>will</td>
<td>*</td>
<td>testing</td>
<td>operation</td>
<td>examination</td>
<td>on</td>
</tr>
<tr>
<td>the</td>
<td>women</td>
<td>*</td>
<td>*</td>
<td>extensive</td>
<td>training</td>
<td>to</td>
</tr>
<tr>
<td>women</td>
<td>due</td>
<td>*</td>
<td>*</td>
<td>transformation</td>
<td>radical</td>
<td>testing</td>
</tr>
<tr>
<td>will</td>
<td>ordered</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td>test</td>
<td>the</td>
</tr>
<tr>
<td>for</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td>training</td>
<td>a</td>
</tr>
<tr>
<td>last</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td>the</td>
<td>as</td>
</tr>
<tr>
<td>not</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td>by</td>
<td>changes</td>
</tr>
<tr>
<td>of</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td></td>
</tr>
</tbody>
</table>

*Persistent* is used of bad situations (collocates include *problem* and *problems*), which include medical conditions (*cough, injury, vegetative*) and criminal activities (*juvenile, offenders*). Some collocates frequently occur in longer phrases (*persistent juvenile offenders, persistent vegetative state*), and most examples involving “crime” and “allegations” are from journalism. With comparable data on a broad sample of words, we can then ask whether *persistent* exerts a stronger than average collocational attraction on its surrounding collocates. The brief answer is that *persistent* is typical of many words in this respect.

The top collocates of a word provide evidence of its characteristic semantic preferences and syntactic frames. Figures for a broad sample of words show how pervasive collocational attraction is, and allow generalizations about its strength and variability. The example of *persistent* is taken from a data-base (COBUILD, 1995b), which provides a suitable sample of node-words and their collocates for quantitative statements about phraseology. For the 10,000 most frequent content words (word-forms) in the 200-million-word corpus, the data-base gives the 20 most frequent collocates in a span of four words to left and right. For each node-collocate pair, it gives 20 randomly selected concordance
lines, each with a rough description of its source (e.g., British fiction, American journalism). For individual words, this provides figures on the strength of attraction between node and top collocate:

undergoing <surgery 11%>, undergo <surgery 9%>, endured <years 6%>, persistent <offenders 5%>

(That is, in 11 percent of occurrences, undergoing co-occurs with surgery, etc.) The data-base shows that around 75 percent of content words in the central vocabulary of English have a strength of attraction of between 2 and 9 percent. And over 20 percent co-occur with one specific collocate in over 10 percent of occurrences. Conversely, few words have less than one chance in 50 of co-occurring with one specific collocate.

These are figures for the attraction between two single unlemmatized word-forms. Collocational attraction is much stronger if it is calculated between a node and a set of approximate synonyms. For example:

achieving <goal(s) 7%, success, aim, results, objectives> 15%
ambitious <plan(s) 7%, project, program(me), scheme> 16%

The strength of attraction between all common content words is surprisingly high, yet not taken into account in most language description. Corpus study shows kinds of linguistic organization which are not predictable by rule, but are recurrent and observable.

4.5.4 Semantic preference, discourse prosody, and extended lexical units

A central aim is to make more explicit the semantic and pragmatic features of multi-word units. For example, enduring, persistent, and haunting are all rough synonyms, which share a propositional meaning, but they co-occur with nouns from different semantic fields and have different evaluative connotations. Characteristic combinations of modifier plus noun include:

enduring peace; haunting music; persistent headaches

We can also generalize about semantic preferences. In adjective-noun constructions, persistent is often used of medical conditions, and haunting is usually used of music, words, and images. Different speaker attitudes are also conveyed: persistent is used of unpleasant topics, whereas enduring and haunting are usually used of things which are valued. For some speakers, ENDURE will have further Biblical connotations, since it occurs frequently in the King James translation, often with positive connotations when intransitive (his mercy endureth for ever), and often negative when transitive (endureth temptation). Louw (1993) was the first important article on how such attitudes are conveyed.
A model of extended lexical units proposed by Sinclair (1998) combines these increasingly abstract relations: (1) collocation (the habitual co-occurrence of individual word-forms or lemmas); (2) colligation (the co-occurrence of words and grammatical categories); (3) semantic preference (the co-occurrence of a word or grammatical construction with words from a well defined semantic field); and (4) discourse prosody (a descriptor of speaker attitude and discourse function). We can also specify: (5) strength of attraction between node and collocates; (6) position of node and collocate, variable or fixed (as in *spick and span, but not span and spick); and (7) distribution, wide occurrence in general English or in broad varieties (e.g., journalism), or restricted to specialized text-types (e.g., recipes: finely chopped; or weather forecasts: warm front).

In summary: Work on extended lexical units has redrawn the lexis–grammar boundary. Only a few units are fixed phrases; most are recurrent combinations of grammatical constructions with words from restricted lexical fields, but with considerable lexical variation. A good term is “stabilized expressions” (Lenk, 2000). So, the vocabulary of a language is not merely “a list of basic irregularities” (Bloomfield, 1933, p. 274). Relations (1) to (4) correspond to the classic distinctions between syntax (how language units relate to one another), semantics (how linguistic signs relate to the external world), and pragmatics (how linguistic signs relate to their users, here expression of speaker attitude). This model has profoundly influenced dictionary design (Cowie, 1998) and language teaching (Hunston, 2002).

4.5.5 Grammar, co-text, and text-type

Corpus work has taken the development of grammars in two directions: description of the pervasive co-selection of grammar and lexis, and of grammatical variation in different text-types.

The examples above of lexico-grammatical units illustrate very briefly the type of patterns which G. Francis, Hunston, and Manning (1996, 1998) document systematically in the first corpus-driven grammars of English. For each verb, noun, and adjective in a large corpus, down to a frequency cut-off point, they show “the patterns that are associated with particular lexical items” (Hunston & Francis, 2000, p. 1). These highly innovative grammars show, for the first time, across the whole language, the intimate interaction between lexis, grammar, and meaning. Starting from individual words, users can find the grammatical patterns in which the words typically occur. Starting from the grammar, users can find the semantically related words which typically occur in the patterns, and therefore the meanings which they typically express.

Corpus methods can also reveal characteristics of whole texts and text-types, such as what proportion of a text consists of repetitions of the same words or new words (its type-token ratio), the ratio of content to function words (its lexical density), or the relative proportions of everyday and academic vocabulary, and can establish the central tendencies and range of variation.
across text-types. Other things being equal, high type-token ratio, high lexical
density, and high percentages of academic vocabulary will make a text
more difficult to understand. Biber (1988) used quantitative and distributional
techniques to identify words and grammatical constructions which frequently
(or never) co-occur in text-types such as conversation, personal letters, and
science fiction, and to identify textual dimensions such as informational,
narrative, and persuasive.

The grammar of spoken and written English by Biber et al. (1999), based
on a 40-million-word corpus of British and American English, shows the
frequency and distribution of lexical and grammatical structures in differ-
ent text-types. Taking just one specific finding, of great potential interest
to anyone concerned with designing English language teaching materials, the
grammar identifies (pp. 373ff) the twelve most frequent lexical verbs in
English. These are activity verbs (get, go, make, come, take, give), mental verbs
(know, think, see, want, mean) and a communication verb (say). As a group,
these verbs make up only 11 percent of lexical verbs in academic prose, but
nearly 45 percent in conversation. Such findings do not translate directly into
teaching materials or lesson plans, and applications of such work are still
relatively modest, but such grammars indicate aspects of language use on
which teachers may need to concentrate.

Although description of language use is inevitably description of language
text-types, and Biber et al. (1999) differentiate only four broad categories
(conversation, fiction, newspaper language, academic prose). Given their
need to present “general English,” dictionaries and grammars can take only
limited account of variation within the language, and, as noted above, it is
doubtful whether varieties can be exhaustively classified.

4.6 Applications, Implications, and
Open Questions

There are often striking differences between earlier accounts of English
usage (pedagogical and theoretical) and corpus evidence, but the applications
of corpus findings are disputed. Since I cannot assess the wide range of
proposed, rapidly changing, and potential applications, I have tried to set out
the principles of data design and methods which applied linguists can use in
assessing descriptions and applications. Perhaps especially in language
teaching, one also has to assess the vested interests involved: both resistance
to change by those who are committed to ways of teaching, and also claims
made by publishers with commercial interests in dictionaries and teaching
materials.

Apart from language teaching and lexicography, other areas where assess-
ment is required are as follows:
Translation studies. By the late 1990s, bilingual corpora and bilingual corpus-based dictionaries had developed rapidly. The main finding (Baker, 1995; Kenny, 2001) is that, compared with source texts, the language of target texts tends to be “simpler,” as measured by lower type-token ratios and lexical density, and the proportion of more explicit and grammatically conventional constructions.

Stylistics. Corpora are the only objective source of information about the relation between instance and norm, and provide a concrete interpretation of the concept of intertextuality. Burrows (1987) is a detailed literary case study, and Hockey (2001) discusses wider topics. The next category might be regarded as a specialized application of stylistics.

Forensic linguistics. Corpus studies can establish linguistic norms which are not under conscious control. Although findings are usually probabilistic, and an entirely reliable “linguistic fingerprint” is currently unlikely, corpus data can help to identify authors of blackmail letters, and test the authenticity of police transcripts of spoken evidence. Progress has also been made with other kinds of text comparison, such as identifying plagiarism and copyright violation (Coulthard, 1994).


Psycholinguistics. On a broader interpretation of applications, psycholinguistic studies of fluency and comprehension can use findings about the balance of routine, convention, and creativity in language use (Wray, 2002). Corpus-based studies of child language acquisition have also questioned assumptions about word-categories and have far-reaching implications for linguistic description in general (Hallan, 2001).

Theoretical linguistics. The implications here lie in revisions or rejection of the langue/parole opposition, the demonstration that the tagging and parsing of unrestricted text requires changing many assumptions about the part-of-speech system (Sinclair, 1991, pp. 81–98; Sampson, 1995), and about the lexis/grammar boundary (G. Francis, Hunston, & Manning, 1996, 1998).

Computer-readable corpora became available only in the 1970s, and for many years were limited and inconvenient. They became widely accessible only from the mid-1990s, when linguistics suddenly went from a position of being “starved of adequate data” (Sinclair, 1991, p. 1) to being swamped with data. Development is now (post-2000) very rapid, but it will take time before we can see the wood for the trees, and state with certainty the long-term implications. No linguists can now ignore corpus data. Many severe difficulties in observing
language use have been resolved, and although language corpora are not the only way of seeing language, they are a very productive way. With reference to language description, I have taken an enthusiastic view, arguing that language corpora have provided many new findings about lexis, grammar, and semantics. With reference to applications, I have taken a conservative view, arguing that applications are indirect, and that, before findings can be applied to real-world problems, they require careful interpretation.

See also 1 Language Descriptions, 2 Lexicography, 27 The Practice of LSP, 31 Language Testing.
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APPENDIX: ILLUSTRATIVE CONCORDANCE DATA

These are a very few attested, but purely illustrative, concordance lines. They are not a random or representative sample of the corpora from which they are drawn. Readers could however study larger samples of the node words from other corpora.
and check whether they find comparable examples, and could also check whether
other word-forms of the lemmas (e.g., endures, endured) show the same patterns.
These examples are taken from the publicly accessible versions of CobuildDirect and
the BNC. The concordance lines are ordered alphabetically to the right of the node
word.

Word-forms endure, persevere, persist, and undergo.

01 st that smokers will have to endure 12-hour flights by becoming mo
02 d can remember having had to endure a certain amount of misery bef
03 ng that Romania still had to endure a period of austerity. Rome
04 ht find himself compelled to endure a spartan existence; unlike a
05 so that the rider has to endure a steady worsening of the trav
06 erced family audience has to endure an hour of his old cine films,
07 the 1,700 prisoners have to endure constant noise from the Carmen
08 dertake forced labour and to endure dehumanizing captivity in the
09 t workers in El Paso, Texas, endure difficult conditions, and comp
10 e felt he had been forced to endure during the last three years. I
11 he birth. These episodes may endure for a few days or may linger f
12 nd the animals often have to endure hours trapped in the midst of
13 do nothing about, other than endure it or enjoy it, but it is alwa
14 lame. At last, when he could endure no more, he jerked his hands a
15 in a dark and cold place, to endure patiently sorrow and weakness
16 ans, for they were forced to endure the indignity of having anothe
17 over, one finds it easier to endure those tedious weekly audiences
18 aving to accept and bear and endure, and because I am quite clever
19 s will be painful for her to endure, and for you to witness, but u
20 ment. But they persevere and endure, rather than come out

21 ying at the moment. But they persevere and endure, rather than com
22 to quit, half determined to persevere he was caught for some mome
23 mething about the ability to persevere in adversity. Koppel: Well,
24 t they produce. And we shall persevere in our efforts to find the
25 them to concentrate on, and persevere in solving problems and pur
26 atient’s family as a need to persevere in the face of inevitable l
27 ing and difficult but if you persevere in the most important area
28 raiseworthy, and urge you to persevere in this work of salvation.
29 ting Colonel North failed to persevere through adversity or anythi
30 determined to remain and to persevere until she reaches a working
31 is often quite difficult to persevere with tape-recording during
32 t completely. Be patient and persevere with the inoculation – it m
33 game to get into, but if you persevere you won’t be disappointed.
34 ts were fully determined ‘to persevere’ with the three-strand form
35 stage, but Brian decided to persevere, moving the boat to EDJ Boa
36 earliest efforts, but should persevere, using a single rock sample
37 the ability to do it. If we persevere, we will get there. I accep
38 destroyed his willingness to persevere, yet since Izzy’s reawakeni
39 who insisted that she should persevere. One was a bright editor at
40 do this and it works if you persevere. You need to work at it – i
considerable misunderstandings persist about the nature of the handi
hat tremendous uncertainties persist about the relative importance
appropriate if the movements persist and are causing the child an
operation, and that this can persist for five years or more. For
tally cold temperatures might persist for over a year. Any survivor
n that residual activity may persist for up to six weeks following
is it that many commentators persist in calling the Presocratics s
portunity, should the regime persist in its ill-advised campaign a
the region, parents will not persist in the face of the child’s re
l-pistol if the dog tries to persist in this antisocial behaviour.
ingle wet straws. Why do you persist in this perversity? Why do yo
d, dead batteries and if you persist in trying to recharge an
the office governments will persist in trying to regulate what we
minor ailments. If symptoms persist or are severe please consult
like Julie Andrews. Rumours persist that her brother will join he
ny smooth passages but fears persist that modern lightweight racin
l three weeks ago. And fears persist that the PLO too may be drift
is not successful, he should persist until he has got what he want
mpassable forest, but if you persist you may find, depending on re
orth but the light rain will persist, especially over high ground.
lued women would have had to undergo a deep and important change o
he old people were likely to undergo a major psychological upheava
driving, had been induced to undergo a medical examination to see
work, each operative had to undergo a stringent medical examinati
racter of the shop seemed to undergo a transformation. The rush wa
ate. Mr Forbes was forced to undergo an emergency operation to rem
dly take kindly to having to undergo an identity check before bein
tually anyone at risk should undergo confidential testing on a tra
hospital and insisted that I undergo extensive tests. There was he
officers and men have had to undergo great privations. They landed
cope with two recessions and undergo immense change in that proces
Many of these creatures undergo intolerably cruel conditions
stitute employees may have to undergo lie detector tests. Rapist w
fractured skull may have to undergo neuro-surgery if his conditio
g, if they were expecting to undergo surgery, or if they had a his
ho find themselves having to undergo the painful dislocation entai
ur means he will not have to undergo the punishing marathon of the
ronization, and initiative – undergo trial by fire. Holder also ha
but they would also need to undergo years of specialized training
ree RAF widows would have to undergo ‘demeaning means tests’ years

Word-forms ending, haunting, and persistent followed immediately by a noun.
Perhaps the most enduring legacy of Thatcherism is that
goofing around, it’s about an enduring love of guitars that borders
rary education with a work of enduring merit from Everyman’s Library
intended to study music, an enduring passion of his which is refle
Hampshire’s winsome charm and enduring popularity have elicited pity
the all-time bestsellers. Its enduring popularity is beyond doubt, a
of credit for “Messiah’s” enduring popularity belongs to the
rticular, Raeder developed an enduring reverence for the Baumeister
overworked person. Given the enduring sense of identity within
al” forms of masculinity, the enduring significance of the power of
of 1945 was led by men of enduring stature. Do you believe that
ars, this tree will become an enduring symbol of your commitment to
OUS Kelly Brown displayed her enduring talent when winning the Silk
in the 5th century AD – is an enduring tribute to one man’s vision.

was driving his car. The haunting beauty of the young woman sta
Days. Her voice retained its haunting edge, and when she reached fo
cold in his body. There was a haunting feeling of familiarity in the
e fought, in Matthew Arnold’s haunting image, on a darkling plain sw
Aztecs. Everything else – the haunting keyboard and nagging soprano
ed in black lace, and wails a haunting lament similar to Ofro Haza,
seums. We’ll see the craggy, haunting land that the Berbers, an
es are part of an ancient and haunting landscape, and it is the livi
etry of his music has its own haunting lilt, vocabulary and rhythm.
ches, and listen to fado, the haunting music so expressive of the
d have-not society. This is a haunting novel that should give John M
; 14.99) quickly turns into a haunting parable of our times. There i
d it contains a sensitive and haunting performance from Rade Serbedz
all restrictions. Wistful and haunting piano music by Erik Satie;
and Demi Moore danced to the haunting record in the film Ghost – th
t imperious, with a dazzling, haunting smile; but the performance is
ntingly sung her own, quietly haunting song. Ex-S A Far Cry from
t surely have appreciated the haunting sound of the pipes after 280
Prevert, Francois Dupeyron’s haunting tale of a husband, his wife a
ter still, in Luke’s fragile, haunting voice, his effortless melodic

theft, damage to machinery or persistent absenteeism, and the employ
for just 27 runs. Apart from persistent abuse directed at home capt
from any body opening, any persistent change in a wart or mole –
of Iraqi government. Iraq’s persistent claim is that the allies’ a
diness when confronted with a persistent condition such as traumatic
n Wilson of our Science Unit. Persistent fatigue is the fourth most
e distressed by her husband’s persistent friendship with Diana, whic
elay of at least five days. A persistent front of high pressure over
ll; If you have suffered from persistent indigestion or chest pains,
by the unpopular poll tax and persistent inflation. At the Rome summ
freelance scholars. Yet the persistent popularity of the subject i
However, if memory loss is a persistent problem, there are exercise
mic sound of the train sets a persistent pulse that throws the
good, but no more. Under more persistent questioning he admitted tha
eam against the ebb tide. The persistent rain had made the river ang
had his prayers answered with persistent rain over the last 48 hours
economic reinvestment and the persistent recession, while Perot can
courts”, and about its persistent rejection of international
with relish. Yet there is a persistent risk in using these snails.
[caption] Slow growth and persistent unemployment are global pro
5 Discourse Analysis

HUGH TRAPPES-LOMAX

5.1 Who Does Discourse Analysis, and Why?

Discourse analysts do what people in their everyday experience of language do instinctively and largely unconsciously: notice patternings of language in use and the circumstances (participants, situations, purposes, outcomes) with which these are typically associated. The discourse analyst’s particular contribution to this otherwise mundane activity is to do the noticing consciously, deliberately, systematically, and, as far as possible, objectively, and to produce accounts (descriptions, interpretations, explanations) of what their investigations have revealed.

Since the study of language in use, as a goal of education, a means of education, and an instrument of social control and social change, is the principal concern of applied linguistics, indeed its raison d’être, it is easy to see why discourse analysis has such a vital part to play in the work that applied linguistics does, and why so much of the work that has been done over the last few decades on developing the theory and practice of discourse analysis been done by applied linguists (Widdowson, Candlin, Swales, for example) or by linguists (notably Halliday and his followers) for whom the integration of theory and practice is a defining feature of the kind of linguistics that they do.

Much of the work, but not by any means all. A great deal of discourse analysis is done by linguists who would not call themselves applied and much by scholars in other disciplines – sociology, psychology, psychotherapy, for example – who would not call themselves linguists. Discourse analysis is part of applied linguistics but does not belong exclusively to it; it is a multi-disciplinary field, and hugely diverse in the range of its interests.

For many the interest in discourse is beyond language in use (Jaworski & Coupland, 1999, p. 3) to “language use relative to social, political and cultural formations . . . , language reflecting social order but also language shaping social order, and shaping individuals’ interaction with society.”
That this is no overstatement may quickly be demonstrated by indicating something of the range of discourse-related books published in recent years: discourse and politics (Schäffner & Kelly-Holmes, 1996; Howarth et al., 2000); ideologies (Schäffner, 1997), and national identity (Wodak et al., 1999); environmental discourse (Hajer, 1997; Harre, Brockmeier, & Muhlhausler, 1999); discourse and gender (Walsh, 2001; Wodak, 1997; Romaine, 1998); discourse of disability (Corker & French, 1999) and the construction of old age (Green, 1993); applied discursive psychology (Willig, 1999); professional discourse (Gunnarson, Linell, & Nordberg, 1997) and professional communication across cultural boundaries (Scollon, Scollon, & Yuling, 2001); the discourse of interrogation and confession (Shuy, 1998); academic discourse (Swales, 1998); discourse in cross-cultural communication (Hatim, 2000) and translation (Schäffner, 2002); discourse in everyday life (Locke, 1998; Cameron, 2000; Delin, 2000) and, at some remove from the everyday, divine discourse (Wolterstorff, 1995).

Jaworski and Coupland (1999, pp. 3–6) explain why so many areas of academic study have become so gripped by enthusiasm for discourse analysis in terms, firstly, of a shift in epistemology, “a falling off of intellectual security in what we know and what it means to know...The question of how we build knowledge has come to the fore, and this is where issues to do with language and linguistic representation come into focus.” They point, secondly, to a broadening of perspective in linguistics, with a growth of linguistic interest in analysis of conversation, stories, and written text, in “the subtleties of implied meaning” and in the interaction of spoken language with non-linguistic communication. And, thirdly, they note how, in the changed political, social and technological environment in which we now live – the postmodern world of service industry, advertising, and communications media – discourse “ceases to be ‘merely’ a function of work; it becomes work [and the] analysis of discourse becomes correspondingly more important.”

5.2 Defining Discourse

Discourse analysis may, broadly speaking, be defined as the study of language viewed communicatively and/or of communication viewed linguistically. Any more detailed spelling out of such a definition typically involves reference to concepts of language in use, language above or beyond the sentence, language as meaning in interaction, and language in situational and cultural context. Depending on their particular convictions and affiliations – functionalism, structuralism, social interactionism, etc. – linguists will tend to emphasize one, or some, rather than others in this list. (On the origins and implications of the language in use vs. language above the sentence distinction see for example Schiffrin, 1994, pp. 20–39; Pennycook, 1994a, p. 116; Widdowson, 1995, p. 160; Cameron, 2001, pp. 10–13.)

To illustrate this point, let us imagine four linguists preparing to work with the following small sample:
A: You THREW it so you GET it
B: MOI↓ra + I’ll call my MUM

Linguist 1 sees a text – the verbal record of a speech event, something visible, palpable and portable, consisting of various bits of linguistic meaning (words, clauses, prosodic features, etc.). This linguist is mainly interested in the way the parts of the text relate to each other to constitute a unit of meaning.

Linguist 2 sees beyond the text to the event of which it is the verbal record. Linguist 2 is most likely the person who collected the data; and who made the following note describing some features of the situation in which the exchange took place:

[sunny Sunday afternoon, Edinburgh Botanic Garden, two girls, both aged 7 or 8, on a path; one of them has kicked the ball they are playing with into the bushes]

This linguist is mainly interested in the relationships between the various factors in the event: the participants, their cultural backgrounds, their relationship to each other, the setting, what is going on, the various linguistic choices made, etc.

Linguist 3 sees the text and the event but then beyond both to the performance being enacted, the drama being played out between the two girls: what has happened, who is responsible, how the girls evaluate these facts (relate them to some existing framework of beliefs and attitudes about how the world – their world – works), how they respond to them, what each is trying to achieve, their strategies for attempting to achieve these objectives, etc. This linguist is mainly interested in the dynamics of the process that makes the event happen.

Linguist 4 sees the text, the event, and the drama; but beyond these, and focally, the framework of knowledge and power which, if properly understood, will explain how it is possible for the two children, individually and jointly, to enact and interpret their drama in the way they do.

We may, not unreasonably, imagine that our four linguists are colleagues in the same university department. Each recognizes the validity of the perspective of each of the others, and the fact that, far from there being any necessary conflict or “incommensurability” between them (but cf. Pennycook, 1994a), the perspectives are complementary: all are needed for a full understanding of what discourse is and how it works.

As implied by the above, I do not think there is much to be gained from attempts to achieve a single definition of discourse that is both comprehensive and succinct. (For a list and discussion of such definitions, see for example Jaworski & Coupland 1999: 1–7.) Here instead is a set of definitions in the style of a dictionary entry for “discourse”:
discourse
1 the linguistic, cognitive and social processes whereby meanings are expressed and intentions interpreted in human interaction (linguist 3);
2 the historically and culturally embedded sets of conventions which constitute and regulate such processes (linguist 4);
3 a particular event in which such processes are instantiated (linguist 2);
4 the product of such an event, especially in the form of visible text, whether originally spoken and subsequently transcribed or originally written (linguist 1).

5.3 Ways and Means

Each of our linguists will draw, in their own particular fashion and to different degrees, on the theories and techniques of a number of source disciplines for the study of language in use – especially linguistics, psychology, pragmatics, sociolinguistics, sociology, and anthropology. They will tend to favor one or more of a variety of approaches to conducting their research that have developed from these various sources. They are summarized in Table 5.1 and then briefly discussed under four main headings: rules and principles, contexts and cultures, functions and structures, and power and politics.

5.3.1 Rules and principles of language in use

Under this heading are grouped approaches which seek to understand the means by which language users – presumably universally, though this is always open to empirical contradiction – make sense, in the light of various contextual factors, of others’ utterances and contrive to have their own understood more

Table 5.1 Ways and means of discourse analysis

| Rules and principles | • pragmatics (including speech act theory and politeness theory) |
| Contexts and cultures | • conversation analysis |
| Functions and structures | • ethnography of communication |
| Power and politics | • pragmatic and sociolinguistic approaches to power in language |
| | • systemic-functional linguistics (SFL) |
| | • Birmingham school discourse analysis |
| | • text-linguistics |
| | • critical discourse analysis |
or less as they intend. Included here is work in pragmatics (Levinson, 1983; Mey, 1993; Thomas, 1995; Yule, 1996; Grundy, 2000) on:

- speech act theory (Austin, 1962; Searle, 1969);
- context; deixis and reference; shared knowledge (presuppositions) and frameworks of interpretation (schemata);
- cooperativeness in interaction: the “cooperative principle” and its “maxims” (Grice, 1975) and procedures for determining relevance (Sperber & Wilson, 1995);
- indirectness, indeterminacy and implicature and how these derive from particular ways of performing speech acts and manipulating the “maxims”;
- politeness or tact (Leech, 1983; Brown & Levinson, 1987; Kasper, 1997). Politeness theory deals with the concept of face, with acts which are potentially damaging to face, and with the linguistic stratagems used for limiting such damage, when it is unavoidable. It is informed not only by linguistic pragmatics but also by social psychology and linguistic anthropology.

Work in conversation analysis (CA) (see Chapter 10, this volume), notably on rules of turn-taking and topic-management, and the sequencing rules governing relations between acts, is also included here. Note that the “rules” that CA is interested in are understood as members’ (not analysts’) rules: norms of behaviour, discoverable in the recurring patterns of the action itself, to which members orient in order to manage and make sense of what is going on. In this respect CA differs from pragmatics. It also differs in its insistent empirical concern with the minutiae of the textual data.

### 5.3.2 Contexts and cultures of language in use

Here are grouped approaches which focus on the sensitivity of ways of speaking (and writing) to situational and cultural differences. Ethnography of communication (Gumperz & Hymes, 1986; Duranti, 1997, Saville-Troike, 2003):

- offers a framework for the study of speech events, seeking to describe the ways of speaking associated with particular speech communities and to understand the role of language in the making of societies and cultures;
- involves both insider-like (“emic”) understanding of culturally specific ways of communicating (both verbal and non-verbal) and of the various beliefs and attitudes which connect with these ways; and outsider objectivity, encapsulated in Hymes’ well-known “SPEAKING” acronym – an “etic” framework of speech event components: setting and scene, participants, ends (purposes, outcomes), act sequences, key (attitudinal aspects), instrumentalities (norms and styles of speech), norms of interaction and interpretation, and genre (the discourse type).
The knowledge that members of communities have of ways of speaking includes knowing when, where and how to speak, what to speak about, with whom, and so forth. The idea that we need, in addition to a theory of grammatical competence, a theory of communicative competence (Hymes, 1972) arises from this fact. Speakers need knowledge not only of what is grammatically possible but also of what is appropriate and typically done.

Interactional sociolinguistics (Schiffrin, 1994; Gumperz, 2001) aims at “replicable analysis that accounts for our ability to interpret what participants intend to convey in everyday communicative practice” (Gumperz, 2001). It pays particular attention to culturally specific contextual presuppositions, to the signals – “contextualisation cues” such as code-switching, and prosodic and lexical choices – which signal these, and to the potential for misunderstanding which exists in culturally complex situations. It shares with CA a keen attention to detail and a focus on members’ procedures, but differs from it in its interest in processes of inferencing and in the consequences of contextual variation and cultural diversity (for example, Tannen, 1984a).

5.3.3 Functions and structures of language in use

Grouped here are text-friendly models of language and grammar-friendly approaches to text.


- sees language not as an autonomous system but as part of the wider socio-cultural context, as “social semiotic”; the aim is “to look into language from the outside and specifically, to interpret linguistic processes from the standpoint of the social order” (Halliday, 1978, p. 3);
- sees grammar as meaning potential – a “potential” that is functionally determined by the need of speakers and writers to simultaneously represent experience (the ideational function), manage their relationship with their co-participants (the interpersonal function) and produce dialogue or monologue, whether spoken or written, which is cohesive and coherent (the textual function); the realization of these meta-functions can be discerned both at the micro-level of clause structure (e.g., systems of transitivity) and at the macro-level of context (register features of “field,” “tenor,” and “mode”);
- provides a comprehensive theory of text analysis and genre (Martin, 2002).

Sharing much of the theoretical basis of SFL, Birmingham school discourse analysis originated in the analysis of classroom discourse (Sinclair & Coulthard, 1975). This revealed a hierarchical model of discourse structure (lesson, transaction, exchange, move, act), whose most widely exploited insight has been the regular sequence of moves within a teaching exchange: Initiating move (from the teacher), Responding move (from the pupil), Feedback move.
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(from the teacher). This “IRF” pattern can be detected in other domains, including not only other unequal-power institutional domains such as doctor–patient consultations but also casual conversation (Stubbs, 1983; Tsui, 1994; Eggins & Slade, 1997, pp. 45–7). In the latter case, the third move (renamed follow-up) is likely to involve some kind of interpersonally motivated evaluation, for example a positive gloss on a respondent’s declining the initiator’s invitation.

Text-linguistics (de Beaugrande & Dressler, 1981; Levinson, 1983, p. 288 for the distinction between this and “speech act (or interactional)” approaches;) is not so much a single approach to discourse as a somewhat indeterminate set of interests or predispositions. These include:

- focus on text, generally defined as language “above,” “beyond” or “longer than” the sentence, and especially the structure of texts and on their formal (syntactic and lexical), or surface, features;
- achievement – and the role of various kinds of lexis in signalling these (Hoey, 1991); on cohesion generally (e.g., Halliday & Hasan, 1976); on rhetorical patterns of textual meaning such as general-particular and problem-solution (Hoey, 1983, 2001); and on text structure seen in terms of hierarchies of textual relationships (Mann & Thompson, 1987);
- a particular concern with the analysis of written texts (see, for example, Connor & Johns, 1990; Mann & Thompson, 1992).

5.3.4 Power and politics of language in use

“Critical” approaches to discourse analysis do not hold a monopoly on interest in the power and politics of discourse. Pragmatic and sociolinguistic approaches necessarily share this concern. For example, in Searle’s speech act theory “having the authority to do so” is one of the felicity conditions for issuing an order; in Brown and Levinson’s politeness theory, difference in power between speaker and hearer is one of the factors in choosing a strategy to manage a face-threatening act; and the mere fact that most forms of discourse analysis invoke, in one way or another, the relationship between language use and social structure ensures that issues of power must always be on the agenda.

What distinguishes critical discourse analysis (CDA) (Fairclough, 1989, 1995; van Dijk, 2001; Luke, 2002) in its approach to language and power is that it:

- aims to lay bare the “hidden effects of power,” the kind of effects which may stigmatize the vulnerable, exclude the marginal, naturalize privilege and, through the simple contrivance of presenting ideology as common sense, define the terms of reference of political debate and subvert resistance;
- draws on critical, poststructuralist, feminist and postcolonial theory, on Foucault’s anti-essentialist philosophy of knowledge/power and Bourdieu’s theory of symbolic capital, among others, as well as on various of the ways and means of discourse analysis listed above, especially SFL;
• concerns itself with issues of identity, dominance and resistance, and with seeking out evidence in text – especially (to date) media and advertising texts, and political documents and speeches – of class, gender, ethnic and other kinds of bias;
• distinguishes crucially between two senses of the word discourse: what Gee calls “discourse” and “Discourse”: the former refers to instances of language in use, actual speech events; the latter to (far more abstract) ways of using language: configurations of things that can (in particular cultural and institutional contexts) be spoken about, ways of thinking and speaking about them, and ways of behaving in relation to them.

CDA sees language as “everywhere and always” political (Gee, 1999, p. 1). By politics Gee means “anything and anyplace where human social interactions and relationships have implications for how ‘social goods’ are or ought to be distributed,” and by social goods “anything that a group of people believes to be a source of power, status or worth.” When we speak or write we “always take a particular perspective on what the ‘world’ is like. This involves us in taking perspectives on what is ‘normal’ and not; what is ‘acceptable’ and not; what is ‘right’ and not... But these are all, too, perspectives on how we believe, wish or act as if potential ‘social goods’ are, or ought to be distributed.”

CDA is a political enterprise in the additional and crucial sense that it is motivated by a particular political agenda – non-conformist, anti-elitist, neo-Marxist, anti-neo-liberal; it seeks not just to understand the social world, but to transform it.

5.4 Some Issues of Approach, Focus, and Method

By approach I mean the adoption of one, or a combination, of the ways and means of discourse analysis outlined above. By focus I mean particular attention to certain aspects of the total discourse reality, either on grounds of theoretical preference or on grounds of perceived relevance to particular issues of practical problem solving. By method, I mean decisions relating to data collection and analysis, quality and quantity, subjectivity and generalizability, etc.

To some these issues are interdependent: a particular focus or approach will imply some particular choices and dilemmas relating to method. To some extent, however, they are separable: there are general issues of research method in discourse analysis which arise whatever the chosen focus or approach.

The latter connect largely to the fact, noted above, that discourse research is basically and predominantly qualitative: basically, in that the description of some newly or differently identified kind of language-in-use phenomenon, understood as far as possible from the participants’ point of view, is usually the starting point, even if some counting up of types and tokens follows on
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from this; *predominantly*, in that very little quantitative research is actually
done. (Lazaraton, 2002 looked at publications in applied linguistics journals
over the last five years and found very few purely quantitative studies.) The
main exceptions to this statement are the variationist studies of discourse,
especially narrative, associated with Labov, a growing body of corpus-based
discourse studies (see Conrad, 2002 for an overview), and some discourse-
related work in second language acquisition.

Discourse research is mainly qualitative because it is inherently interpretive.
It sets out “to make sense of or to interpret phenomena in terms of the
meanings people bring to them” (Denzin & Lincoln, 2000, p. 3). There is no
“raw: data – qua discourse – for the analyst to work with. There is, of course,
the “text-as-record” (Brown & Yule, 1983, p. 6) but even this (in the case of
spoken discourse) is subject to a certain amount of “cooking” in the process of
transcription (see Ochs 1999 for a discussion of this issue) and part of what
the analyst has to do is to re-imagine (i.e., interpret) the actual discourse of
which the text-as-record is a very impoverished trace. Discourse analysis thus
shares with other forms of interpretive research in the social sciences the many
challenges of being qualitative while also being “disciplined.”

Qualitative research methods (see for example Holliday, 2002), designed as
they are to deal with the complexities of meaning in social context, are natural-
istic (not controlled), observational (not experimental), and more focused on
problems of validity than on those of reliability and generalizability. Data will
be “real, rich, deep” rather than “hard and replicable” (Lazaraton, 2002; and
see Pennington, 2002 on dilemmas for discourse analysts in determining what
is or is not to be data). Questions about how to deal with subjectivity, how to
relate to human subjects ethically, and how, in general, to be methodical and
principled in the approach to data and its analysis, while not being blinkered
by a priori theorizing, must always be at the forefront of researchers’ concerns
(Milroy, 1987; Cameron et al., 1992).

One way of dealing with subjectivity is through multiplicity of approach.
This is usually referred to as triangulation and is especially characteristic of
ethnographic approaches. Triangulation is generally understood to refer to the
use of different types or sources of data (for example a participant’s account in
addition to the analyst’s account) as a means of cross-checking the validity of
findings, but may also refer to multiple investigators, multiple theories, or
multiple methods (Denzin, 1978).

Another is through explicitness of criteria. An example is Sinclair and
Coulthard’s (1975) set of four criteria for any model of discourse: (1) there
should be a finite descriptive apparatus, (2) there should be clear criteria for
labeling data, (3) the whole of the data should be describable, and (4) there
should be at least one impossible combination of symbols. The difficulty of
defining and applying such criteria no doubt explains why, almost 30 years
later, Lazaraton (2002) identifies solving the problem of evaluative criteria
for qualitative discourse research as the key to ensuring that all published
research is *quality* research.
A third way is mechanization. This involves the use of concordancing and other programs to analyze large corpora of textual data. “When correctly instructed, computers make it more difficult to overlook inconvenient instances, and are to that extent a move towards descriptive neutrality. We select what to look for but should then accept as evidence what the computer finds” (Stubbs, 1994, p. 218; Stubbs, 1996).

When all else fails vigorous debate may help to stimulate reflection and to clarify contentious issues. An example is the debate between Widdowson and Fairclough (Widdowson, 1995, 1996; Fairclough, 1996) on CDA (a set of procedures “not essentially different from literary criticism,” in Widdowson’s view), with particular reference to the meaning of “interpretation” in discourse analysis and the implications of ideological commitment. The nub of Widdowson’s argument is that “critical” means committed and implies a partial (both biased and selective) interpretation of text, while “analysis . . . seeks to reveal those factors which lead to a divergence of possible meanings, each conditionally valid . . . [and] recognizes its own partiality.” CDA is thus a contradiction in terms. Fairclough argues, in reply, that Widdowson is confusing two meanings of interpretation: interpretation-1, “an inherent part of ordinary language use, which analysts, like anyone else, necessarily do, [i.e.] make meaning from/with spoken or written texts”; and interpretation-2 (which elsewhere Fairclough calls explanation), “a matter of analysts seeking to show connections between properties of texts and practices of interpretation-1 in a particular social space, and wider social and cultural properties of that particular social space.” Interpretation-1 is part if the domain of interpretation-2. Fairclough also notes that the political positionings and priorities of CDA are not inevitable: “a CDA of the right is quite conceivable, directed for instance at left-wing or feminist texts.”

Moving to issues of “focus,” Figure 5.1 summarizes five factors, displaying these in a particular configuration with “interaction” at the center and the four others aligned so as to suggest two principal dimensions in the description of language in use: one (Instrumentalities–Text) oriented more to the linguistic aspects of discourse, the other (Function–Context) more to the social. All the factors are, of course, interconnected. Placing interaction at the center, linked to each of the other factors by double arrows, is intended to represent the reality that, whatever aspect of discourse we may for practical or theoretical reasons focus our attention on, ultimately it must be understood in terms of interaction.

5.4.1 Interaction

It is with the concept of interaction that discourse (for the analyst) comes to life. Entrances are made, intentions are formed, topics are introduced, turns are taken, actions are performed, reactions are prompted and in turn reacted to; understandings are checked, contributions are acknowledged, breakdowns occur, repairs are contrived; exits are negotiated. People are at work, doing things with meanings (producing them, interpreting them, negotiating them),
co-creating an event whose trajectory may be clear to none of them until it is complete, and perhaps not even then.

This is discourse seen not as product (a text on a page) but as process, joint action in the making (Clark, 1996), and in consequence most difficult to capture and analyze without losing sight of its essence. The very smallest details – the falling-from-high pitch tone on which B says “Moira” for example – may be the most telling in revealing what is happening and with what intended, or unintended, effect.

The concept of discourse as interaction is present in all current ways and means of doing discourse analysis. In pragmatics, meaning is seen as “a dynamic process, involving the negotiation of meaning between speaker and hearer, the context of utterance (physical, social, and linguistic) and the meaning potential of an utterance” (Thomas, 1995, p. 22). The interactional workings of intention and effect are central to speech act theory; Grice’s maxims “are essentially ground rules for the interactive management of intentions” (Widdowson, 1998, p. 13); and the mutual establishment and maintenance of rapport (the avoidance of threats to face) underpins theories of politeness and tact. Conversation analysis and interactional sociolinguistics provide somewhat contrasting approaches to the description of the accomplishment of interaction, the former more focused on the internal (to the text) mechanisms of turn-taking and sequencing, the latter highlighting the links between the micro-processes of the text, for example intonational and other “contextualization cues,” and the macro-world of social structures and cultural

Figure 5.1 Discourse: five factors which focus discussion and analysis
presuppositions. IRF analysis provides a somewhat static post hoc view of the accomplished interaction as a hierarchical patterning of acts, moves, exchanges, and transactions.

The interactionality of discourse is not restricted to the spoken language. “Text is a form of exchange; and the fundamental form of a text is that of dialogue, of interaction between speakers . . . In the last resort, every kind of text in every language is meaningful because it can be related to interaction among speakers, and ultimately to ordinary everyday spontaneous conversation” (Halliday & Hasan, 1985, p. 11). It can be argued that written no less than spoken interaction involves dynamic processes of interaction between readers and writers. Hoey, for example (2001, p. 11) defines text as “the visible evidence of a reasonably self-contained purposeful interaction between one or more writers and one or more readers, in which the writer(s) control the interaction and most of (characteristically all) the language.” The point about writer control, however, is a reminder that though monologic written interaction may be likened to spoken interaction as a dynamic process of pragmatic meaning creation (Widdowson, 1995), it is unlike it in the crucial respect of being non-reciprocal. The writer may anticipate the imagined reactions of the reader, but cannot respond to the actual ones. Much that is characteristic of written discourse is explained by this fact. As Widdowson (1979, p. 176) puts it, “the writer assume[s] the roles of both addressee and the writer of the language.” The point about writer control, however, is a reminder that though monologic written interaction may be likened to spoken interaction as a dynamic process of pragmatic meaning creation (Widdowson, 1995), it is unlike it in the crucial respect of being non-reciprocal. The writer may anticipate the imagined reactions of the reader, but cannot respond to the actual ones. Much that is characteristic of written discourse is explained by this fact. As Widdowson (1979, p. 176) puts it, “the writer assume[s] the roles of both addressee and addressee [and] incorporate[s] the interaction within the process of encoding itself.” For the reader, normal Gricean principles operate: “People do not consume texts unthinkingly but process them in normal pragmatic ways, inferring meanings . . .” (Widdowson, 2000, p. 22).

5.4.2 Context

The word interaction encodes two of our focal factors: context (“inter”), the participants, understood in terms of their roles and statuses as well as their uniqueness as individuals, between whom the discourse is enacted; and function (“action”), the socially recognized purposes to the fulfillment of which the interaction is directed; what Gee (1999, p. 13) calls the who's and what's of discourse.

When you speak or write anything, you use the resources of English to project yourself as a certain kind of person, a different kind in different circumstances. If I have no idea who you are or what you are doing, then I cannot make sense of what you have said, written or done . . . What I mean by a “who” is a socially-situated identity, the “kind of person” one is seeking to be and enact here and now. What I mean by a “what” is a socially situated activity that the utterance helps to constitute.

Note that Gee talks of “projecting,” “enacting,” “seeking,” “constituting,” as if context is part of what people think and do and create rather than merely a fixed set of circumstances constraining what they may think and may do.
This idea that context is something psychological and dynamic, within the minds of the participants and part of the discourse process, is prevalent in most of the ways and means we have discussed. Hymes’ model, for example, distinguishes between setting – the physical surroundings – and scene, the participants’ understanding of the kind of thing that is going on, the “psychological setting.” Context activates prediction-making; SFL offers an explanation of how this happens:

You [construct] in your mind a model of the context of situation; and you do it in something like these terms. You assign to it a field . . . , a tenor . . . and a mode. You make predictions about the kinds of meaning that are likely to be foregrounded in this kind of situation. So you come with your mind alert . . .

(Halliday & Hasan, 1985, p. 28)

In a discussion of theories of context in relation to the needs of teachers and learners, Widdowson (1998, p. 15) criticizes relevance theory for “dissociating inference from interaction, and therefore from the on-line context which is interactionally constructed in the actual activity of interpretation”; i.e. it is not enough for a theory of contextual meaning to be a psychological theory, it must also be an interactional theory.

5.4.3 Function

Context and function (Gee’s “socially situated activity”) are closely interconnected. Each is at least partly definable in terms of the other, so that we can recognize a context of situation by the kind of communicative functions that are typically realized in it (in church, praying; in the classroom, eliciting, replying, and evaluating) and we can recognize a function by the kind of contexts required for its performance (sentencing: the end of a trial, judge speaking, prisoner being addressed; marrying: wedding ceremony, bride or groom addressing officiating person). Utterance “helps to constitute” these activities – the variously defined “acts” of speech act theory, conversation analysis, ethnography of speaking, and IRF analysis – but they are definable independently of any particular form of expression. To explain to a person who doesn’t speak English what an apology is I need only describe the kind of situation that produces an apology, the intention behind it, and its likely effects; I do not need to mention that an apology in English may be performed with expressions such as “I’m so sorry” and “I do apologize.” Furthermore, it is only in context that speakers are able to recognize whether, for example, an utterance of “I’m so sorry” is to be taken as an expression of apology, regret, condolence, or sarcastic defiance.

As Hymes’ model makes clear, speech events and speech situations are cultural constructs, and the norms of behavior and attitude associated with them belong within particular speech communities. The context of culture defines what is conventionally possible within a speech community, expressed
by Halliday as “the institutional and ideological background that give value to the text and constrain its interpretation” (Halliday & Hasan, 1985, p. 49). Critical discourse analysis problematizes the notion of context of culture in terms of discourses and orders of discourse, the power that lies behind these, and the ideologies that they covertly encode. This raises issues of considerable interest and importance about how interaction – the participants interacting – relates to context-function. To what extent are the participants free agents? How far does the Discourse determine the discourse? This is one of the themes of the Widdowson–Fairclough debate referred to above (and see also Pennycook, 1994a). For Widdowson, individuals do not “simply act out social roles . . . Discourse is individual engagement. It is individual not social subjects who interact with each other. Of course I do not mean to suggest that they are free agents to do what they will. They are constrained by established conventions and regulations, and restrictions are set on their initiative. But they are not absolutely controlled by them: there is always room for maneuver” (Widdowson, 1996, p. 58; my emphasis). Fairclough’s response to this is that Widdowson “assumes too liberal a view of the social as a voluntary association of free individuals.” Discourse analysis on this account is reduced to pragmatics . . . It takes on the prediscoursal theory of the subject and of context which is general in pragmatics: subjects and contexts are not constituted in discourse, they are constituted before and outside discourse – subjects use contexts to interpret discourse. This cuts discourse analysis off from exploration of the socially and culturally constitutive effects of discourse, and more generally cuts discourse analysis off from treating language as part of the social whole. (Fairclough, 1996, p. 54)

It is clear from this that it is not only language that is “always and everywhere political.” Context is too.

### 5.4.4 Instrumentalities

By *instrumentalities* (the term is borrowed from Hymes’ SPEAKING grid) I mean the resources of the language system (lexico-grammar and intonation), contextually determined or determining registers or styles, and genres.

Some discourse analysis pays, and has paid, relatively little attention to the language side of discourse – instrumentalities and their realization in text – concentrating instead on context-function. This has been criticized both from an applied-linguistics-for-language-teaching point of view (e.g., Widdowson, 1998) and also from a CDA point of view (Fairclough, 1999).

Discourse analysis needs a *functional* model of language, one that can show how the resources of the language system are organized to meet the needs of “whos and whats” (context-function) in actual communication. Two distinct versions of functionalism can be identified here, which we may call “function-external” and “function-internal.”
The “function-external” version is essentially an appropriateness model, derived from Hymes’ theory of communicative competence, which includes knowledge of what is appropriate use of language for a given context-function. For example, it is appropriate, in some English-speaking cultures, to say “I’m so sorry” – but not “I’m sorry” – when offering condolences (social function) to a friend; it is appropriate (in some kinds of conversational situation) to use the simple present tense when shifting to narrative mode (discourse function).

The “function-internal” version is the systemic model, whose premise, as described above, is that the lexico-grammar is organized, through the ideational, interpersonal, and textual metafunctions, to meet the intrinsic needs of language-mediated communication in whatever situation. In this model, the connection to the external is made through the categories of register and genre.

At some risk of over-generalizing, one might say that function-external description is more favored in discourse analysis applied to language teaching (work of the Sydney School is an exception to this); and function-internal description is more favored in critical discourse analysis, particularly the variety associated with Fairclough. (One of Widdowson’s criticisms of CDA, in the debate already mentioned, is what he sees as its tendency to confuse the internal and external concepts of function, and assume that it is possible to “read off” discourse meanings – external – from textual encodings – internal.)

The distinction between register and genre is not always easy to grasp, but may be explained, if somewhat over-simply, as follows. Register is the means whereby contextual predictability (in terms of field, tenor, and mode) is reflected in the lexico-grammar. Genre is the set of purpose-determined conventions in accordance with which the discourse proceeds on a particular occasion. These include the staged patterning of the discourse, typical topics, and features of register. (Genre analysis thus subsumes register analysis.)

Most approaches to discourse explicitly or implicitly address the question of genre. Genre, as already noted, is one of the items in Hymes’ SPEAKING grid for the analysis of speech events. In conversation analysis, as Eggins and Slade (1997, p. 30) note, though the focus has tended to be on micro-structural issues rather than on the larger macro-structures of conversation, there is some attention to “global text structure” – i.e., in effect, to genre. Birmingham school discourse analysis, though not normally referred to as genre analysis, in fact is so; Sinclair and Coulthard’s (1975) original account of classroom discourse in terms of social purposes, macro-structure, lexico-grammatical choice, etc. is a notable example.

Eggins and Slade (1997) is a detailed study of the genre of, and the genres in (for example gossiping and storytelling) casual conversation, drawing on SFL as well as other approaches to discourse analysis. Their analysis of storytelling episodes draws on Labov’s account (Labov, 1972) of narrative structure in terms of abstract, orientation, complicating action, evaluation, result or resolution, and coda. This must be by far the most frequently cited theory of a genre in the discourse literature. A close runner-up would be Hoey’s
situation-problem-solution-evaluation pattern (Hoey, 1983) which, though not
devised as a model specifically of narrative structure and though normally ap-
plied to the analysis of written text, bears many resemblances to it. It provides,
for example, a neat account of the sequence of events in the Moira incident:

<table>
<thead>
<tr>
<th>act 1</th>
<th>situation (the one created by B as a result of throwing the ball)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(unstated) problem (the ball is lost or difficult to get)</td>
</tr>
<tr>
<td>act 2</td>
<td>solution (B should get it)</td>
</tr>
<tr>
<td>act 3</td>
<td>evaluation (the solution is unacceptable to B)</td>
</tr>
</tbody>
</table>

Granted what we said in our first reference to the Moira incident, B’s
negative evaluation of A’s solution defines this particular encounter as, gener-
ically, a quarrel (or at least the beginning of one). If we looked not only at this
instance of quarreling but at a sufficient sample, we could begin to identify the
generic features of children’s quarrels in terms of their micro-functions (acts),
stages, register features, etc., and to explain them in terms of some overall
characterization of who engages in quarrels, in what circumstances, and for
what reasons.

There are several current approaches to genre, notably SFL, English for
Specific Purposes, new rhetoric, and critical (Hyon, 1996; Hyland, 2002).
Early SFL genre studies were Hasan’s (Halliday & Hasan, 1985) and Ventola’s
(e.g., 1987) studies of service encounters. Later work (especially by Martin
and his associates) has been on written genres (reports, narratives, explana-
tions, etc.), and to explain them in terms of some overall characterization of who engages in quarrels, in what circumstances, and for
what reasons.

There are several current approaches to genre, notably SFL, English for
Specific Purposes, new rhetoric, and critical (Hyon, 1996; Hyland, 2002).

The “ESP approach,” especially associated with Swales (1990) and Bhatia
(1993), is a pedagogically oriented approach to genre, with strong roots in the
Teaching of English for academic purposes, especially reading and writing.
The two most prominent features of this kind of analysis are the description
of genre in terms of functionally-defined stages, moves, and steps (in effect
Birmingham-style analysis transmuted to the written mode), and the association
of genres with particular “discourse communities,” i.e., networks of expert
users (for example applied linguists) for whom a genre or set of genres
(research article, conference paper) constitutes their professionally recognized
means of intercommunication.

The new rhetoric approach is less linguistic and text focused than either the
SFL or ESP approaches; it is more ethnographic, looking at the ways in which
texts are used and at the values, attitudes, and beliefs of the communities of
text users (Hyon, 1996, p. 695).

Within the critical discourse framework, Fairclough defines genre as “a
socially ratified way of using language in connection with a particular type of
social activity (e.g., interview, narrative, exposition)” (1995, p. 14). The distinction he draws between discourse, style and genre is explained, in relation to political language, in his account of the discourse of New Labour (Fairclough, 2000, p. 14):

Styles (e.g., Tony Blair’s style) are to do with political identities and values; discourses (e.g., the discourse of the “Third Way”) are to do with political representations; and genres are to do with how language figures as a means of government (so the Green Paper constitutes a particular genre, a particular way of using language in governing).

The critical view of genre is that such “ways,” as part of the unequally distributed symbolic capital of society, are empowering to some, oppressive to others. Oppressive, but not necessarily imprisoning. Genres are historical outcomes, and subject to change through contestation (the resistance of individuals). Widdowson’s claim, quoted above, that subjects are not absolutely controlled by conventions, “there is always room for maneuver,” represents a widely held view. Genre, like context, is “negotiated” in the process of interaction.

Where the focus of research is on instrumentalities, issues of “quantity” come to the fore. A register is a variety of language (like a dialect), a genre is a type of speech event. Neither can be described simply on the basis of single instances analyzed qualitatively. Sufficient samples of representative data are needed, and many different features of these samples, and associations between the features (for example between tense usage and stage of discourse), will be subjected to scrutiny. It follows that corpus data and methods are likely to prove particularly useful. In the article cited earlier, Stubbs (1994) outlines a research programme to include (amongst other points) comparative analysis, without which “we cannot know what is typical or atypical, or whether features of texts are significant, linguistically or ideologically, or not,” and long texts, “since some patterns of repetition and variation are only realized across long texts (such as complete books).”

5.4.5 Text

Earlier in this chapter I characterized text as the “verbal record of a speech event,” “the product of [a speech] event, especially in the form of visible text, whether originally spoken and subsequently transcribed or originally written,” and a “unit of meaning.” Text is both something produced by interactants in the process of making discourse and something consumed by linguists in the process of making analyses. These two somethings are by no means the same. The first is an inextricable part of a living here-and-now process of meaning-creation and intention-interpretation (i.e., undetachable from interaction), the second is an inert object laid out as if on a slab for dissection by the pathologist. Both are meaningful, but again not in the same way. In the first, meaning is the output of the activity of the participants (they create meaning in the process
of text-making); in the second, meaning is the input to the process of analysis (analysts take meanings and work out how they got there). The situation is further complicated by the fact that the relation between participants’ text and analysts’ text is affected by the original medium of communication. In the case of spoken discourse the thing on the slab bears only a faint resemblance to the original event. In the case of written discourse the two may seem (but in fact for the reasons I have given are not) indistinguishable.

The essential idea is that discourse analysts deal with meanings. They are interested only in forms and they are or should be interested in forms as conveyors of meaning. (The attraction to discourse analysts of a systemic model of language is precisely that its approach to grammatical analysis is in terms of the meaning potential of forms for use in texts.) The constructs that discourse analysts work with in analyzing texts – function, texture, information structure, macro-structure, cohesion, coherence, text itself – are meaning constructs. This is non-controversial, but it does not get us very far. How can we know (and agree) precisely what the meanings are that we are dealing with? (Recall the debate between Widdowson and Fairclough on the analyst’s role in interpretation.) To what extent (and in what respects) are these meanings “in” the text (so all the analyst has to do is to “read them out”), and how far are they “read in” by participants in the light of contextual factors?

In view of all these complexities, it is not surprising that the word text is a site – “critical” euphemism for battleground – of considerable theoretical importance. How you think about text will surely determine how you think about context, function, instrumentalities, and interaction. It will also have a profound impact on decisions about method.

It is, for example, partly (but significantly) issues to do with the nature of text – and how text is to be distinguished from discourse – that underlie the debate between Widdowson and Fairclough mentioned earlier. Widdowson’s view is that a conceptualization of text as a formal object (“language bigger than the sentence”), disconnected from context and therefore from interpretation as discourse, disposes critical discourse analysts to overlook the possibility of multiple interpretations of text (different discourses which may be found). “There is usually the implication that the single interpretation offered is uniquely validated by the textual facts.” (In a separate controversy, Widdowson takes corpus linguistics to task on similar grounds; Widdowson, 2000, 2001; Stubbs, 2001).

In his reply to Widdowson, Fairclough denies the charge, pointing to the way in which his own work “centers the dialectic of structure and action in an account of the subject in discourse” and emphasizes the way in which “shifting discursive practices, manifested in texts which are heterogeneous in forms and meanings, can be analyzed as facets of wider processes of social and cultural change” (Fairclough, 1996, p. 55). He counter-argues that Widdowson’s position is “unduly restrictive” especially in failing to take account of intertextuality, “the key to linking the Foucaultian tradition to the tradition in linguistics.” This notion – no text is an island – draws attention to the
dependence of texts upon society and history and bridges the gap between
texts and contexts (Fairclough, 1999). Actual texts mix genres and discourses,
or more accurately actual people contrive to mix genres and discourses in the
texts they produce. In this way the text is understood as a site of struggle for
symbolic resources.

5.5 Discourse Analysis, Language in Education,
and Education for Language

Discourse analysis figures prominently in areas of applied linguistics related
to language and education. These include both language as a means of
education and language as a goal of education, and both first language edu-
cation and second language education. (By first language education I mean
mainstream education, generally state provided, in situations where the
medium of education is, typically, the L1 of most of the students. By second
language education I mean both the teaching of second/foreign languages
and the use of second/foreign languages as media of education. For many
learners these two situations are, of course, co-occurent.)

Figure 5.2 sets out, in accordance with these two dimensions, some of the
main areas of discourse-related work in education. Each of these areas has
been informed or influenced by discourse research drawing on pragmatics,
conversation analysis, ethnography, and the various other ways and means described earlier in the chapter, some of this research focusing more on the context-function aspects of discourse such as situation types and speech acts, some on instrumentalities such as register and genre, some on the structure and cohesiveness of text, and some on interactional aspects of discourse such as inferencing, predicting, turn-taking, and repair.

5.5.1 Discourse and second language education

Since the beginnings of communicative language teaching (CLT) and especially the teaching of English for specific (academic and professional) purposes, second language teaching and learning has come to be understood increasingly in terms of discourse, so that “today it is rare to find people involved in language teaching who are unaware of the significance of discourse for teaching reading, writing, intonation or spoken language, and for the evaluation of students’ communicative competence” (Pennycook, 1994a).

Hymes’ concept of communicative competence has been appropriated for language teaching purposes in a series of evolutionary reformulations (Canale & Swain, 1980; Canale, 1983; Bachman, 1990) so as to include grammatical, pragmatic, sociolinguistic, discourse, and strategic competences, all of which are in effect discourse competences, since they account for the ability of members of speech communities to put language to use. Defining the goals of language teaching in terms of communicative competence leads naturally to “an integrative view wherein the over-arching perspective of language as discourse will affect every part of the syllabus, including any conventional system components and functional/speech act components, however they are treated, whether as a series of layers of language, or as realizations within general specifications of discourse strategies” (McCarthy & Carter, 1994). Within such a perspective, learner needs, syllabus aims and content, and task goals and procedures will all be specified primarily in discourse terms. Materials (text or audio/video) are selected and presented to meet criteria of communicative authenticity. Tests are constructed to recreate as closely as possible the conditions under which language will be used in real communication in the defined target situation.

But in the context of the classroom it is not easy to be sure what is real, what is authentic. In part this is a text/discourse issue, in part an interaction/learning issue. As the former, it has been around since the earliest years of CLT in the form of the proposition that the most effective input material for learning is “authentic” – i.e., completely or substantially unmodified – instances of native speaker discourse. It has recently been given a new lease of life as a result of the impact (or at least the claims) of corpus-based language teaching publications: dictionaries, reference grammars and course materials (Hunston, 2002, pp. 192–7). The texts on which such learner inputs are based are of course “authentic” in one sense, namely that they are attested: they were
all produced by real people in real contexts for real communicative purposes. But what we have here are only the “material products of what people do when they use language...only...the textual traces of the processes whereby meaning is achieved” and what is lost is “the complex interplay of linguistic and contextual factors whereby discourse is enacted” (Widdowson, 2000). Furthermore, what was real for the original participants cannot be similarly “real” for learners, for their context is a different context, that of learning a foreign language. It seems clear (Widdowson, 2002) that the language of normal user occurrence has to be pedagogically processed so as to make it appropriate for learning, which means that learners can appropriate it for learning. And this appropriation depends on two conditions: firstly, the language has to key into the learner’s reality so that they can realize it as meaningful on their terms; secondly, it has to activate their learning – it has to be language they can learn from.

As to the other issue (interaction/learning) we note that in the language classroom acts of communication using the target language are not merely the hoped for outcome of learning but an essential means to successful language acquisition.

In their interactions with their peers and with their teachers, learners experience communication breakdowns which prompt negotiation of meaning, accomplished through clarification requests, confirmation checks, and requests for repetition. The resulting modifications are assumed to enhance comprehensibility of input and thence indirectly lead to acquisition itself (Tsui, 1998; Platt & Brookes, 2002).

From this it follows that opportunities for interaction, and involvement in relatively more beneficial types of interaction (if it can be determined what these are), are crucial to success. The attention of researchers thus turns to how questioning is conducted; how and by whom turn-taking is controlled; how tasks are designed in terms of the nature of the interactional demands they make on the learners and how learners “engage” with them (Platt & Brookes, 2002); and how feedback is given in response to learner output. All of these are discourse issues (as well as pedagogic ones), to the analysis of which a variety of approaches, including conversational analysis, ethnography, and genre analysis, can contribute.

Preparation for language teaching, whether in the form of teacher training courses or methodology textbooks, is most commonly organized around the main language areas (phonology, grammar, and lexis) and the four skills (speaking, listening, reading, and writing). A recent example is Hedge (2000). Textbooks on discourse for language teachers (e.g., McCarthy, 1991; Celce-Murcia & Olshtain, 2000) often follow this familiar pattern; Olshtain and Celce-Murcia (2001) and Trappes-Lomax (2002) provide recent overviews. In general this approach is probably effective in meeting the needs and expectations of practitioners, but potential disadvantages of these divisions may surface if
• grammar and lexis are presented as more separate than they really are, thus obscuring their inter-connectedness in lexico-grammar;
• the four skills are presented as more separate than they really are, thus obscuring the fact that they are often co-constitutive of actual speech events (illustrated in Figure 5.1 by the picture of the two nurses who are engaged in the skill-complex social practice of jointly reviewing a patient’s notes);
• spoken and written media are conceptualized as discrete types rather than points on a continuum;
• there is a failure to attend to general features of interpretation, on the one hand, and production, on the other, thus obscuring what is common to listening and reading and what is common to speaking and writing;
• text-making features are divided arbitrarily between the spoken and written modes (for example it is sometimes implied that cohesion is mainly a property of written text), thus obscuring those text-making features that are common to discourse of all kinds.

A discourse-based pedagogical description of phonology will focus on prosodic aspects including rhythm (especially differences between L1 and L2), the use of tonic stress placement to signal information status (given, new, etc.), and the use of tone and key to signal functional (e.g., question, statement), attitudinal (e.g., concerned, unconcerned), and interactional (e.g., turn and topic management) meanings (Brazil, 1997; Clennell, 1997; Chun, 2002).

A discourse-based description of grammar – a “discourse grammar” (Hughes & McCarthy, 1998; McCarthy, 1998) – will treat grammar functionally. It will cover not only the possible realizations in grammar of particular speech act functions such as requesting and suggesting (and their mitigation for reasons of politeness and tact), but the way in which grammatical categories such as tense, aspect and modality pattern across texts, the role of grammar in creating textual cohesion (reference, substitution, conjunction, etc.) and information structure (through devices of thematization such as adverbial placement, the use of the passive and clefting).

One particularly important aspect of the development of discourse grammar in recent years has been work on grammatical descriptions of the spoken language in the light of work on spoken corpora (Carter & McCarthy, 1995; McCarthy, 1998).

A pedagogical discourse grammar may also attend to “critical” or “political” (in Gee’s sense) aspects of lexico-grammatical choice. Through grammar we create, whenever we speak or write, “political” perspectives. An example of this is pronoun use. (B’s most potent weapon in her rebuff to Moira in our example is the word “my” in “my mum.”) As Pennycook has pointed out (1994b) “pronouns are always political in that they always imply relations of power.” Another is the use of connectives. (Moira’s “so” explicitly evokes the relevant aspect of “the way things are” in children’s play.)

A discourse description of lexis (see for example Carter & McCarthy, 1988) will cover the ways in which lexis contributes to textual cohesion (through
relationships of synonymy, hyponymy, collocation, etc.), textual structuring both spoken and written (through discourse markers), and genre (through lexical features of register). Attention to the role of lexical phrases or “chunks” in relation to functional and contextual features of discourse (Nattinger & de Carrico, 1992) has been hugely significant in recent years, contributing to the development of lexical approaches to language teaching.

In considering discourse aspects of skills teaching, “interaction” is central since it is here that we look for accounts of the different kinds of social and cognitive work required of participants depending on whether their role in the interaction is productive (speaking, writing) or receptive (listening, reading) or both alternately (oral interaction or on-line written “chat”), and depending on whether the medium of communication is speech or writing.

Effectiveness in receptive roles, in whatever mode of discourse, can be fostered by (amongst other things):

- activating appropriate knowledge structures (schemata), both formal (genre) and content (knowledge of the topic) through pre-listening/reading activities;
- foregrounding contextually relevant shared knowledge to help in predicting topic development and guessing speaker/writer intentions;
- devising tasks which promote appropriate use of top-down processing (from macro-context to clause, phrase, and lexical item) and bottom-up processing (from lexical item, phrase and clause to macro-context);
- focusing on meta-discoursal signaling devices.

Effectiveness in productive roles can be fostered by building into the cycle of task work attention to:

- salient features of context (setting, scene, the predicted state of knowledge and expectations of the reader/hearer);
- the means whereby a speaker or writer projects himself or herself as a certain kind of person, “a different kind in different circumstances” (Gee, 1999, p. 13);
- function (communicative goals); the “socially situated activity that the utterance helps to constitute” (Gee, 1999, p. 13);
- appropriate instrumentalities (features of register and genre);
- development of effective communication strategies appropriate to the mode of communication.

The teaching of spoken language skills draws on our gradually increasing understanding of the structuredness and predictability of some aspects of spoken interaction (openings, closings, adjacency pairs, pre-sequences and insertion sequences, turn-taking work), of differences between spoken genres (e.g., casual conversation, service encounters) and of conversational routines (e.g., for issuing, responding to, and following up responses to, requests, invitations, offers, compliments, apologies, etc.).
One source of potential problems for the learner is cross-cultural differences in ways of speaking. The “cross-culturally relative in communication” (Tannen, 1984b) includes “just about everything”: when to talk, what to say, pacing and pausing, showing “listenership” through gaze, backchannelling, etc., intonation, use of formulaic expressions and indirectness. Another is the inherent difficulty of the listening role, which is the one in which learners are likely to feel they have least control: speed of delivery, ellipsis, and implicitness may all contribute to learners’ problems.

In the context of the spoken language skills, the importance of strategic competence in the learner’s negotiation of meaning is readily apparent: their strategies for coping with potential or actual breakdown need to be developed, and this can be facilitated, though not without difficulty (Hedge, 2000), through appropriate design and management of communication tasks.

In teaching written language skills, recognition of the interactional and socially situated nature of the task focuses attention on contextualization: in the case of the reading skill, contextualization of the reader, their purpose in reading a particular text, and what they bring to it in terms of background knowledge and expectations; in the case of the writing skill, contextualization of the writer, their purpose in writing, and the way in which they construct their reader in terms of social role (e.g., membership of a particular discourse community), reading purpose, background knowledge, and expectations.

Much of the work on reading and writing pedagogy has been in the context of English for academic and professional (especially business) purposes. Both reading and writing in a second language are complex skills, capable of causing great difficulties to learners: writing especially, because the output is a product (text) that, in addition to being satisfactory in terms of content, needs to meet reader expectations in terms of register and generic features (overall organization, metadiscourse features, use of cohesion, etc.), and also attain an adequate standard of linguistic accuracy.

The writer’s (and reader’s) principal support (“scaffolding” in Vygotskyan terms) is genre: this provides a conceptualization of writing purposes within the context of the professional goals and means of the discourse community, a framework of discourse organization (stages, moves, etc.) within which to construct or interpret a text, and guidance on the conventionally accepted and rhetorically effective exploitation of instrumentalities at the micro-level of text construction. The role of the researcher is to find ways of analyzing the real-world tasks that the student faces. These ways will typically involve a combination of genre analysis, corpus linguistic methods, and ethnography (through consulting the experts themselves). Research findings need then to be translated into classroom goals, materials, and procedures. A classic example of the latter, in the context of academic English, is Swales and Feak (1994). A recent example of the former, drawing together many of the threads of recent developments in discourse analysis, is Hyland (2000).

Hyland’s book is firmly in the writing-as-social-interaction mould. He notes (p. xi) that “there are two main ways we can study social interaction in
writing. We can examine the actions of individuals as they create particular texts, or we can examine the distribution of different features to see how they cluster in complementary distributions.” He chooses the second of these and in consequence corpus-quantitative methods feature prominently. His theorizing of writing as social interaction draws on critical insights into the relation between text and social structure as well as Gricean pragmatics and Brown and Levinson’s politeness theory; a genre is seen as not merely a text type but an institutional practice. He stresses the importance of interpersonal as well as ideational features of academic text (academic writing involves competition and argument as well as representation). He also, crucially in terms of pedagogic implications, stresses the balance between conventions and choice.

The notion of reader-writer interaction provides a framework for studying texts in terms of how knowledge comes to be socially constructed by writers acting as members of social groups. It offers an explanation for the ways writers frame their understandings of the world and how they attempt to persuade others of these understandings. But while the norms and ideologies that underpin these interactions provide a framework for writing, they are, essentially, a repertoire of choices rather than a set of binding and immutable constraints. (pp. 18–19)

The English for Academic Purposes context is one of those, mentioned above, in which the L2 may be simultaneously a goal and means of education: students studying English and at the same time studying through English. The texts that they produce in the latter role are English texts not only in the sense that they are written in English but also in the sense that, in terms of rhetorical patterning, they are the type of texts that are expected of academic writing in an English-speaking (cultural) environment. Both teachers and students need to understand how the rhetorical features of English texts differ systematically from those of texts from the students’ home culture, and reflect on what is to be done about this. There are both descriptive and knowledge/power issues here. The former have been addressed in a growing body of work in contrastive rhetoric (Connor, 1996). The latter are part of the wider body of issues currently addressed within the framework of critical applied linguistics (see Pennycook, this volume).

5.5.2 Discourse and first language education

It is, of course, not just second language learners for whom communicative competence is a goal of education. Education generally must acculturate children to new registers and genres, both spoken and written, developing their grammatical, sociolinguistic, discourse, and strategic competences along the way (Verhoeven, 1997). Children bring to their school experience of a variety of standard and non-standard dialects and communicative codes which tend to be valued differently within the commodified “exchange system” of classroom speech (Wortham, 1998). The school, in turn, brings to the children’s learning experience an organized process of classroom talk which
may promote personal involvement, co-ordinated interaction, and shared meaning (Cazden, 1988 cited in Verhoeven, 1997) or induce the transmission of standardized knowledge through a standardized structure (Wortham, 1998, p. 256). It is often claimed that the standardized structure that does most to induce standardized transmission is the IRF pattern referred to above, but a recent article by Nassaji and Wells (2000) suggests a more complex reality.

The work of Halliday, Martin, Hyon and others in the Sydney School (Johns, 2002; Macken-Horarik, 2002) addresses the issue of genre competence directly, drawing on SFL theory to produce text-based descriptions of school and institutional genres and registers. “Using these insights, practitioners have developed pedagogical frameworks in which genres and registers are related to the goals, values and ‘staged’ processes of a culture . . . As students become comfortable with particular text types, they are given an increasing amount of independence and encouraged to negotiate text structure and content” (Johns, 2002, p. 5).

Discussing the shift that he detects in applied linguistics (in Britain) toward a more ideological stance and a concern with social issues, Rampton (1995) links this with Street’s distinction between “autonomous” (neutral technology) and “ideological” (social practice) models of literacy and with an interest among its practitioners less in English language teaching overseas and more in language education in the UK. It is in this context that critical discourse analysis as a form of applied linguistics (linguistics applied to the remedying of imbalances of power and various forms of social injustice) can perhaps best be understood. Since ideologies – in this view – permeate society by disguising themselves as common sense, the way to resist them is to unmask them. Critical language awareness raising (Fairclough, 1989, p. 236) is proposed as the means to this end, and the key site for developing it is the school. The “critical” is critical. Non-critical awareness raising is criticized for delivering a knowledge only of pragmatic appropriateness, thus further naturalizing existing power relations. Learners have to decide (Clark & Ivanič, 1998, p. 217)

whether to accommodate to all or some of the dominant practices (including the discoursal and generic conventions) which they encounter or to challenge these by adopting alternative practices. By turning awareness into action – by choosing to adopt alternative practices in the face of pressure to confirm to norms – people can contribute to their own emancipation and that of others by opening up new possibilities for linguistic behavior. These new possibilities can contribute to change not only in the classroom but also in the wider institution of education and within societies as whole.

5.6 Conclusion

My objective in this chapter has been to give some indication of the multidisciplinary range of discourse analysis, to identify and describe some of its gradually emerging landmarks (the “ways and means,” the “focusing”
factors), to illustrate the range of educational issues that discourse work informs, and to point to some current movements and controversies.

Whether or not discourse analysis can yet be described as a discipline, it must certainly be recognized as a force. It has shown, and increasingly shows, that it is necessary – to our understanding of language, of society and of ourselves as human beings; it is useful – in an ever-expanding range of practical and socially beneficial activities, from the management of smoking-prevention campaigns to the evaluation of witness statements, from the design of classroom tasks to the unmasking and tackling of social injustices; and, as a mirror to our ever-fascinating selves, it is, as many students who come to it for the first time find, endlessly interesting.

See also 4 Language Corpora, 10 Conversation Analysis, 13 Stylistics, 23 Literacy Studies, 26 Language Teacher Education, 27 The Practice Of LSP, 32 Critical Applied Linguistics.
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6 British Sign Language

RACHEL SUTTON-SPENCE AND BENCIE WOLL

6.1 Introduction

The study of British Sign Language (BSL) can inform the field of applied linguistics by providing an insight into a native British minority language with a language community unlike any other. Close and culturally informed study of this often misunderstood language can provide insight into issues of language planning, with its related topics of acquisition, second language learning and testing, language teacher education, language attrition and maintenance, and lexicography. When studying the implications of minority status on any language it is useful to consider the reality facing users of a language whom the majority society frequently sees as disabled English users. The threats facing BSL have important implications for social, regional, and situational variation in a language where native speakers are greatly outnumbered by non-native speakers.

BSL is the language of Britain’s deaf community. Within this simple statement are four essential ideas: it is a language, it is British, it is a visual language created by a community of people who cannot hear spoken language under normal conditions, and it is used by an identifiable social language community.

6.1.1 BSL is an independent language, distinct from English

Throughout history the status of BSL and other sign languages has been denied:

Gesture languages have been observed among the lower-class Neapolitans, among Trappist monks . . . among the Indians of our western plains . . . and among groups of deaf-mutes . . . It seems certain that these gesture languages are merely developments of ordinary gestures and that any and all complicated or
not immediately intelligible gestures are based on the conventions of ordinary speech. (Bloomfield, 1933, p. 39)

Despite extensive linguistic descriptions (e.g., Deuchar, 1984; Brennan, 1992; Sutton-Spence & Woll, 1999) that clearly demonstrate that BSL easily fulfills all linguistic and social requirements of a human language, its status is still misunderstood by many people. In a debate in the House of Lords in 1999 concerning the safeguards for sign language users being interviewed at police stations Lord Williams of Mostyn made the common error of equating BSL with a form of English made visible. “It is correct that the sign language to which the noble Lord [Lord Annaly] referred is a distinct language, but it is based on the English language” (Hansard, February 18, 1999).

6.1.2 BSL is the national sign language of Britain

Its independence from English is demonstrated by the mutual unintelligibility of BSL, American Sign Language, and Irish Sign Language, despite use of English in all three countries. Although many signs in all known sign languages are visually motivated, the sources of visual motivation are rarely transparent (Klima & Bellugi, 1979), are often culturally determined (Pizzuto & Volterra, 2000), and are often metaphorical (Boyces Braem, 1985; Woll, 1983). Cultural differences can be seen: the BSL sign DOOR might be expected to be international, as the hands appear to represent a door opening at its hinges. However, traditional Japanese doors do not have hinges, but slide, and Japanese Sign Language reflects this. Even when cultural elements are not relevant, languages can simply focus on different aspects of a referent. The American sign HORSE represents the ears of a horse, while the BSL sign represents riding. The BSL sign PENCIL is motivated by the action of writing with a pencil, but the Uganda Sign Language sign represents sharpening a pencil.

Not only is the language unintelligible to users of other national sign languages, it is also recognized as a single national language in its own right. The existence of a sign language presupposes a language community and a claim to the existence of a national sign language implies a national sign language community.

Although deaf people have clearly communicated through signs for centuries (Miles, 1988), the modern sign language used in Britain is linked to the development of large towns and cities and the establishment of schools for deaf children in the eighteenth and especially nineteenth centuries. Large numbers of deaf children brought together in deaf schools, where signed language was frequently a mode of instruction, promoted the development of sign language in Britain.

There was not, however, a single source of the language which spread across the country and no written means by which to standardize it, as happened to English. Consequently, regional dialects of BSL were highly distinct. There
was no national policy for deaf schools, and no single “parent” school at which teachers were trained before going to teach in other parts of the country. However, there was considerable movement of teachers between schools around the country and this could have helped to unify the language to some extent. For example, Matthew Burns, the first deaf head master of the Bristol deaf school spent time in London, Edinburgh and Aberdeen before his time in Bristol. He later moved to London.

Despite forces that helped to level the regional dialects, the language was recognized in the 1970s as being highly diverse. Nearly a century of oppression by an oral education system had hindered any coherent standardization of the language. When, at this time, linguists named the signing of British deaf people as “British Sign Language,” it was more of a social judgment than one based on lexical similarities across the country. Deaf people referred to their language as “deaf signing” and did not recognize the name “British Sign Language.”

Over the last 30 years, the language has become much more recognizable as a single national language. Since 1980, television programmes have been broadcast nationally in BSL. The establishment of the Council for the Advancement of Communication with Deaf People (CACDP) to oversee the teaching of BSL and the production of a BSL/English dictionary have also helped to standardize the vocabulary.

Although there is still considerable regional variation in BSL, most members of the British deaf community today would recognize their language as being different from those of other countries.

6.1.3 BSL is a visual language, created by deaf people

As a visual language it makes use of the physical options available for the articulation of linguistically meaningful elements – the two hands, the head, face (including the mouth), and the body. Much of its vocabulary is visually motivated (see above) and much of the language’s grammar exploits the possibility of placing and moving signs within a space in front of the signer’s body (see, for example, Liddell, 1990). The availability of multiple articulators also allows signers to produce more than one piece of linguistic information at a time. A sign may be produced with one hand, then held, while the other hand produces a second sign that relates to the first. For example, in the BSL sentence “The cat sat under the chair,” one hand produces the sign for “chair” while the other produces the sign referring to the “cat” below the first hand to indicate the relationship “under.”

Early modern research on sign languages emphasized the underlying structural similarities of spoken and sign languages, but more recent research has moved toward recognition that there are systematic typological differences. These arise mainly from the interaction of language form with modality. Phonological and morphological structures differ, since sign languages exhibit a relatively high degree of systematic correspondence between form and meaning.
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(iconicity or visual motivation) in comparison to spoken languages. There are also consistent grammatical features in which sign languages differ from spoken languages. Sign languages distinguish 1st and non-1st person, while spoken languages usually contrast 1st, 2nd, and 3rd person; sign languages prioritize object agreement while spoken languages prioritize subject agreement. Sign languages exploit the use of space for grammatical purposes, preferring three-dimensionality in syntax, while spoken languages prefer linearization and affixation. Other differences arise from the properties of the articulators (there are two active articulators in sign languages – the hands) and the differing properties of the visual and auditory perceptual systems.

Observation of such differences has led most recently to active consideration of the extent to which the contrasting typological properties of spoken and signed languages indicate that linguistic theory may need to take greater account of modality (Meier, Cormier, & Quinto-Pozos, 2002).

It has also been noted that there is greater typological variation among spoken languages than among sign languages. There are a number of possible explanations for the grammatical similarities among sign languages which still remain to be researched fully. Sign languages are relatively young languages, and indeed, the recent studies of Nicaraguan Sign Language (Kegl, Senghas, & Coppola, 1999) suggest that sign languages can arise and develop spontaneously in deaf communities over three generations. Iconicity as an organizing factor in the lexicon may also result in greater similarity at the lexical level (Woll, 1984). Additionally, the linear syntax found in spoken languages may intrinsically allow greater differences than spatial syntax. Lastly, the relatively low percentage of signers who are themselves the children of signers results in continual recreolization with resulting similarity of grammar (Fischer, 1978). There is evidence to support all of these hypotheses, but a great deal of research remains to be done in this area.

6.1.4 BSL is used by a language community

Membership of the British deaf community is not necessarily defined by a person’s hearing ability but rather by identifying with the deaf way of life. This can involve participation in a variety of deaf social networks, use of BSL, or choice of a partner from within the deaf community. For members of the deaf community, being deaf is not a medical condition but an attitudinal state (Woll & Lawson, 1980). An upper-case ‘D’ is usually used to distinguish “Deaf” as a cultural, linguistic, and social identity from “deaf” as an audiological status. (For simplicity we have used a lower case “d” throughout this chapter.) Ladd (2002) has suggested the use of the term “Deafhood” to reflect the difference between these.

Although most members of the deaf community are deaf, their degree of hearing loss is irrelevant in the same way that darkness of skin color is irrelevant to black community membership. The vast majority of the eight million people in Britain estimated to have a hearing loss, most of whom have
lost hearing as part of aging, are not part of the deaf community. These people might rather be considered as “hearing people whose ears don’t work” who rely entirely on English for communication. There are some hearing people, such as the hearing children of deaf parents or the hearing partners of deaf people, who may be members of the deaf community. However, they often have marginal status, feeling peripheral to the deaf community or that they straddle deaf and hearing communities (Corker, 1996).

The deaf community is constantly changing. The central position of the deaf club in community life is diminishing as changes in technology (such as SMS (Short Message Service) and captioning on television) mean that deaf people no longer need to meet centrally for information exchange or entertainment (Burns, 1998). Until the 1980s, most deaf children were educated in special schools. Today, most deaf children are educated in mainstream schools. This has had considerable impact on the self-identity of younger deaf people, their attitude to older members of the community, and their use of BSL. However, the deaf community, while different from that of even 20 years ago, is still a central part of the lives of many deaf people, and use of BSL is a defining feature of their identity (Dye & Kyle, 2000).

Deaf children do not automatically acquire BSL. They need to be exposed to linguistic role models, just like any other children. Deaf children exposed to good BSL-using linguistic role models learn BSL in stages similar to those of hearing children acquiring English. For many deaf children, however, access to mature linguistic role models is not straightforward. Approximately 5 percent of British deaf children have deaf parents, and so receive early exposure to BSL (see Dye & Kyle, 2000). The overwhelming majority of deaf children are born to hearing parents with no knowledge of BSL. Increasingly, hearing parents are learning BSL in order to provide an accessible home language. However, for many children, the only BSL users in their environment are hearing teachers and classroom language assistants. Access to deaf BSL-using classroom assistants or to deaf BSL-using teachers is a major linguistic benefit.

### 6.2 Child-Directed Language

Hearing professionals working with deaf children are increasingly aware of their poor BSL skills. This is a positive development, as in the past deaf children were often blamed for not understanding the teacher’s language. Research and training in the area of child-directed BSL, especially to school-age children is still very limited. However, some research has been done on child-directed BSL used with very young children. Gallaway and Woll (1994) have reviewed features of child-directed BSL. Features include: signing on the baby’s body; holding and manipulating the baby’s hands to articulate a sign; placing the child on the mother’s lap, facing away from the mother and signing in front of the child; signing the name of an object on the object; signing the name of an object while holding it; enlarging the movement or increasing
the duration of a sign’s movement; repeating a sign’s movement; using special baby signs.

6.3 Social Dialects in BSL

BSL, like any other living language, has many variants. Variation may be attributable to the social experience and identity of signers or to the setting in which interaction occurs.

6.3.1 Social class

Social class does not have the same linguistic defining features for the British deaf community as for British hearing people. Deaf people are more likely to have unskilled and semi-skilled jobs than hearing people, so income is not necessarily a good guide to social class dialect variation. In the American deaf community, there is a recognized elite social class of deaf people who have been to Gallaudet University, the only university for deaf people in the world. The most noticeable social class distinction in BSL is based on family background: whether the signer is from a hearing or deaf family. Those born to deaf parents are more likely to have had early exposure to a good model of adult BSL. Those born to hearing parents may only learn BSL when they start school, or sometimes as late as when they leave school. Consequently, those deaf people coming from deaf families are seen as members of a linguistic elite. There are substantial grammatical differences between the signing of adults from deaf and from hearing families.

Social class in hearing society may also have some effect upon BSL. In the past, children from poorer families were more likely to suffer childhood diseases that cause deafness. Working-class children were also more likely to be sent to deaf schools (often termed “asylums”) where education was poor and expectations were low, but where BSL flourished. Children with wealthier parents were more likely to go to private or smaller schools where there was a greater emphasis placed on English skills.

6.3.2 Men and women’s dialect

In some sign languages (e.g., Irish Sign Language, see Le Master & Dwyer, 1991; Matthews, 1996; and Burns, 1998) the differences between men’s and women’s signing are substantial. This is not the case in BSL, where gender differences are minimal, and rarely extend beyond stylistic variation. However, as with English speakers, conversational style and lexicon differ between men and women. For example (Coates & Sutton-Spence, 2001), analysis of conversation of deaf same-sex friendship groups found that young men talk about sport (especially football) while young women discuss their family lives and the lives, loves, and behavior of celebrities. Although this may appear
self-evident, it is an important issue for language pedagogy, as tutors may not include in their lessons the appropriate lexicon for topics more regularly discussed by members of the opposite sex. Anecdotal observations that men use more “coarse” signing than women received some support in this same conversation sample, with deaf men using more expletives and socially unacceptable sign variants for potentially taboo topics.

Turn-taking also differs among men and women signers. For example, in women’s talk, “interruptions” are not really a challenge to take the floor but a supportive reinforcement of what another person has said as part of a collaborative floor. This is less common with men’s talk, where mutual support is provided in different ways. Women also provide much more feedback as “backchannel” responses than men do.

6.3.3 Signs linked to sexual orientation

Varieties specific to gay communities are seen within many languages, with distinct lexical items and often their own pronunciation. In Britain, a gay slang, Polari, was used extensively by gay men, especially in London, before the legalization of homosexuality in the late 1960s. Polari was important for creating social identity and ensuring that non-speakers remained outsiders.

Although research has not revealed a BSL equivalent of Polari, F. Elton (personal communication) has researched a variety of BSL which she has called GSV (Gay Sign Variant). GSV contains many signs that are specific to the gay deaf community. Although gay members of the deaf community will occasionally use GSV in the presence of heterosexuals, it is pre-eminently the style or dialect of deaf gay men and its use by heterosexual deaf signers or by those outside the deaf community is frowned upon. A defining feature is a recognizable “camp” pronunciation of BSL. At the sub-lexical level, some signs are characterized by the extension of the little finger. In ASL, “pinky extension” has been identified as a pronunciation variable used especially by women, but its use by men is not specifically equated with homosexuality, and in BSL, extension of the little finger is a stylistic sub-lexical variation not necessarily associated with GSV.

One feature of Polari (and other slangs – e.g., the French Verlan (from l’envers – ‘backwards’) is the use of “backslang” (e.g., riah, for hair, and eek, from ecaf for face). Some lexical differences in GSV can also be regarded as exemplifying phonological “opposites” to BSL signs, for example, reversing the direction of the palm in BORING, or using the little finger instead of the index finger for signs such as HEARING.

6.3.4 Signs linked to ethnic group

There are dialects of ASL that are identifiable as “Black ASL” and “White ASL.” Segregation in American society, including deaf clubs, and separate
education for black and white children has resulted in language varying between racial groups. Black signers often know both the white and black varieties of sign, while white signers often only know the white signs (Aramburo, 1989). The variation in the BSL of black and white signers is less marked for a number of reasons. The black deaf community has only recently developed: Deaf people did not immigrate during the first wave of immigration from the West Indies, and black deaf children are in the minority in British deaf schools. Variation in the British black deaf community is mostly limited to isolated lexical items and use of facial expressions and gestures also found in the black hearing community (James, 2001; James & Woll, in press).

The British Asian community is also relatively small and only recently established, but there are now increasing numbers of Asian deaf children in British schools. An “Asian” variety of BSL may emerge if Asian deaf people begin to see themselves as a single, unified social group. This is unlikely, as Asian people in Britain come from many different countries, have many different home languages, and belong to several different religious and cultural groups.

The issue of ethnic minority BSL dialects has enormous practical implications for sign language interpreters and other service providers. Interpreters from traditional white British backgrounds may be unable to cope with words and concepts that are common in Afro-Caribbean English but not in their own dialects. Not only will they not have the signs, but they also will not know either the English words or concepts.

### 6.3.5 Religious groups

There are a few differences in BSL arising from religious identity. There are some differences between Catholic and Protestant signing. The signing of deaf British Catholics has been influenced by Irish Sign Language because of the strong Irish presence in Catholic deaf schools, and Irish-trained priests serve the Catholic deaf communities in Britain. Catholics use many initialized signs with handshapes taken from the Irish manual alphabet (Woll, Sutton-Spence, & Elton, 2001). In Glasgow, the Catholic and Protestant deaf communities have different dialects, reinforced by membership of different deaf clubs and sports teams, as well as churches.

The dialect of Britain’s Jewish signers, whether they are seen as an ethnic group or one identified primarily by religious beliefs, may also be traced to their education and community identity. The Residential School for Jewish Deaf Children existed from 1864 to 1965. Although the school used oral communication methods, the children signed among themselves in private and out of the classroom, just as children did in other British deaf schools using oral methods (Weinberg, 1992). Attendance at this school gave children a strong Jewish identity, despite their deafness. In effect, they had a Jewish deaf identity. Today, younger Jewish deaf people sign very differently from older members
of the community. Apart from those signs specific to Jewish religion and customs, their signing is the same as the BSL used by other people of their age.

6.3.6 Age dialect

The changing experiences and social identities of deaf people have resulted in age-related variation in BSL. As with other language communities, younger people are language innovators; and this role of linguistic innovation is particularly seen in young deaf men (Wardhaugh, 1992; Battison, 1978). As a very broad generalization, older deaf people (for example, those over 70) use more fingerspelling and many fewer English mouthings than younger deaf people (Sutton-Spence, Woll, & Allsop, 1991). Deaf people aged under 20 use a form of BSL that is more heavily influenced by English grammar, with relatively little fingerspelling. There is also lexical variation among signers from different age groups. Some younger deaf people, in a deliberate move to dissociate themselves from English influences, avoid use of English mouthings or fingerspelling.

The age-related differences are due to three major factors. Firstly, as we have seen, there are few signing deaf parents of deaf children. This means that parents cannot transmit their language to their children. This lack of continuity in language transmission between generations results in extensive inter-generational language change.

Secondly, changes in educational policy have had a very large impact on the signing of deaf people. Before the 1940s, English was taught through lip-reading and fingerspelling, resulting in fingerspelling being a dominant feature of the signing of the older age group. Since the 1940s, improvements in hearing aid technology have meant that deaf children have been expected to use their residual hearing to listen to and learn English, although signing was always tolerated outside the classroom in residential schools. Since the 1970s there have been increasingly tolerant attitudes toward the use of signing in deaf school classrooms. At the same time, however, residential schools have been closing, with most deaf children sent to local mainstream schools. This has reduced the size of the community of child signers. It remains to be seen what effect this will have upon young people’s BSL.

A third reason for age differences in BSL is technological innovation. Many signs in BSL reflect some aspect of the appearance of referents or their use. As technology has changed, so have signs, to reflect the new appearance of old technology, or how new devices are handled or operated. The BSL sign for “telephone” has changed over time as the appearance and use of telephones has changed. Similar changes may be seen in signs for “train,” “camera,” and “watch.”

Old signs also die out. For example, signs such as PAWN-BROKER and ALMS are no longer in widespread use, although they are illustrated in a very basic list of signs from 100 years ago (see Figure 6.1).
6.4 Regional Dialects in BSL

In a study of regional variation in BSL, signers in Glasgow, Newcastle, Manchester, London, and Bristol were presented with a list of English words to translate (Woll, 1991). Subjects included a wide age range of men and women. Specific groups of words were chosen: some were culturally central to BSL users (e.g., DEAF, HEARING, INTERPRETER); some were everyday words (e.g., BRITISH, BUSINESS, THEATRE); and some had recently entered BSL (e.g., DISCRIMINATION, COMMUNITY). Extensive regional sign differences were recorded, with many signs specific to only one region, including signs for color terms, days of the week and numerals. In most cases, however, one form was used or recognized by signers in all regions. Thus, it appeared that signers were bi-dialectal. National broadcasting of BSL on television only began in 1981 but since that time, signers have had the opportunity to see more varieties of BSL, leading to a greater familiarity with different dialect forms.

Although the recording of different regional signs is interesting for an appreciation of the variation within BSL, these findings are also significant for interpreters and for those working in broadcast media. With only a few BSL/English interpreter training programs in Britain, newly qualified interpreters may very well find themselves working with dialects with which they are not familiar, and facing clients who do not understand their signs.

Regional dialect differences in BSL are most likely related to regional residential deaf schools. We may expect a trend toward dialect leveling now that so many children are mainstreamed or attend Partially Hearing Units near to their homes. Coupled with a decline in attendance at deaf clubs, deaf people’s access to regional dialects may be lessened and the “national” signs used by deaf television presenters and hearing interpreters may become more dominant.
The publication of BSL dictionaries may also become a unifying force in BSL. If a regional sign is excluded from a dictionary (or if it is labeled as a “regional sign”) its use may decline.

6.5 Situational Dialects: BSL Register

As with all languages, BSL changes according to the situation in which it is being used. The details of BSL situational variants have yet to be researched in depth, but it is clear that there are sub-lexical, lexical, and grammatical differences in BSL, depending on the identity of the addressee, the topic of the utterance, the function of the discourse, and the formality of the situation. In casual BSL, we see the following features when compared to more formal BSL (Deuchar, 1984; Sutton-Spence & Woll, 1999; similar features are described for ASL by Zimmer, 1989):

- Less finger spelling
- More use of non-manual features, especially for grammatical function
- Less evidence of English influence
- Greater use of metaphor and idioms
- Reduction of two-handed signs to one-handed signs (including producing the two-handed manual alphabet with only the dominant hand)
- Reduced specification of the location of signs
- Greater use of “role shift” or characterization used in reported speech
- Greater use of spatial and temporal structures for textual cohesion and segmentation (rather than overt lexical markers such as NOW or the indexing seen in more formal discourse)

When considering register variation in BSL, it is important to note that many deaf people live and work in a society where BSL is used in only a limited range of contexts. The rules of formality in English governing how parents, parents-in-law, teachers, clergy, judges, and higher status work colleagues are addressed are not present in BSL, since for most deaf people, all such interactions are conducted in English. Even more general variants such as “conversing with elders” are not relevant for some signers. James (2001) has described the lack of experience of younger members of the black deaf community in signing to older black deaf BSL users because there is no older generation.

As the use of BSL becomes more accepted and widespread, and as interpreters are more widely used in different settings, new register variants of BSL are developing. Greater use of BSL in higher education settings has led to deaf people and hearing interpreters working together to create new BSL vocabulary for new concepts, and the increased presence of deaf professionals has led to new contexts for BSL use.
6.6 Aesthetic Use of BSL

Just as there are aesthetic uses of English, so there are culturally recognized aesthetic uses of BSL. The British deaf community has a strong tradition of storytelling, and skilled storytellers are known and respected for their use of BSL. Skilled narratives in BSL make great use of characterization, using facial expressions and body movements to give color to the characters in the narratives. BSL stories often contain detailed descriptions of the appearance and behavior of the characters. Narratives generally contain many more “productive” (cf. Brennan, 1992) signs than non-narratives and these productive signs are frequently morphologically complex verbs that are created ad hoc during the narrative to show the location and movement of particular objects in the space of the story. Ability to use detailed spatial description and accurate characterization is important, coupled with clear textual cohesion.

Storytelling was once an important part of school life, as children signed to each other in dormitories away from adults (Ladd, 2002). It was also a part of deaf club life. With the closing of deaf schools and declining attendance at deaf clubs, this is changing. However, national deaf festivals still preserve storytelling and the increased use of video allows the preservation of nationally acclaimed BSL storytelling and its transmission to much wider audiences.

Sign language poetry is also a small but important use of aesthetic BSL. BSL poetry makes use of parallelism at many levels and the form of the language used brings out extra meaning and symbolism.

Because of the essentially simultaneous nature of the sublexical components in sign languages, there are not exact equivalents of “rhyme,” “assonance,” or “alliteration” in sign language poetry. However, the sign poet may use signs that share the same handshape or the same location or the same patterns of movement in the sublexical components to create equivalent repetitive effects. Dorothy Miles, the first BSL poet, noted in her unpublished notes on poetry composition that repeated handshapes produce stronger “rhymes” than repeated location or movement, although in general the more parameters shared by two signs, the stronger the “rhyme.”

Specific timing patterns of signs also create poetic rhythms. Sign poems also make unusually regular use of both hands, as the use of the non-dominant hand is increased to create extra symmetry and balance in the poem.

Sign language poetry not only uses repeated sublexical components to enhance the meaning, but it also selects signs – or elements of signs – that deviate from everyday non-poetic language. Poetic language that is “irregularly deviant” uses neologisms, blends or “morphs” signs in order to create a smooth flow from one to the next, and it can create ambiguous signs whose different possible interpretations lead to extra poetic significance. Neologisms can also be accompanied by unusual use of eye-gaze or unusual use of the signing space. In all these instances, the rules of the language are broken (or sometimes, merely “bent”) for poetic effect.
Dorothy Miles, arguably the British deaf community’s finest poet, originally began composing ASL poetry during her time in America. Throughout the 1980s, however, until her death in 1993, she composed many fine works in BSL. Her earlier work was quite heavily influenced by English but her later, more “mature” sign poems are entirely free from English influence. A brief description of her BSL poem “To a Deaf Child” (Miles, 1998) will illustrate some of the points made above. The poem celebrates sign language, and its message concerns the ease of communication for deaf signers, contrasting this with the problems caused by the inaccessibility of speech to deaf people.

The poem contains many signs made using the handshape of the closed hand with only the index finger extended. This “pointing” handshape is used for referents that the language treats as being essentially “one-dimensional” (e.g., a person, a fence post, or a screwdriver). Here, by metaphorical extension, the handshape is used for signs relating to the hearing world (such as VOICE, SPEAK, HEAR, EAR, IGNORE, LIP, SAY, and SOUNDS). Another dominant handshape is the flat open hand with fingers spread or together, which is used in BSL for more solid referents (e.g., a table, a wall or a box). These handshapes are used in the poem in signs relating to the deaf world (such as SIGN, HAND, LIGHTLY-GIVE, BUTTERFLY, CLEAR, and MEANING). The clear contrast between the handshapes provides a metaphor for the “thin” hearing world and the “solid” deaf world.

Close “rhymes” are also seen in the simultaneous signs found in the poem. These simultaneous signs occur to link and contrast certain ideas. Thus HEAR and UNDERSTAND are articulated at the same time, as are NOTHING and IGNORE. In the first of these pairs of simultaneous signs, the handshapes are very similar and, additionally, the locations are similar and contrast on opposite sides of the head. The movements also contrast: in HEAR the movement is toward the head and in UNDERSTAND it is away from the head (Figure 6.2). In the second pair, the handshapes are maximally different, the orientation of the palms is maximally contrasting and both move away from the head to be located in opposing locations, balanced in signing space (Figure 6.3). This use of signs is highly “deviant.”
An example of morphing and ambiguity is seen in the metaphor that Miles uses to describe the way that the spoken word imprisons a person who cannot understand it. The BSL sign WORD is made with the thumb and index finger extended and curved so that together they create a “C” shape (with the remaining three fingers curved to the palm). In the poem, the sign WORD moves and the handshape locks against the wrist of the other hand, literally imprisoning it (Figure 6.4).

Poets on both sides of the Atlantic see Miles’ work as the foundation for modern sign language poetry. Sign language poetry is now an area of growing interest for those concerned with the aesthetic use of BSL, and several organizations run sign language poetry workshops to encourage composition. Criticism and metacriticism of sign language poetry is only a recent development in sign linguistics and deaf studies, but it is an area of increasing interest (e.g., Taub, 2001; Sutton-Spence, 2001).

### 6.7 Encounters between Deaf and Hearing Communities

There are many instances of conflict and misunderstanding arising between deaf and hearing people. Much of the time these arise from their very different
experiences of life within British society. The British deaf community shares life experiences and culture, but these are embedded within the hearing world. When hearing people do not appreciate deaf values and the importance of certain behaviors, friction and even hostility can occur.

Perhaps the area where such conflict is greatest is in the area of language. Young, Ackerman, & Kyle (1998) studied the use of sign language in the workplace (in psychiatric units for deaf people and in a school for deaf children), exploring the role of signers as not only service users but also as service providers. The signing skills of deaf staff were far superior to those of their hearing colleagues. These skills were especially important for communicating with mentally ill deaf people or with deaf children. Despite this, the deaf staff had lower-grade jobs than the hearing staff, although the delivery of services depended on deaf staff and their cultural and linguistic skills. They thus had low status, but high value.

Since only a BSL linguistic environment provided deaf staff with full access to information at work, hearing staff were required to use BSL at all times when a deaf person was present or might be present. Deaf and hearing people differed in the way they viewed this policy. For deaf staff, signing promoted involvement, making deaf people feel confident, valued, and respected, and with a sense of well-being; signing promoted the development of personal and social relationships between deaf and hearing people; signing enabled deaf staff to fulfill their professional roles and responsibilities.

In contrast, for hearing staff, signing caused lack of confidence, and worries about linguistic competence; hearing people felt that the pressure to sign was sometimes too great. When they were tired, distracted, or under pressure, they reverted to English.

A clear signing policy, good training, and a supportive environment encouraged hearing people to sign. This increased recognition of the role of sign language within the workplace, for the benefit of both employees and service users, is a positive step.

6.8 Language Planning and Standardization

One of the causes of change in sign languages has been language planning. The great sign language enthusiasts of the eighteenth and nineteenth centuries, such as the Abbé de L’Epée in France, and Thomas and Edward Gallaudet in America, created new signs and morphological markers to create a system of signing which matched the structure of the spoken language of the country.

The changes have not been as long-lasting as the planners expected. Those who have invented new signs or sign systems (new manual alphabets or entirely new communication systems such as the Paget Gorman Sign System or Seeing Essential English (SEE)) have not found them accepted by deaf communities.

There are occasional influences from artificial sign systems on sign languages. For example, the Paget Gorman sign “animal” has been borrowed by some
BSL signers. Other signers have borrowed the sign’s form, but with the meaning “the Paget Gorman sign system.”

Another cause of language change is standardization, yet it is by no means clear that there is a standard form of BSL. While standard varieties of English are taught to second language learners of English, learners of BSL learn local dialects of BSL, often taught by tutors with no formal training qualifications (Dye & Kyle, 2000). The standard for English is validated by its status in dictionaries (non-standard word forms listed in dictionaries are marked as non-standard). However, there is no written form of BSL, BSL has only recently begun to be taught in schools after a 100-year gap, and it is rarely taught to children by native users. There is only one BSL–English dictionary (Brien, 1992), and it includes a limited number of signs. While standard varieties of English are used on broadcast media, there is no standardized variety of BSL on television and deaf television presenters use their own regional signs (Steiner, 1998).

Despite the degree of variation, there is no doubt that British deaf people recognize BSL as one language. It is possible that some form of Standard BSL is slowly emerging, but as yet there is no certainty of when this will happen or what the standard will be like.

6.9 Learning BSL

Despite the limited acceptance of BSL by educators, there has been an enormous increase in the numbers of hearing people learning BSL in recent years. This can be seen from Figure 6.5, which shows the rise in the numbers of students taking national examinations offered by the Council for the Advancement of Communication with Deaf People at Stage 1, 2, and 3. BSL is now the second most popular vocationally related evening class subject in the UK after First Aid.

Training for teachers of BSL is very limited, with only brief courses, training tutors to deliver a single curriculum to hearing adult learners. There is no formal training for those concerned with teaching BSL to deaf children or their parents, for example.

6.10 BSL–English Interpreters

The increase in numbers of students taking BSL courses has not been matched by an increase in the number of BSL–English interpreters. Indeed, the shortage of interpreters is one of the most serious problems facing the deaf community, since interpreters enable access to communication with the hearing world. The Digital Broadcasting Act requires the provision of BSL on 5 percent of all digital terrestrial programing. The Disabled Students Allowance provides funding for sign language interpretation for undergraduate and postgraduate
students, and the Disability Discrimination Act requires the provision of sign language interpretation by firms and government for publicly available services. However, as can be seen from Figure 6.6, there has been virtually no increase in the number of qualified sign language interpreters over the past 17 years.
BSL–English interpreting has undergone great changes over the last two decades. In the past, the role of “go-between” between hearing and deaf people was taken by hearing members of a deaf person’s family or by missioners to the deaf. The missioner to the deaf was concerned with the welfare of deaf people within his parish and was one of the few members of society with any social standing who could sign. He would be called upon to interpret, for example, when a deaf person went for a job interview or wished to resolve a dispute with hearing neighbors. Deaf people used the missioner as an interpreter and also frequently as an ally, adviser, and advocate. As connections between deaf communities and the church weakened, this task was taken on by social workers for the deaf (Brennan & Brown, 1997). (The sign SOCIAL WORKER is derived from the old sign MINISTER because of their similar role in deaf life.) Social workers for the deaf and missioners for the deaf often came from deaf families and lived and socialized with members of the deaf community. There was no sign INTERPRET at this time in BSL, and deaf people would simply use a phrase such as MISSIONER SIGN FOR ME.

Professional BSL–English interpreting evolved out of this, beginning in the early 1980s, with the establishment of the CACDP (see above). Professional interpreters were seen as a step toward empowerment of deaf people. These interpreters had undergone formal linguistic and interpreting training and did not make decisions for deaf people or advise them, but merely relayed information between the two languages, comparable to spoken language interpreters. Professional BSL–English interpreters were encouraged to operate solely as “conduits” for the languages, and to be socially and emotionally neutral throughout their work.

This shift from the “traditional” style of interpreting to “professional” interpreting did have benefits, especially in avoiding the dangers of patronizing or controlling the deaf client. Modeling professional sign language interpreting on theories taken from the well-established and well-respected fields of spoken language interpreting aimed to raise standards and the status of the language and the interpreters. In many ways this has been successful; however, “professional” interpreting has not been an unqualified success, and the interpreting profession has begun to re-assess the impact of adopting this wholesale application of theory from one field to another.

The effect of this shift has been summarized by Pollitt (2000), an interpreter and interpreter trainer. She notes that many deaf people do not like the professional approach, and see interpreters as “cold” or “unhelpful” and unacceptably “impersonal.” Some people (especially older deaf people) want advice, support, and explanation that go beyond a mere transference of a message, and they continue to use family members or social workers instead of “professionals” for this reason.

Further problems have arisen from the way that interpreters are trained. With interpreter training moving out from the community and into university settings, many members of the deaf community feel that interpreters (now often from hearing families) no longer have in-depth knowledge of the deaf
communities where they work. Subtle language nuances, contextual information, complex social relationships between the parties, and specific language skills of a deaf client are only learned through long-term, committed relationships with a community, such as missioners and social workers had. Interpreters may cover much wider areas of the country and have far less daily interaction with their clients.

Interpreters are now beginning to recognize the need to adapt other models of interpreting to the specific needs of the deaf community today. There is call for a more flexible approach, incorporating ideas from both the “traditional” and the “professional” approaches.

Most discussions of BSL–English interpreting assume that the interpreter will be hearing. Clearly there are many situations where the interpreter must be hearing because translation between spoken English and BSL is required. However, there are increasing numbers of deaf interpreters, particularly in legal and media settings.

In legal settings, deaf interpreters often work as “relay” interpreters. For a variety of reasons, a deaf person in court may not understand the signing of a hearing interpreter (for further consideration of this topic, see Brennan & Brown, 1997). In such situations a deaf relay interpreter may be called upon to act as an interface between the interpreter and the deaf client, modifying the interpreter’s BSL so that the deaf client can understand it. The relay interpreter also interprets the deaf client’s signing into a form of BSL more easily rendered into spoken English by the hearing interpreter.

Increasingly, deaf interpreters are also working in the media, providing BSL translation of pre-recorded programs or pre-prepared live programs (especially regional television news bulletins). In these settings, the deaf interpreters work from written English scripts and autocue. At present, there has been little formal research on the differences between hearing and deaf interpreters on television from the point of view of audience satisfaction.

Another solution to the chronic shortage of interpreters might lie in the current experimental use of computer generated signing avatars. Although still in early stages of development, research is currently underway to use text-driven computer translation from English to BSL for applications such as alternatives to text on Internet pages (Hanke, 2002).

### 6.11 Official Recognition of BSL

The British deaf community has been campaigning for many years for official recognition of BSL. With the recent signing by the government of the European Charter for Regional or Minority Languages, the campaign has moved toward seeking the inclusion of BSL on the Charter list of minority languages, in order to ensure adequate funding for training and provision of interpreters and acceptance of BSL in public settings such as the law and education. This campaign has made only limited progress to date, but some official recognition is
likely to be extended within the next few years. As well as increasing provision of interpreters and protecting signers’ linguistic rights, recognition is likely to lead to standardization.

6.12 Conclusions

The history of BSL, like that of many minority languages, cannot be separated from a study of its relationship with the majority language community which surrounds it. At the beginning of the twenty-first century, there are two contrasting futures. On the one hand, there are pressures, such as the decrease in opportunities for deaf children to use BSL with their peers as a result of the move to mainstream education, and a possible decrease in the deaf population as a result of medical intervention and advances in genetics. On the other hand, there is increased interest and demand from the hearing community for courses in BSL, increased use of BSL in public contexts such as television, and increased pride of the deaf community in their distinctive language and culture. Although the social circumstances of the language are changing, there is every probability that BSL will continue to be a living language.
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7 Assessing Language Attitudes: Speaker Evaluation Studies

HOWARD GILES AND ANDREW C. BILLINGS

7.1 Introduction

Over the past 40 years, a substantial amount of research on attitudes to language variation has emerged around the world and across the disciplines. We have witnessed seminal investigations (e.g., Labov, 1966; Lambert, 1967), programmatic enterprises in Britain (e.g., Giles, 1990), Australia (e.g., Gallois, Callan, & Johnstone, 1984), the United States of America (e.g., Williams, 1976), and New Zealand (e.g., Bayard et al., 2001), journal special issues (e.g., Cooper, 1974, 1975; Giles & Edwards, 1983; Kristiansen, 2001a; Milroy & Preston, 1999; Ryan, Giles, & Bradac, 1994) as well as authored (Baker, 1992; Giles & Powesland, 1975; Lippi-Green, 1997) and edited books (e.g., Shuy & Fasold, 1969; Ryan & Giles, 1982) on the topic that have accumulated into a substantial literature overviewed at regular interviews (e.g., Bourhis & Maas, in press; Bradac, 1990; Bradac, Cargile, & Hallett, 2001; Giles, Hewstone, et al., 1987). This body of work has provided us with a wealth of valuable information concerning how speakers’ language choices shape others’ impressions of them impacting decision-making processes in an array of critical social and applied arenas.

The study of language attitudes frequently resides at the core of interaction analysis. Social scientists have approached this form of research from the perspective of both the listener and the speaker. While the findings have varied across variables of culture, dialect, accent, and context, scholars have argued that determining the effects of language on social judgment is an integral part of uncovering the communication process. As Cargile et al. (1994) argued, “language is a powerful social force that does more than convey intended referential information” (p. 211). From the job applicant who is chosen because of his “cultured” British accent to the Southern-American who is not selected because of their “unintelligent” dialogue, attitudes about specific forms of language can have a significant influence at many levels. At the macrosociological level, images of cultures and societies are shaped based on the
perceptions of language telecast on television and in film; at a micro-sociological level, relationships with friends and family can be permanently altered by the manner of language they employ. Thus, scholars have argued the importance of language attitude research within many domains. The media researcher purports that language influences cognitive images that we use to form collective realities (Lippman, 1922); interpersonal experts employ listener- and speaker-based models to explain the impact of language in one-on-one and group dynamics (Berger & Calabrese, 1975); organizational scholars write of linguistic “first impressions” that impact past, present, and future alliances. In sum, academics from many disciplines agree that language attitudes are an important enterprise. It is the method with which these researchers have chosen to analyze such attitudes that has differed widely.

This chapter explores the intersections between language, communication, and social judgment as, again, such findings directly relate to everyday and applied social interactions. We begin with the earliest studies as they are still heavily cited today and form the foundation for subsequent research, theory, and applications. We shall then examine the differing social meanings of speaking with standard and non-standard accents and the ways they impact applied social decision-making. After paying due attention to sociopolitical contexts and other mediating variables, language attitudes as a process of person perception will be engaged theoretically. Finally, we shall underscore the value of following through on two other (untested) models that frame language attitudes as discursive and linguistic actions. Having overviewed many of the empirical achievements of speaker evaluation research over the years, we will devote some attention to the growing number of recent theoretical frameworks that have begun to enrich the research enterprise.

### 7.2 Empirical Origins

Empirical research in this area began arguably in the 1930s with Pear’s (1931) classic study inviting BBC audiences in Britain to provide personality profiles of various voices heard on the radio, finding that different forms of the British dialect caused integral changes in person perception. Much research followed over the decades to determine whether voice parameters were an external mirror of someone’s actual dispositional states. Consequently, the research concluded that there was only a very modest overlap between listener-judges’ ratings of “targets’” vocal features and peer-ratings of the latters’ personalities. There appeared little advantage in pursuing voice as a cue to actual personality. On the other hand, study after study has shown that there is a quite considerable social consensus among listener-judges about the stereotypical traits associated with voices (see Giles & Powesland, 1975).

These stereotype-based judgments of voice are, nonetheless, socially vital and there has been an explosion of research since 1960 showing that people can express definite and consistent attitudes toward speakers who use particular
styles of speaking. Encouragingly, the cultural diversity of speech communities studied is ever on the increase, such as in the People’s Republic of China (Zhou, 2001) and Cyprus (Papapapvlou, 1998). Although a variety of methods has been fruitfully adopted, most of the research has been contained within the so-called “speaker evaluation paradigm.” Its origins can, in large part, be found in the Lambert et al. (1960) study introducing the “matched-guise” technique (MGT). Indeed, many of the roots of the social psychology of language itself can be traced to this seminal investigation.

Lambert was interested in inter-ethnic attitudes in Montreal, more specifically in how French- and English-Canadian people perceive each other. Distrusting people’s overt and public ascriptions (as would be the case from direct questionnaire procedures) as a true reflection of their privately held views, he formulated the MGT as a means of eliciting attitudes to users of different language varieties. The procedure is built on the assumption that speech style triggers certain social categorizations that will lead to a set of group-related trait-inferences. In other words, hearing a voice that is classified as “French-Canadian” will predispose listeners (depending, of course, on their own group-memberships) to infer that she or he has a particular set of personality-attributes. Balanced bilinguals (people with equal facility in two languages) were tape-recorded reading a standard (ethnically neutral) passage of prose in both French and in English. These recordings were then used as “stimulus” materials for evaluation. Each speaker’s (two or often more) versions were interspersed with other recordings (so-called “filler voices”) to avoid them being identified as produced by the same speaker. Care was, and is always, taken to ensure that the “guises” are perceived to be authentic; in other words, in the case we are considering, independent listeners must believe the English guises derive from English-Canadians – and not from French-Canadians speaking English. In this way, considerable care is expended on issues of stimulus control. Prosodic and paralinguistic features of voice (such as pitch, voice quality, and speech rate) as well as other aspects of reading style and expressiveness are kept constant as far as possible across the different recordings (for a discussion of the virtues and limitations of the MGT, see Giles & Bourhis, 1976). By these means, it is argued that reactions to the “speakers” are dependent solely on social expectations based, in turn, on language cues.

Listener-judges are then asked to listen to a series of (supposedly) different speakers on audiotape, and then to form an impression of these speakers using a series of person perception rating scales (such as intelligence and sincerity) provided them on a questionnaire. Judges are asked to undertake this task in the same way as people can gain first impressions about speakers that they hear (but cannot see) – say, behind them in a restaurant or on the radio. In the original Lambert et al. (1960) study, the judges were French- and English-Canadian (FC and EC) students, with matching tape-recorded guises. Although there were many facets to this study, and hence a variety of findings emerging, for our present purposes the main results were that: (1) EC listeners judged speakers of their own ethnic group more favorably on half of the 14 traits;
while (2) the FC listeners not only went along in the same evaluative direction, but accentuated this in favoring the “outgroup” over their own on ten out of 14 traits.

This initial MGT study was valuable for at least six reasons. First, Lambert invented a rigorous and elegant method for eliciting apparently private attitudes that controlled for extraneous variables. Second, it showed how certain individuals can attribute unfavorable traits to members of their own language community. Third, the findings underscored the important role of language (and code and dialect choice) in impression formation. Fourth, the study laid the foundations for an interface between sociolinguistic and sociopsychological analyses of language (see Milroy & Preston, 1999) and was an important factor in establishing the cross-disciplinary field of language attitudes. Arguably, Labov’s (1966) exploration into this arena, through his own “subjective reaction test” owes much to the innovations of Lambert. Fifth, the original study spawned an enormous number of studies worldwide, particularly in Britain, Australasia, the United States, The Netherlands, and more recently Denmark (e.g., Jarvella et al., 2001). Indeed, the importance of the Lambert et al. paper can be gauged by the fact that Tajfel (1959) published a critique of it a year before the original was published. Finally, the dependent variables used in the study gave rise to the now pervasively recognized (though often relabeled) judgment-clusters of status (e.g., confidence, ambition) versus solidarity (e.g., friendly, generous) traits (see, for example, Mulac, Hanley, & Prigge (1974) and Zahn & Hopper (1985) for the addition of dynamism traits such as active, lively, etc.).

The study was far from being a “one-off” affair. For instance, the important role of language in social evaluation was substantiated by introducing variants of the technique across a range of black, French, and Jewish communities in the United States, and in Israel, and the Philippines. Moreover, the roles of listener-variables such as age and interactions between speakers’ and listeners’ ethnicity-by-gender were also reported (see Lambert, 1967). In the latter respect, Lambert discussed the work of one of his students (Preston) who investigated whether judges react similarly to male and female speakers of the FC and EC guises. It was found that the EC listeners, in general, viewed female speakers more positively in their French guises, but the male speakers more favorably in their English guises. EC female listeners were not quite as resolute as male listeners in their upgrading of FC female listeners, but there was a still a strong tendency in the same direction.

Lambert and his associates also moved beyond “static” varieties of speech styles toward evaluations of language shifts, as in the case of language “convergence” toward and “divergence” away from, speakers (see Bourhis, Giles, & Lambert, 1975), and showed how language could affect other forms of social decision-making in an educational context (see Section 6.3.2). In addition, the original empirical effects were monitored from time to time to appraise the influence of changing sociocultural and historical climates in quasi-replication studies. For instance, Genesee and Holobow (1989) found that although the
downgrading of Québec French was dissipating in the wake of laws to provide the language with better institutional support, widespread improvements on ratings of status have not really been forthcoming.

7.3 Subsequent Empirical Explosion of Research

Work following through with this basic methodological paradigm, though modified in one way or another, continues today. Much of it is descriptive to the extent that it generates valuable base-line data about intergroup attitudes in particular sociolinguistic communities. Edwards (1982) points out that there are three broad possibilities for the underlying patterns of speech-style judgments: they may reflect (1) intrinsic linguistic superiorities/inferiorities; (2) intrinsic aesthetic differences; or (3) social convention and preference. It is, however, sociolinguistically unpalatable for languages and language varieties to be reasonably described, as (1) suggests, as being “better/worse,” “correct/incorrect,” or “logical/illogical.” Similarly, with (2), aesthetic judgments of language varieties do not in fact seem to be based on inherent qualities of beauty,” though they may be represented as such by members of speech communities. A series of studies (see Section 7.1, see Giles & Niedzielski, 1998) showed that listeners rating totally unfamiliar (foreign) varieties, which judges could not categorize as class- or status-related varieties, did not discriminate between them on the grounds of aesthetic criteria, although they were perceived to differ sharply in these qualities within their own speech communities. It seems, therefore, that evaluations of language varieties do not reflect intrinsic linguistic or aesthetic qualities so much as (3) the levels of status and prestige that they are conventionally associated with in particular speech communities (Trudgill & Giles, 1978).

7.3.1 The power of the standard accent

Empirical studies spanning a range of speaking situations and communities around world have produced a generally consistent pattern of results relating to the social evaluation of standard and non-standard speakers. Much of this has centered around the anglophone world and varieties of (frequently British) English, given the prestige and institutional support for this language (for the Brazilian case, see El-Dash & Busnardo, 2001). It should be recognized that notions of “standardness” are not unproblematic (see Edwards & Jacobsen, 1987), can be confusing (Crowley, 1999), and are ever-evolving. As a case in point, and with the assistance of two empirical studies, Kristiansen (2001b) claims that there are, in actuality, two Danish standards: one emerging in the media (Low Copenhagen), and the other, more traditional Copenhagen spoken in public institutions such as the school and business (see also, Long & Yim, 2000 regarding the complex standardization situations existing in Japan & South Korea). Nevertheless, a standard variety is the one that is most often
associated with high socioeconomic status, power, and media usage in a particular community. Received Pronunciation (RP) could reasonably be taken to identify standard British English, as it is most commonly designated. Indeed, the quality of what they espouse too has attracted more favorable content ratings (Giles, 1973). Even speakers of non-standard/“subordinate” varieties will tend to downgrade them (Giles & Powesland, 1975), with the appreciation of such social connotations beginning quite early in life.

Until very recently, RP-like varieties have attracted the most uniformly favorable evaluations in the English-speaking world, not only in Britain, but also in Australia (Ball, 1983), New Zealand (Huygens & Vaughn, 1984), and the United States (Stewart, Ryan, & Giles, 1985). Interestingly though, a study (entitled “Pax Americana”) conducted by Bayard et al. (2001) examined reactions to Australian-, New Zealand-, and American-English finding that the most highly regarded voice was the American female, followed closely by the American male. Even Australian students ranked Australian-English below American-English, and, while New Zealanders ranked their own New Zealand female moderately, all groups disliked the New Zealand male. It will be interesting, in future work, to rediscover the relative prestige of both RP and Standard American dialect in other anglophone settings (see Gill, 1994) and elsewhere (see, for example, El Dash & Busnardo, 2001; Jarvella et al., 2001).

Other dependent measures used to examine the effects of speech style are those of recall and cooperation. In Northern Ireland, Cairns and Dubiez (1976) found that children subsequently recalled more material when it was presented in RP than in other more local guises (see Giles, Henwood, et al., 1992). Giles, Baker, and Fielding (1975) showed that high-school students in South Wales provided more written information to (24 percent), and about (48 percent), an RP-accented speaker than they did to and about a regionally-accented (Birmingham) one. Similarly, matched samples of housewives wrote and provided more ideas on a three-item open-ended questionnaire when it was delivered by an RP speaker than by the same bidialectal researcher using her Cockney dialect (when the respondents’ local dialect was also Cockney; Giles & Farrar, 1979). This difference in cooperative behavior actually grew larger as respondents progressed from answering their first to the second and third answers (33 percent, 45 percent, and 72 percent more, respectively). And in a more recent elaboration of this study in a Danish setting, Kristiansen and Giles (1992) found the same overall pattern in favor of standard Danish in the Naevstad area (albeit this effect was influenced by the type of audience which attended particular kinds of films in a multi-screen cinema).

As alluded to in this last study, attributions of the perceived status of standard speakers are mediated by the social context in which evaluations are elicited. Creber and Giles (1983) found that the typical status-upgrading of RP was attenuated significantly when the testing situation was an evening youth club, compared with the (usual) classroom setting. On the other hand, Giles, Harrison, et al. (1983) found that the status connotations of RP were accentuated when informants were asked to discuss their speaker-evaluations with
each other for 90 seconds before making their ratings. The language of testing in MGT studies has also been shown to be important, as for example when Welsh bilinguals in a study by Price, Fluck, and Giles (1983) made evaluative distinctions between RP and a non-standard Welsh accent on status traits when the experimental procedure was conducted in English, but not when it was in the Welsh language. In sum, not only can the status connotations of a standard variety be diminished or exaggerated depending on the nature of the context, but the evaluative criteria brought to bear in them can also vary. While we do not cavalierly dismiss the potency of situational manipulations, the status accorded standard speakers is, nonetheless, extremely robust.

7.3.2 Social decision-making and language attitudes

Speech style is clearly an important social cue in many applied social contexts (Lippi-Green, 1997) including very small portions of it being poignant when requesting housing information from a potential landlord over the telephone (Purnell, Isdardi, & Baugh, 1999). Within the educational setting, Seligman, Tucker, and Lambert (1972) in fact found that speech style was an important cue in teachers’ evaluations of pupils, even when combined with other information, such as photographs of the children and examples of their schoolwork. Choy and Dodd (1976) reported that teachers evaluating standard English and Hawai’ian speakers consistently favored the former. Overall, research indicates that the perception of children’s so-called “poor” speech characteristics leads teachers to make negative inferences about their personalities, social background, and academic abilities. Clearly, these may lead to self-fulfilling prophecies to the disadvantage of non-standard-speaking children. Teachers may themselves induce behavior from children that confirms their stereotyped expectations.

Language attitude studies in the medical arena are not as frequent. Fielding and Evered (1980) showed that RP speakers are more likely to be perceived as having psychosomatic symptoms than non-standard accented patients, even when they are voicing exactly the same complaints. Moreover, medical student listener-judges in this study perceived lexical and syntactic differences between two supposed patients they heard on audiotape, despite the fact that these features were in fact held constant. Patients’ social class has been shown to affect the frequency of communication difficulties experienced by doctors, with working-class patients being disadvantaged as a consequence.

Legal and judicial settings also offer much scope for language attitudes in crucial social episodes. Seggie (1983) presented voices of speakers (in RP, broad Australian, and Asian-accented English) in the role of defendants. RP speakers were adjudged more guilty when the crime was embezzlement, whereas Australian-accented speakers were more severely judged when the crime was physical assault. In other words, “white-collar” crimes tend to be associated with prestige speakers whereas crimes of violence are cognitively aligned more with non-standard users. In Britain, recently, Dixon, Mahoney,
Howard Giles and Andrew C. Billings & Cocks (2002) asked raters, using the matched-guise technique, to evaluate an audio-taped interrogation by police officers with a criminal suspect who was pleading his innocence. They found that the Birmingham-accented suspect was rated significantly more guilty – and especially so when it related to a blue-collar crime (armed robbery) – than an RP-sounding suspect.

Most research in occupational settings has related to employment interviews (see Hui & Yam, 1987 for a Hong Kong case). Hopper and Williams (1973) showed that speech characteristics (for Standard American, black, Mexican-American, and Southern white speakers) were relevant to employment decisions, but decreased in importance when the interviews were for lower-status jobs. Indeed, Giles, Wilson, and Conway’s (1981) study in the British context showed a linear relationship between seven jobs, independently rated as varying in status, and the job suitability of RP and non-standard speakers.

Seggie, Smith, & Hodgins (1986) also elicited evaluations of employment suitability based on ethnic accent in Australia. Two groups of subjects of European descent — owners of small businesses and female shoppers — were asked to decide whether a speaker they heard on tape was suitable to be trained for a low- or high-status job; all the speakers were presented as having identical backgrounds and qualifications. The owners of small businesses heard Asian-, German-, and two (standard and broad) Anglo-Australian voices; the female shoppers heard Asian- and two Anglo-Australian voices. It is interesting that the businessmen did not differentiate between the two Anglo voices, whereas the shoppers regarded the standard speakers as being unsuitable for low-status job training. The businessmen rated the Asian voice equally with the standard Anglo voice, while the shoppers rated it equivalent to the broad Anglo voice. The authors offer an explanation of these findings in terms of the different cognitive schemas of the two groups (see also, Thakerar & Giles, 1981). The businessmen have knowledge of the success of Asian business in Australia, whereas the female shoppers are more likely to think of Asians as restaurant workers; different evaluative profiles, it is suggested, emerge as a consequence.

7.3.3 The power of non-standard varieties

While non-standard accented speakers per se attract less prestige than standard accents, and particularly so among older speakers (Giles, Henwood, et al., 1992; but for a different pattern, see the Japanese-American case of Cargile & Giles, 1998), research in a number of cultures shows that a status-hierarchy differentiating among non-standard varieties exists. This has been shown to be so for English non-standard varieties (Giles & Powesland, 1975) as well as for regional varieties of Welsh (Garrett, Coupland, & Williams, 1995). Likewise in France, a Parisian guise was rated more favorably along competence traits than a Provincial guise, which was afforded more prestige than a Brittany guise which, in turn, was more highly evaluated than an Alsace guise (Paltridge & Giles, 1984). But beyond this, the degree of accentedness displayed by the
non-standard speaker has also been accorded social significance. Ryan, Carranza, and Moffie (1977) found that students’ ratings of Spanish-accented American English became less favorable (across nine varieties) the more heavily-accented the speaker sounded. Such fine sociolinguistic discriminations are not made everywhere, however. Cargile & Giles (1997), for instance, found that while the Japaneseness of an American accent did influence person perception and feelings of pleasure, strength of accent did not, nor did it have an effect on listeners’ level of arousal. In Costa Rica, Berk-Seligson (1984) also found little evaluative distinctions between mildly-accented and broadly-accented non-standard Spanish, but a considerable evaluative divide between these two and the standard variety.

There is another side to this evaluative coin. In many contexts, including Britain, it has been shown that non-standard speakers are upgraded on traits relating to solidarity, integrity, benevolence, and social attractiveness relative to non-standard speakers (Giles & Powesland, 1975), and especially so in contexts, like family ones (Carranza & Ryan, 1975). In Switzerland, for example, Hogg, Joyce, and Abrams (1984) found that judges rated High German and Swiss German speakers equivalently on status dimensions, but Swiss Germans more favorably on solidarity traits. In Ireland, a Donegal speaker was rated the most competent of five Irish guises, but a Dublin speaker, who was regarded the lowest in this regard, was considered the highest in social attractiveness (Edwards, 1977). And in the United States, Luhman (1990) invited Kentucky students to evaluate the personalities of Standard Network American and Kentucky-accented speakers. The former were judged in the high status/low solidarity quadrant, while Kentucky-accented speakers were found in the low status/high solidarity quadrant. Returning to Britain, Garrett, Coupland, and Williams (1999) found that school students’ views of RP speakers were far less positive than their teachers’. Indeed, while conceding prestige to speakers of RP, Garrett (2001) overviewed a research program in Wales where RP speakers “are not considered so likeable or fun to be with, or to have interesting things to say, they are ‘not like us’ and they attract labels like ‘posh’ and snob’ from teenagers” (p. 627).

Such evaluations in favor of the non-standard voice have been extended to powers of persuasiveness in Britain (Giles, 1973) as well as to attributions of dynamism in Hawai’i Creole speakers in comparison to their Standard American counterparts (Ohama, et al., 2000). The persuasiveness of the non-standard variety is particularly potent when speakers of it portray an ideological position that is stereotypically incongruous as in the case where Hispanic-accented speakers in the USA defend the English-only movement (Giles, Williams, et al., 1995). However, pro-non-standard patterns can be qualified on some occasions by speakers’ gender, as we have noted already. For instance, while white Australians and Aborigines upgraded male Aboriginal speakers as more friendly, trustworthy, and gentle than white males, Aboriginal female speakers were, in complete contrast, rated less favorably on solidarity traits (Gallois, Callan, & Johnstone, 1984).
7.3.4 The politics of language attitudes

Language attitudes are, of course, sensitive to local conditions and changes in the sociopolitical milieu (see Baker, 1992; Giles & Pierson, 1988; Lippi-Green, 1997; St. Clair, 1982). For instance, Bourhis and Sachdev (1984) found that Anglo-Canadian secondary school students had less favorable attitudes toward Italian language usage when the demographic proportions of Anglos and Italians in their immediate school environment were equal, as opposed to when Anglos were the clear majority. Such findings illustrate the notion that negative language attitudes are not as prevalent when there is a clear in-group and out-group. Bourhis (1983) has also shown that the changing political climate in Québec has been associated with modifications in attitudes toward the use of Canadian French and English. In South Wales, at a time when Welsh identity appeared to be particularly strongly sensed in the community, Bourhis, Giles, and Tajfel (1973) found that bilingual speakers were perceived more favorably than RP-accented ones, and in ways that were not evident some years earlier. Tong, et al. (1999) also argued that language attitude profiles in Hong Kong as they were associated with Cantonese and Mandarin speakers reflected listeners adjustments to their new and old identities after the Colony passed back to the People’s Republic of China.

An even more vivid illustration of language attitudes comes from Woolard and Gahng (1990) who collected MGT data in Barcelona in 1980 and then again with a matched sample in 1987. They found at the first time of testing that Catalan speakers were accorded more status than Castilian speakers, regardless of whether the listener-judges were Catalan or Castilian speakers themselves. The ethnolinguistic background of the judges was, however, very potent when the solidarity dimension was examined. Castilian judges gave high ratings to fellow Castilians who spoke the in-group language, but severely downgraded them when they were heard to be speaking Catalan (notwithstanding its status in this area of Spain). Catalan listener-judges rated their in-group variety higher on solidarity traits than the outgroup language, but were quite indifferent as to whether Castilians accommodated their language or maintained their Castilian.

Since Woolard and Gahng’s first testing widespread changes emerged with respect to language politics. In 1983, a law was passed giving the language co-official status alongside Castilian in government, legal, affairs, education, the media, etc. When replicating the study in the wake of these language policies, Woolard and Gahng found an even stronger status superiority for Catalan yet a “loosening of the bond between the Catalan language and native Catalan ethnolinguistic identity. It no longer matters so much who speaks Catalan, but rather simply that it is spoken” (p. 326). Hence, Castilian listeners no longer downgraded their in-group on solidarity traits for speaking Catalan and Catalan listeners were now more favorably disposed toward Castilians who accommodated them.
Thus, it seems reasonable to propose that when a non-standard speech style is, or becomes, a valued symbol of in-group pride (be it working-class, ethnic, or occupational), individuals who are strongly committed to their social group membership display evaluative preferences for their own variety (Bresnahan, Ohashi, Nebashi, Liu, & Morinaga Shearman, 2002). For instance, Flores and Hopper (1975) found some preference for Mexican-American speech styles among people who identified themselves as “Chicanos,” a term associated with cultural and linguistic pride.

7.3.5 Other intervening and mediating variables

It is often the case, but not always (as in the case probably of German-accented speech), that non-standard speakers are concentrated in the lower socio-economic strata and are accorded lower prestige as a consequence. Thus, Ryan and Sebastian (1980) suggested that assumptions about social class could lead to the downgrading of ethnically-accented speakers. They were able to demonstrate these interaction effects by presenting social class background information to judges along with the vocal guises of standard and non-standard speakers (in an orthogonal factorial design). The evaluative differences between standard American and Mexican-American speakers were drastically reduced when they were both known to derive from middle-class backgrounds. Yet, this interdependence of accent and social class information has not shown up in more recent studies in other speech communities. For example, Giles and Sassoon (1983) found that whether a speaker was known to be middle class or working class, his non-standard speech style still evoked a lower rating on status-traits in comparison with RP speakers.

The meshing of non-verbal, visual cues with vocal and verbal ones is, perhaps surprisingly, an understudied domain and one that holds out much potential for future work. The evaluative potency of accent effects (in this case, Asian versus more standard British accent) was not diminished when visual cues were added to the presentation of vocal styles (Elwell, Brown, & Rutter, 1984). But interestingly, Aboud, Clément, and Taylor (1974) demonstrated in Québec that socioeconomically “incongruous” presentations of photographs of people at work and their voice samples (e.g., a middle-class-looking speaker with a Joual accent) were reported as being a more pleasing combination for potential workmates than “congruous” stimuli (e.g., middle-class-looking and -sounding individuals). The opposite was the case for potential superiors or subordinates.

In fact, relatively few studies have manipulated accent, dialect, or language along with other language factors. Giles, Wilson, and Conway (1981) showed that accent had as significant an effect on listeners’ social evaluations as did lexical diversity in Britain, while Bradac and Wisegarver (1984), in a most ambitious design in the United States varying lexical diversity, accent, and social class background information, demonstrated that these factors were additive on status-related dimensions. This “combinatorial model” suggests
that the least favorable status-judgments will be made for non-standard
speakers, low in lexical diversity, with a known working-class background,
and vice versa. Interestingly, accent was a less salient variable than lexical
diversity on status-traits in this study.

Message content has rarely been examined alongside speech-style effects,
although it has been shown to bear significant consequences (Cargile &
Giles, 1997; Giles & Johnson, 1986). For instance, Powesland and Giles (1975)
showed an “incongruity” effect, again, where speakers who argued in ways
not expected from their voice-patterns (e.g., an RP speaker advocating greater
powers to Trade Unions) were upgraded as a consequence of their presumed
integrity. Gallois, Callan, and Johnstone (1984) have also discussed the mediat-
ing influence of perceived message threat in determining social evaluations,
while attaching even greater weight to the role of social distance. Many recent
studies have shown that standard listeners infer from a non-standard speech
style not only that such speakers would be unsuitable as partners in close
personal relationships, but would be likely to hold many dissimilar beliefs
(e.g., Stewart, Ryan, & Giles, 1985). Also, they are perceived as being less in
control communicatively (Bradac & Wisegarver, 1984). Future research needs
to explore whether, and the precise ways in which, belief dissimilarity, direct
threat, large social distance, low control (and doubtless other factors) mediate
the perception of non-standard speech and low-status ratings.

### 7.4 Speaker Evaluation and Person Perception

Researchers are now beginning to develop theories pertaining to the effects
of language on person perception. Ryan, Giles, and Sebastian (1982) provided
a framework for understanding the two primary sociostructural factors
affecting language attitudes. They articulated speaker assessment as a model
with two crossing dimensions: (1) standard vs. non-standard and (2) increas-
ing vitality vs. decreasing vitality. Standardization is defined as the codified
form of language that the power elites of society consider to be acceptable.
Relatedly, vitality (the second dimension) is termed as the practical use
of the language itself and implicitly raises the question of whether people
actually speak the standard or non-standard language (see El-Dash & Busnardo,
2001 for an empirical investigation). When viewed as a whole, this model
provides an appropriate heuristic for language assessment, as the authors
argued that any language or dialect can be placed along these standardiza-
tion/vitality continua. Giles and Ryan (1982) also provide a complementary
model for interpreting perceived language attitude situations and evaluat-
ive ratings. Again, they argue for two broad dimensions: (1) status-stressing
vs. solidarity-stressing, and (2) person-centered vs. group-centered. This
model stressed the context of the situation and the type of study involved as
key elements that need to be examined when determining the validity of
a study.
A decade later, Cargile, et al. (1994) detailed a general process model of speaker evaluations that has been elaborated further by Cargile and Bradac (2001) with particular attention (among other factors) to how a listener’s emotional state (or mood) can influence speaker evaluations, and how these, in turn, can shape raters’ social identities – as Americans, women, older, or whatever (see Cargile & Giles, 1997; Giles, Williams, et al., 1995). In addition, these listener-processing models afford considerable theoretical status to information processing. More specifically, the particular social goals listeners bring to bear on the evaluative task to hand, their levels of involvement in and the amount of attention they expend (mindfully or automatically) on it, can be very important for outcomes. This being so, the mechanisms of cognitive work in which listeners can engage in forming their language attitudes are of much value for theorists in designing future research. Furthermore, the contribution which these listener processing models have made to sociolinguistic accounts is the realization that, as the above authors write, “...attitudes about language are not a singular, static, phenomenon. Rather, they affect, and are affected by, numerous elements in a virtually endless, recursive fashion” (p. 215). In essence, speaker evaluation may always be viewed as slightly incomplete, as this circular process has no direct beginning or end, making any point of entry for research an intuitively reassured guess. Nonetheless, the authors argue that speaker evaluation can be assessed even within the circular model, noting that the model is a useful heuristic for the study of how language influences evaluations by bisecting the process both linguistically (verbal and non-verbal) and attitudinally (effects on cognitions and behaviors).

The development of speaker evaluation profiles can also be grounded within attribution theory (see Hewstone, 1989). Kelley (1972), one of the pioneers in this area, has coined the term causal schema. He argues that people store their schemata cognitively and then implement these mental elements to judge people. Another one of Kelley’s (1967) attribution theories, that of covariation, furthers this conceptualization by arguing three applicable principles: consistency, differentiation, and deviation from consensus. More specifically, covariation theory applies to additional judgments in a schema once a first judgment has been made and whether these supplemental judgments support or deviate from the consensus. While these attribution frameworks assist our understanding of how speakers can be evaluated within communication, a model taken from Giles and Powesland (1975) articulates the practical implications of this form of research. The authors argue that once deficiencies in the perceptions of language are pinpointed, speakers of this language can alter the way in which they speak in order to best fit into mainstream society (see also Street & Hopper, 1982).

In sum, the study of language attitudes can be grounded in a range of theoretical positions relating to person perception. These explain how lexical, dialectical, and semantic differences become embedded in language, ultimately altering the way in which cultures and segments of society are viewed.
7.4.1 The MGT paradigm from a more discursive perspective

Several innovative developments are possible if, at least as an alternative design, language attitudes are approached from a *discursive* perspective (Giles & Coupland, 1991; see also, Preston, 1999). That is, one where social meanings (and in this case, language attitudes) are assumed to be inferred by means of *constructive, interpretive* processes drawing upon social actors’ reservoirs of contextual and textual knowledge; a perspective which has, of course, much in common with constructivist and pragmatic orientations. Indeed, the matched-guise paradigm is one that seems to have been reluctant to move beyond a static, input-output mechanism.

It is an established tenet of discourse analysis that meanings arise from the interplay of communicative acts and the full range of factors in their contextualization. Another is that texts are never “neutral,” although recall in Section 7.2 we noted that this is an avowed and valued control feature of the MGT. Texts inevitably seek to establish or subvert, through complex and often inconsistent means, rhetorical, political, and ideological positions. This may seem an exaggerated claim in the case of texts we researchers may have composed *explicitly* to be uncontroversial or even trivial, and to be politically and socially inert. But to take a case in point, how is it possible to generate a text that is “age-neutral”? Giles, Coupland, et al. (1990) tried to do precisely this in a matched-guise study which required listeners to evaluate a speaker varying in terms of speech rate (fast, medium, or slow), accent (standard or non-standard), and age (young adult vs. elderly). The passage spoken was supposedly an extract from an interview where the speaker was talking at length about his car. Adopting the traditional rating measures, they found that few effects emerged for speaker’s age. However, in addition, the researchers asked textually-interpretive questions and found that when providing listeners with extracts from the text, such as the speaker saying, “I didn’t know what to think,” the listeners interpreted this variously depending on the speaker’s age. Hence, his “not knowing” was more likely to be attributed to his being “confused” if elderly (the speaker was in fact perceived to be in his early sixties), or if young (early thirties). When asked why they rated the speaker as they had done, despite the fact that he said exactly the same thing in each condition, he was described as “arrogant and pompous” when in the guise of a young, standard speaker; “trying to impress” or “using the words of others” when non-standard and young; “egocentric, living in the past, and talking of trivia” when standard and elderly; and even “stupid, and losing his grip” when non-standard and elderly. Even more interestingly, when invited to substantiate these accounts by pinpointing textual information, respondents would very often highlight exactly the same utterances to justify their (very disparate) claims.
The evaluative process needs to be separated conceptually from its “reporting,” since language attitudes are, after all, appraisals conveyed in a particular context. Indeed, the reporting can come about in many different forms and may, in reality, never be transmitted or even mindfully appraised. Recent work in Britain has begun to challenge – if not deconstruct – the very notion of “attitude” as currently measured and conceptualized in social psychology. And this is the very bedrock upon which language attitude studies are based. Potter and Wetherell (1987) point not only to the variability inherent in people’s social attitudes when they are expressed in talk (even within the same conversation), but also question whether attitudes can be rarified in the minds of individuals away from the assumed objects to which they are targeted in the “outside world.” As we know from a myriad of studies in the social psychology of language (e.g., Street & Hopper, 1982), our judgments about how people actually sound and speak – the object of language attitudes – can themselves be a constantly redefining, social construction process and dependent on social cognitive biases. Hence, “language varieties” on the one hand, and “attitudes” on the other, are symbiotically related in a subjective sense, rather than the dichotomous entities they are assumed to be in the MGT paradigm. Billig (1987) also considers attitudes in a wider historical context as positions in an argument and embedded in particular social controversies. Attitudes in this sense are not only explicit appraisals pro or contra a position, but also include an implicit stance against counter-positions. In sum then, we have arguably paid too little attention to the cognitive activities involved in recipiency, and to the complex interrelationships between language and attitudes and the functions of these in discourse (see Cargile et al., 1994).

### 7.4.2 Language attitudes and linguistic action

It is appropriate to conclude this chapter by asking the question: To what extent do people’s language attitudes predict their sociolinguistic behavior? Although early social psychological research on attitudes implicitly assumed that by understanding a person’s attitudes one could predict behavior, contemporary research is far more critical. Fishbein and Ajzen (1975) proposed that the predictability of a behavior is increased by working with attitudes and behaviors defined at an equivalent level of specificity. According to their “theory of reasoned action,” an action is viewed quite simply as a person’s intention to perform (or not perform) a behavior (e.g., speaking French to a customer in Québec). The basic determinants of a person’s intention are also specified. The person’s attitude toward the behavior is a function of beliefs about the consequences of performing a particular behavior and the person’s evaluation of these consequences. The second determinant of intention, subjective norms, are themselves determined by the person’s normative beliefs regarding the expectations of others, and the person’s motivation to comply with these expectations.

Another approach which emphasizes the idea of attitude toward behavior is Jaccard’s (1981) “behavioral alternative” model which considers situations in
which an individual can perform one of a number of alternative and mutually exclusive behaviors (e.g., one must choose to speak a standard or non-standard dialect, assuming for simplicity, that code-switching is not possible). According to Jaccard, the individual may be said to possess an attitude toward performing each of the behavioral alternatives available. The individual will decide to perform that alternative for which the most positive attitude is held. Thus, the prediction of behavior is based on an intra-individual comparison of behavioral alternatives, and each person’s attitude toward speaking a variety of language might have to be measured (for a variety of situations) in order to predict accurately.

7.5 Epilogue

We have seen how the MGT has blossomed since its inception and language attitude studies are now at the core of the social psychology of language. Indeed, Garrett (2001) argued that “since explanations of sociolinguistic phenomena are most likely to be found in social psychological processes, language attitudes are a key component of sociolinguistic theory-building” (p. 630). Listeners can very quickly stereotype another’s personal and social attributes on the basis of language cues and in ways that appear to have crucial effects on important social decisions made about them, as we saw in the medical, occupational, and legal spheres. There are different kinds of evaluative profiles attending individuals who use language in different ways in different contexts, and a wide range of contextual, speaker-, and listener-variables have been shown to interact in this process. We noted that a plethora of theoretical models are beginning to emerge at different levels of analysis, which is timely given the accumulation of findings worldwide (see also, Bradac & Giles’ (1991) developmental model of the process whereby language attitudes can be socialized early in life). Moreover, we argued that the evaluation phase of the MGT was indeed a process – a discursive event – and that much active interpretive work gets done during these studies.

In this chapter, we have identified where language attitude research has been over the past 40 years in order to determine where the research will be going in the future. We envision that future research will examine (1) the influence of accent, particularly in regard to content; (2) the heterogeneity of speakers offered as representative of a speech community (Luhman, 1990) and others implanted alongside them in the evaluative frame (Abrams & Hogg, 1987); (3) the influence of language attitudes on self-presentation, accommodative tactics, and argumentation; (4) the role of friendships in molding language attitudes (Bresnahan et al., 2002) together with the integration of information processing at the relational interpersonal (Berger & Bradac, 1982) and intergroup (Ryan, Giles, & Sebastian, 1982) levels into one approach; and (5) how we talk about language varieties (Giles & Coupland, 1991; Preston, 1999). Therefore, much remains to be achieved, not least regarding the relationships between
language attitudes and linguistic action. Edwards (1999), alongside Milroy and Preston (1999), calls for bridging gaps between evaluative reactions and speech attributes, therein extolling the virtues of “a more linguistically aware social psychology or a more psychologically aware sociolinguistics” (p. 108). Both arguments are quite valid and are important steps toward making the necessary connections between the plethora of one-shot studies and the interdisciplinary area this work entails. Much language attitude work has been completed over the past 40 years; now is the time to begin bridging the past studies to ground future endeavors.
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8 Language Attrition

MONIKA S. SCHMID AND KEES DE BOT

8.1 Introduction

Language attrition (for the purpose of this article, the discussion will be confined to the attrition of an L1) is often considered to be a reversal of language acquisition. On the most general level, this definition is fairly uncontroversial: where language acquisition is a process during which the proficiency in a first or second language increases, in the process of language attrition, lack of contact leads to a reduced level of proficiency in the attriting language. (We find definitions which base language acquisition not only on actual loss of knowledge that can be shown or assumed to have been there at a previous time, but on “incomplete acquisition” as well (Polinsky, 1994, p. 257) to be unhelpful for the description of language attrition.)

The task of the study of language attrition is to provide a more detailed analysis and explanation of this rather idealized picture, to describe the observed process of loss from linguistic as well as sociolinguistic perspectives, and to try and model the (contact) variety of the attriting language within given theoretical frameworks. Such an analysis has to take into account observed differences in the application of rules of grammar and lexical selection between attrited and non-attrited language use (i.e., what are commonly perceived as “mistakes”), but ideally it should also attempt to describe the linguistic behavior of attriters and non-attriters from a more holistic perspective. The analysis should therefore include aspects of the attriting language even where it is not “deviant” in an immediately obvious way, e.g., by establishing factors such as type-token frequency, lexical richness, or grammatical complexity. Any study that focuses merely on “what is lost,” i.e., on “mistakes” in the speech of an attriter, fails to take into account avoidance strategies that she might have developed in order to deal with her reduced capabilities. If these strategies are perfected in a simplification of the linguistic system, her speech might very well show up little or no “interferences” at all, and the emerging picture might be skewed if “deviant” utterances are all that is considered.
The picture of the attrited language which thus emerges should help us understand how different linguistic levels are affected by the attritional process, how different sociolinguistic variables affect the attritional process, and whether any of the theoretical models available can account for these observations.

8.2 Models and Theories

There are predominantly four theoretical models and frameworks available to the study of language attrition:

1 Jakobson’s regression hypothesis,
2 language contact and language change,
3 Universal Grammar and parameter setting,
4 psycholinguistic questions of accessibility.

However, the division between these frameworks cannot be drawn as neatly as this list might lead one to suspect. Often theories will overlap, or features of an observed attritional variety can equally well be accounted for by several of these theories or by an interaction of them. Moreover, some of the theoretical aspects underlying these different hypotheses are related. For example, in the search for universal linguistic mechanisms, parallels between language change, language acquisition, and (pathological) language loss have been pointed out. This suggests that the evolution of a linguistic system over a long time in a language community and over a short time in an individual might follow some of the same or similar principles (cf. de Bot & Weltens, 1991).

8.2.1 Regression

The regression hypothesis has a tradition that goes back far longer than any other theory in language loss: it was first formulated by Ribot in the 1880s, and taken up again by Freud in connection with aphasia. It was Roman Jakobson who in the 1940s integrated it into a linguistic framework, specifically in the area of phonology (Jakobson, 1941). At the center of this hypothesis is the assumption that

[t]he pattern of language dissolution in aphasics is similar, but in reverse order, to the pattern of language acquisition in children. Those aspects of language competence acquired last, or, more precisely, those that are most dependent on other linguistic developments, are likely to be the first to be disrupted consequent to brain damage; those aspects of language competence that are acquired earliest and are thus “independent” of later developments are likely to be most resistant to effects of brain damage. (Caramazza & Zurif, 1978, p. 145)
The regression hypothesis has been the subject of much debate in research on both pathological and non-pathological loss. It is probably generally accepted nowadays that this hypothesis does not provide a conclusive framework for aphasia (Berko-Gleason, 1982, p. 17; Caramazza & Zurif 1978, p. 146). However, the fact that languages are acquired in stages by children has been taken to suggest that language competence is “layered,” and that attrition will work its way from the topmost layer to the bottom (Andersen, 1982, p. 97; Berko-Gleason, 1982, p. 14; Caramazza & Zurif, 1978, p. 145; Seliger, 1991, p. 227). A related approach is based on the notion of frequency of reinforcement, hypothesizing that it is not what is learned first but what is learned best that is least vulnerable to language loss (Berko-Gleason, 1982, p. 21; Jordens et al., 1986, p. 161; Lambert, 1989, p. 7).

The difference between these two lines of thought, as well as the major theoretical problem in connection with the regression hypothesis, can be reduced to the two basic competing frameworks in the theory of L1 acquisition: the nativist (or Chomskyan) and the cognitivist (or Piagetian) approach. If the sequence of L1 acquisition is seen as determined by an innate language learning capacity developing autonomously (Chomsky, 1965, pp. 27–37), then the hypothesis that the loss of this autonomous system will proceed in inverse order appears at least possible. The linguistic system could “atrophy” due to lack of use, and this atrophying process could be the reverse of the acquisitional one. If, on the other hand, the linguistic capacity is seen as being paced by the growth of conceptual and communicative capacities in L1 acquisition, then such an assumption would not make sense: in non-pathological language attrition, it is not the conceptual and communicative skills that are affected, but the lexical and grammatical system. If the cognitive concepts that are seen as the prerequisites for the acquisition of a certain feature – e.g., the concept of singularity and plurality, which the child must have in order to acquire the singular/plural distinction – are not lost, there is no reason why the grammatical features that express them should be.

Studies of language attrition using this framework: Jordens et al. (1986); Jordens, de Bot, and Trapman (1989); Håkansson (1995); Schmid (2002).

### 8.2.2 Language contact and language change

The notion that in situations of language contact and ensuing language change the modifications that can be observed in the linguistic system of one of these languages are entirely or in parts due to one language’s encroaching on the other is fairly widespread and probably true to some extent. In the lexical, or open-class domain, at least, it is hard to see where effects like code-switching and code-mixing should come from, if not directly from the linguistic system of the L2.

In the grammatical system, however, a clear distinction of cases of language contact from modifications within the linguistic system of one language that are not due to influences from the other is often problematic. Studies on
language death as well as situations of intense language contact, e.g., creolization, have often discovered modifications within a linguistic system that cannot be explained by interlanguage effects alone. The distinction between externally and internally induced linguistic change in language attrition was made by Seliger & Vago (1991, p. 10), who identified different strategies of linguistic change caused by these two forces.

Studies of attrition within this framework have to be based on a comparison of linguistic features of both languages, trying to isolate phenomena that can only be due to interlanguage effects against mistakes that are internally induced. In this context, the role of contrast between the two languages is clearly a determining factor, but speculations as to its effect are contradictory: it has been hypothesized that features that are cognate in L1 and L2 are more likely to be retained while categories that do not have an equivalent in the L2 will be lost both in language attrition and language death (Andersen, 1982, p. 97; Lambert, 1989, p. 7; Romaine, 1989, p. 75; Sharwood Smith, 1989, p. 193; U. Weinreich, 1953, p. 43). However, an alternative hypothesis is that at a certain stage in language attrition, due to lack of input in the attriting language (AL), the grammar of the non-attriting language (NAL) will become a source of “indirect positive evidence” which will affect grammaticality judgments in the AL (Seliger, 1991, p. 237). The two linguistic systems will interact in those domains where both of them contain a rule which serves the same semantic function, and “that version of the rule which is formally less complex and has a wider linguistic distribution . . . will replace the more complex more narrowly distributed rule” (Seliger, 1989, p. 173). It should be noted that the distinction between interlanguage and language change effects is often very hard, if not impossible, to draw. Analytical structures can develop in contact languages, even where both linguistic systems have highly developed synthetic structures. However, they can also arise out of processes of non-contact-induced linguistic change.

Difficulties in the distinction of processes of interlanguage vs. internal simplification of a system notwithstanding, some processes that were predicted or have been shown to obtain in language attrition are qualitatively different from processes that could be explained by interlanguage alone. (This, however, does not preclude the possibility that, once gaps in the linguistic system of the AL have been created, NAL elements might move in to fill the voids thus created.) Language loss is thus often seen as a form of language change that is speeded up within the individual or within the community. Some of these predictions have been empirically verified (see e.g., Schmidt, 1991 on Dyirbal under the influence of English; Dorian, 1982 on East Sutherland Gaelic under the influence of English; and Håkansson, 1995 on the L1 attrition of Swedish in English/Swedish or French/Swedish bilinguals).

8.2.3 Universal Grammar (UG)

At a very basic level, the UG approach to language attrition is not unrelated to the regression hypothesis, since it also considers acquisitional factors. It is, however, not so much based on an observable sequence of acquisition but on grammatical reasons for this sequence.

The parameter view on language acquisition and language attrition is based on Chomsky’s notion of a UG which contains a set of fixed principles and certain open parameters which are set during the acquisitional process (Chomsky, 1981, p. 4; Ingram, 1989, p. 64; Seliger & Vago, 1991, p. 12). This theory is complicated by the assumption that certain parameters carry a preferred or unmarked setting, which, in the absence of evidence to the contrary, will be the value assigned to the specific feature.

The parameter view has instigated many studies into first and second language acquisition, with a view to establishing factors such as:

- Are children born with an innate knowledge about universal properties of the linguistic system?
- If a parameter is set to a specific value, can that setting ever be neutralized (e.g., in L2 acquisition, if the settings for L2 differ from those of L1)?
- the role of markedness in this context: Can a marked parameter be reset to an unmarked setting in L2 acquisition?

Within the framework of L1 attrition, it has been proposed that this process might involve the “unmarking” of parameters that have been set to a marked value in L1 (Håkansson, 1995, p. 155; Sharwood Smith, 1989, p. 199). However, Sharwood Smith & van Buren hypothesize that since parameter settings are influenced by evidence from input, and since language attrition is characterized by lack of evidence through lack of contact, marked values in the L1 might persist (Sharwood Smith & van Buren, 1991, p. 26). As yet, there are no data to support this view.


8.2.4 Psycholinguistics

The psycholinguistic model of language attrition augments the perspectives on language internal and acquisitional factors by taking into account features of processing and memory retrieval, dealing with more general psychological issues like the accessing and forgetting of information. It thus reflects the growing emphasis on psycholinguistic processes in bilingual speech production at large that the past decade has witnessed.

For some time now, attrition researchers have attempted to establish whether evidence for attrition is evidence for something being irretrievably “lost” or merely an indication of a temporary problem of accessibility – an issue that is
somewhat related to the competence–performance debate in language attrition. The question of whether attrition merely affects procedural knowledge, or whether the actual knowledge of a language can become deteriorated (Ammerlaan, 1996, p. 10) – or, on a more general level, whether knowledge once acquired can ever be lost from memory – has not conclusively been resolved, but evidence overwhelmingly points toward what difficulties there are being only temporary.

Studies of language attrition using this framework: Ammerlaan (1996); Hulsen (2000); Hulsen, de Bot & Weltens (1999); Köpke (1999); Schoenmakers-Klein Gunnewiek (1998).

8.3 Linguistic Levels

Ever since Weinreich’s seminal study on language contact (U. Weinreich, 1953), contact linguistics has attempted to provide a classification of linguistic material in terms of likelihood for transfer. It is generally agreed that there is a cline of “borrowability” within the linguistic system; that lexical items are borrowed more easily than functional or grammatical ones; that nouns are more easily borrowed than verbs, and so on (Muysken, 1999; Romaine, 1989, p. 65; Wilkins, 1996). This has led to the assumption that the attritional process might not be an overall decline of linguistic proficiency, but that certain levels or faculties might be affected earlier or more profoundly than others. Consequently, it has often been hypothesized that language attrition will first manifest itself on the level of the lexicon, and only later move on to affect grammatical and syntactic categories.

8.3.1 Lexicon

Where lexical items are concerned, “interferences” of several types can occur. The first and surely most widespread of these is the use of NAL items in AL discourse. This is a frequent feature in the discourse of bilinguals, especially with other bilingual interlocutors, and it is very doubtful whether simple code-switching can be considered evidence for attrition. Suffice it to say that the use of an NAL item does not necessarily license the conclusion that the speaker has “lost” the corresponding AL items (Romaine, 1989, p. 143) or even that she cannot access it within the time span allocated for that task in on-line discourse; she might also feel that the NAL item is for some reason more “appropriate,” “sounds better,” or is more salient. Some pragmatic functions of code-switching – such as providing “local color” or flagging quotations – have been pointed out by Appel & Muysken (1987) and Romaine (1989, p. 160ff.).

A second area in which the lexicon may be affected in language attrition is that of specificity of meaning. This can manifest itself in different ways, e.g., what has been called “(semantic) extension” (Romaine, 1989, p. 56),
“semantic transfer” (de Bot & Clyne, 1994, p. 20) or “loanshift” (Haugen, 1953). In this type of interference, the meaning of a word from the base language is extended so that it corresponds to that of another language, leading to overgeneralizations. Consider the case of English *take and break. In some cases, the German equivalents of these verbs, nehmen and brechen respectively, are adequate translations, in others they are not, as is illustrated by English to take a sandwich and German ein Brot nehmen, but English to take a picture and German *ein Foto *nehmen (→ ein Foto machen). It has been shown that such selectional restrictions are vulnerable to language attrition, in some cases extending to composite items, yielding what has been called a “calque,” i.e. a morpheme-by-morpheme translation, as in the case of English look after which is translated to German nachschauen ‘look up’ and used instead of the semantic equivalent sich kümmern (Altenberg, 1991, p. 198ff.; Clyne, 1981, p. 32).

A further type of mistake that sometimes occurs in the speech of attriters is that an AL word which is homophonous to an NAL item with a different meaning is used in inappropriate contexts (Romaine, 1989, p. 56). An example of such an interference is given by Schmid (2002, p. 33) who found the German verb zerstreuen (‘to scatter’) used with the meaning of English destroy, instead of the appropriate German zerstören.

Interferences of all these types are easily spotted and analyzed in attrition studies, since they show up on the “surface level” of utterances. Much more difficult to find is evidence for a predicted reduction of the vocabulary, i.e., a loss in lexical richness. It has often been hypothesized that this will be one of the most prominent characteristics of an attriter’s speech (Andersen, 1982, p. 94; Grendel, Weltens, & de Bot, 1993, p. 59; Olshtain, 1989, p. 162; Olshtain & Barzilay, 1991, p. 146; Yağmur, 1997, p. 9).

Several studies have attempted to find evidence for or against such a reduction. The hypothesis that it will manifest itself first in low-frequency, highly marked lexical items (Andersen, 1982, p. 94) was tested through a retelling of a picture book (the ‘Frog story’) and an analysis of overgeneralized use of frequent, general terms in situations where a more specified term is required provided evidence to support this hypothesis (Olshtain & Barzilay, 1991; Yağmur, 1997). A further test that has been conducted in this framework is Fluency in Controlled Association (Waas, 1996; Yağmur, 1997).

Since both these tests establish lexical richness in a specific field only, a broader approach might be desirable. This could be established through type/token ratios of a larger stretch of discourse or (ideally) through an analysis of the distributional frequencies of the tokens used in native speech. This is extremely tedious and time-consuming work, which may account for the fact that few studies to this date have conducted such an analysis on the data collected (de Bot & Clyne, 1994; Schmid, 2002). The only study so far which compares these findings to data from a monolingual control group (Schmid, forthcoming) does find evidence for a significant reduction both of type-token ratios and of word frequencies for all of her attriters.
8.3.2 Morphology

Where language attrition in the domain of morphology is concerned, it has been predicted that the attrited variety will exhibit an overall reduction in morphological complexity, resulting in a more analytical structure. Features that have been mentioned in this respect are:

- interlanguage effects in free morphemes,
- reduction in allomorphic variation,
- loss of agreement, especially across phrase boundaries,
- a movement from inflectional devices and allomorphic variation toward more regularized or analytic forms,
- a trend toward periphrastic constructions (e.g., from an inflected future tense to a go-future),
- grammatical relations tend to be encoded less by bound morphemes and more by lexemes.

(cf. Andersen, 1982; Hagen & de Bot, 1990; Maher, 1991). The selection of these features is largely based on observations from language contact, language change, and language/dialect death. An interesting hypothesis that has hitherto gone uninvestigated predicts a reduction in morphological distinctions that is dependent on the amount of vital information they contribute to the discourse and suggests that distinctions will be maintained if their loss would result in frequent loss of information (Andersen, 1982, p. 97; Lambert & Moore, 1986, p. 180). This hypothesis presupposes a high awareness of the morphological and functional complexity of the attriting language by the attriter, and it would therefore be interesting to see if it can be verified.

Among these factors, contextually-driven NP inflection appears the stablest in studies on language attrition: Jordens et al. (1986), Jordens, de Bot, and Trapman (1989), Köpke (1999) and Schmid (2002) found little difference between case-marking in German L1 and L2 attriters and non-attrited German. Agreement features that depend on invariable inherent features of the lexical entry (e.g., gender agreement, plural morphology) on the other hand, have been shown to be substantially affected in L1 attrition (Altenberg, 1991; Håkansson, 1995). Bolonyai and Dutkova-Cope (2001) have further shown that late system morphemes, which do not encode semantic relationships but organize sentence constituents into larger morphosyntactic structures and are cross-linguistically less frequent, are more vulnerable to attrition than early system morphemes in the L1 attrition of Hungarian and Czech-English early and late bilinguals.

It has furthermore been shown that free grammatical morphemes, especially function words and articles, are very vulnerable to interlanguage effects (Olshtain, 1989, p. 160; Clyne, 1981, p. 34). Often, one of several possible items is overgeneralized, as was found for the use of the German auxiliary haben (Clyne, 1981, p. 34). It has been hypothesized that the domain of morphology
might be the linguistic level on which it is hardest for the attriter to develop avoidance strategies. While it seems conceivable that an attriter might come to prefer intransitive over transitive verbs and thus arrive at an overall less complex argument structure than a non-attriter, it is hard to conceive of a strategy that would reduce inherent inflectional categories like gender and plural morphology. Language attrition studies have therefore largely concentrated on the ungrammatical structures that resulted from the overgeneralization of regular or more frequent instances of inflection, e.g., the regular plural allomorph -s in English or the most frequent gender of nouns. However, a more recent study (Schmid, forthcoming) did find evidence to suggest that avoidance strategies to achieve an overall reduction of inflectional morphology can be developed in first language attrition: in comparison with a monolingual control group, her attriters used significantly fewer items in the plural, fewer synthetic tenses, and more nominative vs. oblique cases.

### 8.3.3 Syntax

The assumption that word order is a domain which is vulnerable to simplification processes in language attrition seems intuitively convincing: many languages offer their speakers the possibility to express what they want to say in structures with a variation in complexity, e.g., hypotactical structures with a large number of embedded clauses vs. straight paratactical constructions. The information load more complex structures carry is generally comparatively low, and a trend away from more elaborate constructions – e.g., avoidance of embedded clauses – will often not result in ungrammatical utterances.

Given these presuppositions, it seems strange that syntax in attrition has hardly been explored to this date. The only studies that have investigated this feature in detail are Yağmur’s investigation of Turkish relative clauses, Håkansson’s study of the V2 rule in Swedish, and Schmid on verbal placement in German. Yağmur found the late-acquired complex Turkish forms of relative clauses to be most vulnerable to language loss among the features he investigated (Yağmur, 1997, p. 95), while Håkansson’s data contained only three violations of the V2 rule in Swedish, all of them occurring in the data from one informant. Furthermore, she found that the distribution of V2 (verb second) and SVO (subject verb object) structures almost exactly paralleled that in monolingual Swedish (Håkansson, 1995, p. 160). Schmid’s findings, on the other hand, suggest a slight tendency to overgeneralize the L2 English SVO rule in German L1 attriters (Schmid, 2002, p. 168) and a dispreference for hypotactical, embedded, and long sentences (Schmid, forthcoming).

### 8.4 Sociolinguistic Factors

It is generally accepted that language attrition is only partly determined by internal linguistic factors. Specific features of a certain language may be more
vulnerable to attrition than others – a highly developed inflectional system may be subject to “mistakes” in a contact situation more quickly than SVO word order. However, external and social factors also play a role. Such factors comprise sociolinguistic variables like age, gender, education, etc., as well as the amount of contact the individual has with the attriting language and the length of time elapsed since the onset of attrition. However, language attrition might also be influenced by factors which operate on the level of society, and these are far more elusive to describe, determine, and operationalize. Such factors can largely be subsumed under theories of prestige, (ethnic) identity, and assimilation.

8.4.1 Age at onset of attrition

The “critical period” hypothesis for language acquisition in general and L2 acquisition in particular has been contested in some points; and today, the influence of age on second language acquisition is still very much in doubt. Where language attrition, and especially L1 attrition, is concerned, however, one immediately relevant factor of age is the level of achievement at the onset of attrition. In the hypothetical case of a child emigrating at age six and not being given the chance to speak her first language from that point onward, the linguistic abilities of a six-year-old child will obviously have to be the base-line for comparison in a study of language attrition, and she cannot be compared to an attriter who had reached adult age before her emigration.

To what degree attrition – as opposed to failure to acquire – is influenced by the age at the onset of non-contact beyond this has not been determined so far. There are a number of studies which observe immigrants who had been very young when input in their L1 became reduced (Kauffman & Aronoff, 1991; Seliger, 1991; Turian & Altenberg, 1991; Vago, 1991 – all of these studies investigate children who had been less than six years old at this point). Others use “adult” informants, although the age at which the acquisition of the first language is considered completed varies between 14 (Köpke, 1999), 15 (de Bot & Clyne, 1989, 1994; Clyne, 1973, 1981), 16 (Waas, 1996; Schmid, 2002) and 17 years (de Bot, Gommans, & Rossing, 1991).

Among these researchers, only Köpke and Schmid attempted to determine the effect of age at emigration, but this distinction did not show significant effects on any linguistic level of attrition (Köpke, 1999, p. 203ff.; Schmid, 2002, p. 175). This suggests that, once a linguistic feature has been acquired, the length of time which elapses between the completion of acquisition and the onset of attrition is of little or no consequence to the attritional process.

8.4.2 Education

Very little research has been devoted to the influence of the education level on language attrition. The only studies that included education among their independent variables are those by Jaspaert & Kroon (1989) and Köpke (1999). The
results from these two studies are contradictory: In Jaspaert & Kroon’s study, education turned out to be the most important explanatory factor for language loss (p. 92). They hypothesize that the reason for this influence might either be purely material – a higher level of education, on the whole, making for a better financial situation and allowing more trips home – or be linked to a higher familiarity with the written code and thus offering more chances for contact. A third hypothesis put forward is that “maybe their education provides them with a better insight in the structure of language,” thus making retention easier (p. 92ff.). For Köpke, on the other hand, the level of education did not show significant results for attrition on any linguistic level (Köpke, 1999, p. 204).

Yağmur treats education as an ambivalent factor which might either facilitate the shift to L2 (through better instruction) or be conductive to a higher degree of maintenance of the L1 (Yağmur, 1997, p. 20). A higher level of education has also been cited by Clyne in explanation of the fact that he found a greater tendency toward maintenance of the L1 in pre-war German emigrants to Australia than in an otherwise comparable group of post-war emigrants (1973, p. 97). It may also be the case that the level of education affects the informants’ performance on different tests (e.g., free speech vs. metalinguistic judgments). Differences in the test results may therefore not be an adequate reflection of linguistic proficiency for groups with different educational levels, but merely be the outcome of some speakers’ being more comfortable with specific test settings.

8.4.3 Time

The findings from several studies suggest that the time span elapsed since the onset of attrition does not matter to the degree one might suspect. In fact, it seems generally agreed for L1 attrition that what attrition of linguistic skills takes place does so within the first decade of emigration (de Bot & Clyne, 1994, p. 17; de Bot, Gommans, & Rossing, 1991). De Bot & Clyne therefore conclude that “first-language attrition does not necessarily take place in an immigrant setting and that those immigrants who manage to maintain their language in the first years of their stay in the new environment are likely to remain fluent speakers of their first language” (1994, p. 17).

Köpke, on the other hand, finds differences in the amount of errors produced on some linguistic levels between her English- and French-speaking L1 German attriters, for whom the average time of emigration shows great variance. However, she points out that this divergence cannot unambiguously be ascribed to these factors, and concludes that her findings do not contradict those of de Bot et al. (Köpke, 1999, p. 342).

8.4.4 Gender

In many studies on language change and variation, the gender of the informants appears to be an important sociolinguistic variable (e.g., Wodak & Benke,
However, unlike the other factors considered in this section, such findings have validity only within the cultural context of the specific situation under investigation and cannot be taken as universal. In a cultural context where women are not expected to work outside the home or to have ties outside their own cultural (or ethnic) community, it would have to be expected that they maintain their native language to a higher degree than men (cf. Yağmur, 1997, p. 19ff.); but a different social setting may produce very different results.

Within the context of research on language attrition, gender has not been investigated as an independent variable. The only exception is Köpke (1999) whose findings do not show any evidence for a significant influence of gender on language attrition of Germans in emigration (p. 203ff.).

8.4.5 Contact

It seems to be intuitively evident that language attrition might depend to a large degree on the amount of contact that the “attriting” individual has with speakers of AL. This factor, however, is difficult to put into quantifiable terms, since it is not discrete. Moreover, it can only be established on the basis of self-report data. Researchers cannot hang a tape recorder around someone’s neck and monitor their linguistic behavior for ten years – even if this were a practical possibility, ethical considerations would forbid it. However, self-report data from an area that is as emotionally charged as linguistic proficiency might very well be influenced more by how a person wishes to view herself than by an accurate assessment of her linguistic behavior.

Language attrition has on various occasions been found to be a very sensitive issue for the attriters: some of the informants indicate that they feel ashamed of what they perceive as their inadequate control over the AL (Ricker, 1995, p. 110), while others vigorously deny having a “language problem” (Waas, 1996, p. 77). Consequently, someone who feels that her linguistic competence is not what she would like it to be might convince herself that this is due to the fact that she has not used the language, and underrate the amount to which she spoke it. Alternatively, someone who does not want competence in a specific language to be part of her personality any longer might also show a tendency to downplay her use of that language. On the other hand, someone who feels that she still retains perfect control might report more use of it than is “objectively” true.

Bearing in mind these methodological considerations, it has also to be taken into account that “contact” depends on two factors: opportunity and choice. The first of these factors is largely (though not entirely) outside the individual’s control, the second is not. An immigrant might find herself in a situation where no other speakers of her first language are part of her social environment any longer, so that use of that language in everyday interaction is no longer an option. A less dramatic scenario is that contact is reduced to a small number of people in a certain context, so that language use is confined to specific domains, e.g., the domestic and family one. However, it is also possible that,
though the immigrant still has contact with speakers of her L1, she chooses not to use that language in interaction with them.

Several studies have attempted to measure the influence of “contact” on L1 attrition. De Bot, Gommans, & Rossing found that this factor interacted with the duration of emigration: in those cases where there was little (reported) contact with the attritting language, attrition increased over time (de Bot, Gommans, & Rossing, 1991, p. 94). Schmid (2002, pp. 175–8), however, found that reported use of the L1 was an inconsistent factor, whereas the native language of the informants’ spouses did significantly interact with the amount of “errors” on the morphological (but not the syntactic) level.

The influence of language contact on language attrition was further studied by Stoessel (2002), Hulsen (2000), and Hulsen, de Bot, & Weltens (2002). Stoessel’s data indicate that language maintenance is influenced mainly by the number or quality of contacts in the non-primary/family part of the network, while Hulsen found that the density of L1-speaking networks in the country of emigration correlated significantly with the degree of L1 maintenance (Hulsen, 2000, p. 147).

### 8.4.6 Attitude and motivation

The role of individual attitudes toward a second language and the motivation for its acquisition has been a central issue in research on second language acquisition (SLA) and bilingualism for some time. Within this framework, it has been pointed out that in the process of SLA the individual’s motivation is determined by her attitude toward the language communities and her orientation (either integrative or instrumental) toward language study (Gardner & Lambert, 1972). This factor is important in determining whether the outcome of SLA is additive or subtractive bilingualism. Additive bilingualism is a process in which SLA is an enriching experience, adding an L2 without loss to L1 or to the feelings of identification with the speaker’s own cultural community. In subtractive bilingualism, on the other hand, SLA has a deleterious effect on L1 or on the sense of identification with the learner’s own ethnic community (Gardner, 1982, p. 28). In other words, it is predicted that L1 attrition will to a large part be determined by notions like attitude and identity.

Attitude and motivation in SLA are based largely on the individual’s perception of the situation and on how the “minority” group is perceived by the “majority” group. This definition takes the factors of attitude and motivation out of the realm of individual factors considered within this section and places it on a societal level. They will therefore be discussed in more detail in the subsequent sections in the context of concepts like identity and ethnolinguistic vitality.

### 8.4.7 Community factors

The process of emigration places an individual in an entirely new context, making a re-evaluation of identity and self-conception necessary. It has been
pointed out that while groups consider themselves as stratified, they are often viewed as homogenous from the outside (Breakwell, 1983, p. 191) Thus, while an individual might have perceived herself as belonging to a social class with a certain social prestige while still in the country of her origin, after emigration she may find attitudes toward her influenced by stereotyped notions associated with “immigrants” or “immigrants of a certain ethnolinguistic background” (Yağmur, 1997, p. 31). Moreover, the prestige attached to the status of “immigrant” will often be lower than that of her former status (Yağmur, 1997, p. 31).

This downgrading by members of the dominant community may instigate a wish for complete assimilation. In order to achieve that, she may reject her native language in an attempt to acquire a native-like competence of her L2, a foreign accent being one of the more notable indications of her immigrant status. If, on the other hand, she still feels comfortable with or even proud of her origins, she may wish to be perceived as a member of the community of immigrants from her country of origin, and even “flaunt” her bilingual competence or non-native command of the dominant language (cf. Giles, Bourhis, & Taylor, 1977, pp. 323, 331).

8.4.7.1 Identity

The role of language within the framework of ethnic identity has been a prominent research topic in recent years. Identity is very closely related to identification, i.e., group membership, and human beings tend to act in a way which is considered accepted behavior for the group they want to belong to (Edwards, 1985, p. 3; Hormann, 1994, p. 15). Group membership is determined by an interaction of complex characteristics, attitudes and behaviors, many of which (e.g., age, sex, ethnicity) are outside the individual’s control. Within this framework, linguistic behavior is one of the more prominent and more immediately noticeable aspects among those the individual does have the power to change.

This notion is at the core of, e.g., Le Page & Tabouret-Keller’s (1985) theory of “Acts of Identity,” which is based on the assumption that an individual will conform to patterns of linguistic behavior through which she will resemble that group of people to which she wishes to belong (Le Page & Tabouret-Keller, 1985, p. 181). This may involve a shift in dialect, register or linguistic system. Language behavior can therefore be considered to be one of the most important markers of identity (Edwards, 1985, p. 96; Giles, Bourhis, & Taylor, 1977, p. 325).

Obviously, such a pattern of achieving a sense of identification through adaptation of linguistic behavior will lead to complex processes for bilinguals, since groups or individuals they might wish to identify with for various reasons might customarily speak different languages. This is especially true for migrants’ children who use their parents’ language at home and the majority language in school or in contact with other members of the dominant society, so that linguistic behavior is tied up with the language of certain role models (Northover, 1988, p. 204ff). Based on these observations, Ervin-Tripp (1973 [1954]) has formulated the theory that the different languages of bi- or
multilinguals might be associated with different aspects of their personalities, and empirical research has since borne out the assumption that bilinguals’ attitudes, values, and beliefs tend to vary with the language they speak (G. Hermann, 1990, p. 69; J. Hermann, 1988, p. 230; Hull, 1991, 1996, p. 419; Matsumoto & Hull, 1994, p. 92).

Language, however, is not only a marker of identity in individuals, but it is often crucial in the sense of group membership that has been called ethnicity.

8.4.7.2 Ethnicity

Language has often been cited as one of the more important, if not the most important, constitutive factors of a concept of ethnicity (Edwards, 1985, p. 6; Fishman, 1989, p. 5; Giles, Bourhis, & Taylor, 1977, p. 331; Khemlani-David, 1998, p. 71). This is especially true for minorities, who base their sense of ethnic identity on language to a far higher degree than is usually true for majorities. In mainstream populations, the language of everyday interaction is also the language which embodies cultural heritage (Edwards, 1985, p. 110ff.), and as the default will not normally be perceived as salient.

Ethnic identities and the symbols through which they are represented differ widely across cultures and situations (P. Weinreich, 1983, p. 178), and some ethnic minorities will assimilate quickly into the dominant majority, giving up their own culture and traditions along with their language, while others have a high degree of persistence. One of the frameworks developed in this context is the theory of ethnolinguistic vitality (EV) associated with the names of Howard Giles, Richard Bourhis, and Allard Landry, among others. This framework has attempted to operationalize some of the factors which combine to make up ethnic situations, and to establish the degree of what is termed “vitality,” i.e., “that which makes a group likely to behave as a distinctive and active collective entity in intergroup situations” (Giles, Bourhis, & Taylor, 1977, p. 308).

Groups with a high degree of EV are predicted to maintain their language and culture more than groups with a negative sense of social identity, i.e., a low degree of EV. Factors used to measure this are prestige, demographic distribution, and institutional support through, e.g., linguistic clubs, education in the minority language, or prominent representation in the media (Giles, Bourhis, & Taylor, 1977, p. 319; Leets & Giles, 1995, p. 39; Yağmur, 1997, p. 25).

While this framework might provide a step toward the operationalization of such complex and elusive factors as ethnicity and identity in language attrition and language death studies, findings have not, so far, been able to show that there is any influence of EV on language loss. Yağmur, who has tested EV theory factors for speakers of Turkish in Australia, did not find any significant interaction of vitality factors and language attrition, and states that “a direct relationship between them cannot be concluded” (Yağmur, 1997, p. 100ff.; see also Hulsen, 2000). Their data also give rise to a questioning of the validity of EV frameworks at large.

An alternative approach has been taken by Schmid (2002), who attempted to account for L1 attrition of German among German-Jewish refugees on the
basis of historical accounts on National-Socialist anti-Semitic persecution. For her data, the degree of persecution the individual had suffered proved to be the single most important explanatory factor.

8.4.8 Data collection

The unspoken assumption that language attrition leads to a diminished ability to perform certain linguistic tasks, and that this reduction can best be measured on the basis of errors, has been the basis of practically all language attrition studies done so far. It is only in the area of the lexicon that there have occasionally been attempts to provide a picture on the full repertoire, usually on the basis of picture naming or verbal fluency tests (Ammerlaan, 1996; Hulsen, 2000; Schoenmakers-Klein Gunnewiek, 1998; Waas, 1996; Yağmur, 1997). (A slightly different approach was taken by Olshtain & Barzilay (1991) who used re-tellings of the Frog-story picture-book in order to ascertain whether language attrition would lead to less accurate specificity of semantic meaning.) While the validity of fluency tests in assessing verbal retrieval difficulties in adult aphasics has been demonstrated (Goodglass & Kaplan, 1983), it has not proven an adequate tool to assess such difficulties in normal vs. language disordered children by Hall & Jordan (1987), who conclude that “word-finding problems may be symptoms of a variety of language problems and therefore elude any single identification technique” (p. 109). Such tests cannot, therefore, a priori be assumed to be a valid instrument in assessing adult non-pathological language loss. It has also not been demonstrated whether findings from such tests adequately represent “difficulties” the subject encounters in the production of unguided discourse. It would therefore be desirable to include further data, which was obtained through less explicit tests, in order to arrive at a realistic assessment of the range of the lexicon which is retained.

All studies which have been conducted on language attrition on the grammatical level (with the exception of Schmid, 2002, forthcoming) have confined their analysis to “mistakes.” Some of these studies used “free” data which was produced either through a spontaneous narrative or story-retellings (Bolonyai & Dutkova-Cope, 2001; de Bot & Clyne, 1994; Leisiö, 2001; Schmid, 2002; Søndergaard, 1996), some elicited their data through translations, grammaticality judgments or explicit grammatical tasks, e.g., presenting a noun in the singular and asking the informant to provide the plural (Altenberg, 1991; Köpke, 1999), or presenting a number of linguistic items in scrambled word order which were then to be rearranged as a relative clause (Yağmur, 1997). Elicited data were further used by Grosjean & Py (1991); Hirvonen (1995); Jordens et al. (1986), Jordens, de Bot, and Trapman (1989); Schoenmakers-Klein Gunnewiek (1998). For some studies, a combination of free and elicited data was used (Polinsky 1994; de Bot, Gommans, & Rossing 1991; Köpke 1999).

This difference between the use of free and elicited data is especially important in studies which focus on errors, since it has been demonstrated at least
for first language acquisition that elicited data often contain a number of errors which exceeds that found in free discourse. Since most of these studies of grammatical attrition do not establish a non-attrited control group (the exceptions being Köpke, 1999; Schoenmakers-Klein Gunnewiek, 1998; and Yağmur, 1997), it is difficult to accept accounts of “massive” attrition in findings based on elicited data alone.

The fact that the findings on the degree to which language attrition is present in the data under observation vary so radically among studies is partly due to different methods of data collection. The ways in which the material under analysis has been obtained ranges from the collection of free, unguided discourse (Bolonyai and Dutkova-Cope, 2001; de Bot & Clyne, 1994; Schmid, 2002) through elicited “free” discourse by means of picture description (de Bot, Gommans, & Rossing, 1991; Köpke, 1999; Seliger, 1991), requesting the subject to produce a certain linguistic structure (Altenberg, 1991; Yağmur, 1997), to psycholinguistic tests like Fluency in Controlled Association (FiCA) (Ammerlaan, 1996; Waas, 1996; Yağmur, 1997).

It has not, so far, been comparatively assessed whether the results obtained by these different methods are, in fact, comparable. As far as metalinguistic tasks such as grammaticality judgments (e.g., Altenberg, 1991; Jordens et al., 1986; Jordens, de Bot, and Trapman, 1989) are concerned, it has also not, so far, been demonstrated whether there is a significant correlation between misjudgments of expressions that the subject is presented with and “mistakes” she makes in speech production.

It is evident, therefore, that studies which test very different aspects of the individual attriters’ linguistic proficiency, may complement each other and have to be comparatively evaluated in order to arrive at a holistic picture of the attritional process.

8.5 What Is “Language Attrition”?

One of the main reasons why the results from studies of language attrition often seem conflicting is that there is no agreed-upon and testable definition of what, exactly, counts as “attrition.” There are several ways in which it has been attempted to establish the “significant restriction” and “lack of adherence to the linguistic norm” which supposedly characterize the language use of an attriter in comparison with a linguistically competent speaker (Andersen, 1982, p. 91). One obvious way to achieve this is to collect data from a monolingual control group and test whether the language use of (presumed) attriters and non-attriters shows any statistically significant differences (Andersen, 1982, p. 85; Jaspaert, Kroon, & van Hout, 1986). (This approach was taken e.g., by Köpke, 1999; Yağmur, 1997. Ammerlaan, 1996 used subjects with a shorter emigration span as a control group.) Secondly, data from attrition studies have sometimes been compared to data gleaned from statistical analyses of the distribution of the variable under investigation in “normal” language data.
(e.g., Håkansson, 1995). However, the majority of studies done on language attrition so far do without comparisons of this kind. Such an approach tacitly assumes the “mistakes’” that occur in the language of attriters to be “competence errors,” while non-attrited speakers’ language only contains “performance errors” which “are not representative of their ordinary language use, and which can be corrected by them if they are asked to do so” – slips of the tongue.

However, even studies which adopt a comparative perspective often leave us with an unsatisfactory picture of an “attriter.” Even if the study can establish that subjects who have lived in an L2 environment for a certain length of time have statistically significantly more errors in free speech than the monolingual control group (as was the case, for example, in Köpke, 1999), it is often not clear to what degree the reduction in proficiency disrupts communicative skills, from the perspective either of the speaker or her native speaking interlocutors.

A second major problem in language attrition studies is that of dialectal or sociolectal variation in the L1. So far, only one study (Schmid, 2002) has been able to collect data from language attriters who originate from the same region and social class in their country of origin. If the informants come from different dialectal regions or social groups in their country of origin, utterances may show deviations from the standard which the researcher is unable to recognize as being part of the informant’s L1 variety. Since no native speaker can be assumed to be proficient in all varieties of her L1, the possibility that the attriter produces structures which are unacceptable to the researcher but may be acceptable in the informant’s variety cannot be ruled out.

The fact that any classification of such structures as “interferences” or “mistakes” will yield a skewed picture of some individuals’ attrition process leads directly to the next methodological problem in research on language attrition: what is to be counted a “mistake”? Most researchers have made these judgments exclusively on the basis of their own native speaker intuition (with the exception of Köpke (1999) and Schmid (2002), who had every utterance judged by several competent speakers of German, and classified those structures as errors that were objected to by at least two of these judges (Köpke, 1999, p. 163ff.; Schmid, 2002, p. 67)). Native speaker judgments vary to the degree that almost no study will not contain at least some examples that were classified as “mistakes,” but will appear perfectly acceptable to other readers who are competent speakers of the language under investigation. Although this possibility can never be ruled out – unless one were to use a potentially infinite number of judges – it can at least be minimized if the data under investigation are rated by native speakers other than the researcher herself.

A fourth issue has already been pointed out above: the overwhelming majority of language attrition studies have concentrated on “what is lost” to the exclusion of “what is retained.” This, again, is a factor that may potentially give a biased picture of an individual’s proficiency: speakers who are prepared to take more risks by using complex structures will potentially make more
“mistakes” than speakers who accept that their control over their L1 is not what it was and consequently use a simplified variety. This means that a study of L1 attrition that wishes to come up with a comprehensive picture of the linguistic proficiency of the group under investigation cannot do without an in-depth analysis of factors such as lexical richness and morphological and syntactic complexity of the total data under investigation, or at least part thereof. These methodological considerations leave us with the following demands for language attrition studies:

1. Ideally, a longitudinal study design in order to establish the attriters’ proficiency at earlier stages of the attritional process instead of a monolingual control group;
2. Comparison of the data to non-attrited speech, either from a monolingual control group or from existing statistical analyses of the language under investigation;
3. Exclusion of the possibility of dialectal or sociolectal variety within the group of attriters under investigation;
4. Classification of “mistakes” from the data collected by more than one judge;
5. Establishment of a “linguistic complexity index” to augment the data on “what is lost” by “what is retained.”

In addition, it might be valuable to have free spoken data collected from the attriters subjectively rated by native speakers in order to establish to what degree the data sound “native” or “foreign” – based on features such as accent, sentence structures, or lexical choices. Such intuitive judgments might provide us with valuable insights into the perception of attrited proficiency. If these data are combined with the overall rate of mistakes, it is possible that a “tolerance saturation point” might be established, i.e., the overall frequency of mistakes up to which listeners are prepared to accept a speaker as native.

A further issue that has been widely debated in the literature on language attrition is whether attrition is a phenomenon of performance or competence (de Bot, 1991, p. 63ff.; Köpke, 1999, p. 105ff.; Seliger & Vago, 1991, p. 7; Sharwood Smith & van Buren, 1991, p. 19; Sharwood Smith, 1983, p. 49). Can the linguistic system an individual has acquired actually be changed in the attrition process, or is the larger number of mistakes found in the speech of attriters merely a surface phenomenon? However, it is hard to see how this is to be established. It would seem that there is no way to test whether an attriter is actually unable to produce a certain structure any longer. While the hypothetical case of all the data collected from one speaker exclusively containing misapplications of a certain rule might point strongly toward her having lost that rule entirely, there would still be no conclusive evidence that she does not, on occasion, apply it correctly. The actual findings from language attrition studies, however, are nowhere near this point: there is not a single case where any individual made any mistake in all possible cases, and most of the time the overwhelming majority of structures are correct.
See also 3 Second Language Acquisition and Ultimate Attainment, 7 Assessing Language Attitudes, 17 The Native Speaker in Applied Linguistics, 29 Language Maintenance.
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9 Language, Thought, and Culture

CLAIRE KRAMSCH

9.1 Introduction

The hypothesis that language both expresses and creates categories of thought that are shared by members of a social group and that language is, in part, responsible for the attitudes and beliefs that constitute what we call “culture,” is a hypothesis that various disciplines have focused on in various ways. The field of applied linguistics, born in the fifties, at a time when the relationship of language and mind was the primary concern of formal linguistics, had a natural affinity to the brain sciences as they were developed then. Applied linguistics missed the heydays of empirical linguistics research that had led linguists like Boas, Sapir, and Whorf to investigate the relation of language and culture in pre-industrialized societies. In the rationalist spirit of the fifties and sixties, and its information processing focus, the young field of applied linguistics was at first primarily interested in the psycholinguistic processes at work in language acquisition and testing, and in the cognitive dimensions of language pedagogy. In the eighties, the ascendancy of sociology and anthropology created a favorable climate for applied linguists to explore, in addition, the relation of language and social structure (Halliday, 1978), the social psychological aspects of language acquisition (e.g., Ellis, 1986) and the multiple discursive aspects of language in use in a variety of social contexts (e.g., Gumperz, 1982a & b; Ochs, 1988). It is not before the nineties, however, that advances in cognitive linguistics, linguistic anthropology, and the growing importance given to culture in language education brought a renewed interest in the relation of language, thought, and culture in applied linguistics.

In this essay, I first review the canonical linguistic relativity hypothesis and its current resurgence in various fields related to applied linguistics. I then examine three major strands of thought in the triadic relation – language, thought, and culture – and how they are reflected in applied linguistics research. Finally, I explore the potential enrichment that the principle of
language relativity can bring to applied linguistics, both in its theoretical endeavors and in its educational practice.

9.2 Language, Thought, and Culture and the Problem of Linguistic Relativity

The relation of language, thought, and culture was first expressed in the early nineteenth century by the two German philosophers Johann Herder and Wilhelm von Humboldt, and picked up later by the American anthropologists Franz Boas, Edward Sapir, and Sapir’s student Benjamin Lee Whorf, in what has come to be called the linguistic relativity or Sapir-Whorf hypothesis.

9.2.1 Early precursors: Herder and von Humboldt

In part in reaction to the French political and military hegemony of the time, the German philosopher Johann Herder (1744–1803) expressed the idea that a nation’s language reflected the way its people thought according to the equation: one language = one folk = one nation.

If it be true that we . . . learn to think through words, then language is what defines and delineates the whole of human knowledge . . . In everyday life, it is clear that to think is almost nothing else but to speak. Every nation speaks . . . according to the way it thinks and thinks according to the way it speaks. (Herder, [1772] 1960, pp. 99–100, my translation)

Around the same time, Wilhelm von Humboldt (1762–1835) expressed the link between language and worldview (or cultural mindset) in the following manner:

. . . there resides in every language a characteristic world-view . . . By the same act whereby [man] spins language out of himself, he spins himself into it, and every language draws about the people that possesses it a circle whence it is possible to exit only by stepping over at once into the circle of another one. (von Humboldt, [1836] 1988, p. 60)

In these rather stark formulations, the two German philosophers were putting in question the Cartesian claim on the universality of human reason based on the universal human capacity for rational thought, i.e., a messianic universalism that became associated with the imperialist campaigns of Napoleon. They suggested that the motto “I think therefore I am” did not apply in the same manner to all humans, for there is no disembodied thought that is not shaped by language. If human language interferes between a person’s existence and her thoughts, then a person’s social existence itself is inflected by the grammar of her speech.
In the 30 years preceding the advent of applied linguistics, the Herder/Humboldt tradition was still alive and well in the fieldwork that Boas, Malinowski, Sapir, and Whorf conducted in small, exotic, homogeneous cultures. Boas showed how a language directs its speakers to attend to the dimensions of experience encoded in its grammar and phonology (Boas, [1911] 1966). For example, even trained speakers of one language cannot reliably hear sound distinctions that are different from those in their own language. Malinowski was the first anthropologist to actually learn the language of the people he was studying and to show the role it played within various “contexts of situation” (Malinowski, 1923) and “contexts of culture” (Malinowski, 1935).

9.2.2 The Sapir-Whorf hypothesis

The best known formulation of the relation of language, thought, and culture is that captured by Sapir and Whorf under the term “linguistic relativity.”

Language is a guide to “social reality” . . . it powerfully conditions all our thinking about social problems and processes. Human beings do not live in the objective world alone, nor alone in the world of social activity as ordinarily understood, but are very much at the mercy of the particular language which has become the medium of expression for their society. It is quite an illusion to imagine that one adjusts to reality essentially without the use of language and that language is merely an incidental means of solving specific problems of communication or reflection. The fact of the matter is that the “real world” is to a large extent unconsciously built up on the language habits of the group. No two languages are ever sufficiently similar to be considered as representing the same social reality. The worlds in which different societies live are distinct worlds, not merely the same world with different labels attached . . . We see and hear and otherwise experience very largely as we do because the language habits of our community predispose certain choices of interpretation. (Sapir, 1962, pp. 68–9 my emphases)

The emphases show a certain imprecision as to whether Sapir is talking about linguistic relativity (language is a guide, language predisposes, the world is to a large extent . . . built up on the language habits of the group), or linguistic determinism (language powerfully conditions all our thinking, human beings are at the mercy of a particular language). The following famous passage from Whorf does nothing to dispel this uncertainty.

We dissect nature along lines laid down by our native languages. The categories and types that we isolate from the world of phenomena we do not find there because they stare every observer in the face; on the contrary, the world is presented in a kaleidoscopic flux of impressions which has to be organized by our minds – and this means largely by the linguistic systems of our minds. We
cut nature up, organize it into concepts, and ascribe significances as we do, largely because we are parties to an agreement to organize it in this way – an agreement that holds throughout our speech community and is codified in the patterns of our language. The agreement is, of course, an implicit and unstated one, but its terms are absolutely obligatory. We cannot talk at all except by subscribing to the organization and classification of data which the agreement decrees . . .

From this fact proceeds what I have called the “linguistic relativity principle,” which means, in informal terms, that users of markedly different grammars are pointed by their grammars toward different types of observations and different evaluations of externally similar acts of observation, and hence are not equivalent as observers, but must arrive at somewhat different views of the world. (Whorf, [1940] 1956, pp. 212–13, 221)

Whorf’s hypothesis encountered virulent scorn and criticism from rationalist circles. Steven Pinker’s biting rejection of Whorf’s hypothesis is but one recent example.

What led Whorf to this radical position? He wrote that the idea first occurred to him in his work as a fire prevention engineer when he was struck by how language led workers to misconstrue dangerous situations. For example, one worker caused a serious explosion by tossing a cigarette into an “empty” drum that in fact was full of gasoline vapor. But the more you examine Whorf’s arguments, the less sense they make. Take the story about the worker and the “empty” drum. The seeds of disaster supposedly lay in the semantics of empty, which, Whorf claimed, means both “without its usual contents” and “null and void, empty, inert.” The hapless worker, his conception of reality molded by his linguistic categories, did not distinguish between the “drained” and “inert” sense, hence, flick*boom! But wait. Gasoline vapor is invisible. A drum with nothing but vapor in it looks just like a drum with nothing in it at all. Surely this walking catastrophe was fooled by his eyes, not by the English language . . . His assertions about Apache psychology are based entirely on Apache grammar – making his argument circular. Apaches speak differently, so they must think differently. How do we know that they think different? Just listen to the way they speak! (Pinker, 1994, pp. 60–1)

To understand the virulence of the debate, we have to understand the historical context in which Whorf was writing. At the end of the thirties, Whorf, who had been studying the Hopi language and culture, went deliberately against the grain of the positivistic, scientific, universalist spirit of his time. Whorf’s work, published in 1956 by J. B. Carroll, coincided with Chomsky’s vitriolic attack against behaviorism and B. F. Skinner’s suggestion that the acquisition of language was a habit forming process, subject to social conditioning. Thus, the times were not propitious for any talk about linguistic relativity (for a comparative historical account of Whorf’s and Bakhtin’s work, see Schultz, 1990).
9.3 Re-Thinking Linguistic Relativity

The strong version of linguistic relativity, or linguistic determinism, has been pretty much discarded, for a variety of convincing reasons. It is clear that translation is possible amongst languages, even though some meaning does get lost in translation, so the language web that Humboldt refers to does not seem to be spun as tightly as he suggests. Bi- or multilingual individuals are able to use their various languages in ways that are not dictated by the habits of any one speech community. And, with the increasing diversity of speakers within speech communities around the globe, it is increasingly difficult to maintain that all speakers of a language think the same way.

A weak form of the hypothesis has remained generally accepted. But the idea that the grammar we use influences in some way the thoughts that we communicate to others did not affect the young field of applied linguistics at a time when rationalist, experimental, and, moreover, monolingual modes of research dominated all linguistic inquiry, and information processing theories of cognition dominated western psychology. The role of social context in language acquisition and use was a strong component of linguistic research, but western linguists were careful not to suggest in any way that the social context might influence the way people speak and think. A case in point is the debate between Basil Bernstein and William Labov. Bernstein had linked speakers’ different ways with words (i.e., elaborated vs. restricted codes) with the social class of these speakers (Bernstein, 1971). He suggested that middle-class speakers use more elaborated codes, i.e., assume less prior knowledge of their listeners, than working-class speakers, who assume greater shared knowledge on the part of their listeners, and thus use more restricted codes. Labov violently rejected Bernstein’s views, showing that poor black adolescents in New York’s inner city used as “elaborated” codes as Bernstein’s middle-class whites, thus dispelling the idea that social context conditions language use (Labov, 1972).

However, since the late eighties, the notion of linguistic relativity has re-appeared in various, more sophisticated forms. In a recent state-of-the-art article on “Language and worldview” (1992), anthropologists Jane Hill and Bruce Mannheim argue that the hypothesis was never a hypothesis, but an axiom that was formulated at the time against “a naive and racist universalism in grammar, and an equally vulgar evolutionism in anthropology and history” (1992, p. 384). The resurgence of the concept in applied linguistics is due to a variety of developments in several related fields in the last 30 years. The first two come from work done in the twenties and thirties by Vygotsky and Bakhtin in the then Soviet Union. Vygotsky’s work, translated in the west in 1962 and 1978, became particularly influential in applied linguistics through the neo-Vygotskyian research of psychologist James Wertsch (1985) and linguist James Lantolf (2000). It has foregrounded the role of the sociocultural in
The work of Mikhail Bakhtin, discovered and translated in the west in the early eighties (1981, 1986), became influential in all areas of western intellectual life through the work of American literary scholars Michael Holquist (1990) and Gary Morson and Caryl Emerson (1990). Bakhtin’s thought has ushered in a period of postmodernism that questions the stable truths on which modern rationalism is based and gives a new meaning to the notion of linguistic relativity within a dialogic perspective.

The other developments come from the emergence of new fields within the established disciplines of the social sciences. Innovative research in cognitive semantics (Lakoff, 1987, Lakoff & Johnson, 1980), cross-cultural semantics (Wierzbicka, 1992), cognitive linguistics (Slobin, 1996; Levinson, 1997; Turner, 1996; Fauconnier, 1985), and gesture and thought (McNeill, 1992) has provided new insights into the relation of language and thought. The social psychological study of talk and interaction as it is explored through discourse and conversation analysis (see Jaworski & Coupland, 1999; Moerman, 1988), discursive psychology (see Edwards & Potter, 1992), cultural psychology (Stigler, Shweder, & Herdt, 1990), and language socialization research (Schieffelin and Ochs, 1986; Jacoby & Ochs, 1995) has opened up new ways of relating thought and action. Advances in linguistic anthropology (e.g., Silverstein, 1976: Gumperz, 1982a and b; Friederich, 1986; Hanks, 1996; Hymes, 1996; Becker, 2000) have placed discourse at the core of the nexus of language, thought, and culture. Finally, there is a growing body of research on bi- and multilingualism that counteracts the monolingual bias prevalent until now in applied linguistics (e.g., Romaine, 1995: Cook, 2000; Pavlenko, in press). This research is enabling us to consider the conceptual and cultural make-up of people who use more than one language in their daily lives (Pavlenko, 1999).

Three edited volumes give the state of current research on the relation of language, thought, and culture: Duranti and Goodwin (1992), Gumperz and Levinson (1996), and Niemeier and Dirven (2000). In his introduction to this last volume, Lucy makes the distinction between three ways or levels in which language can be said to influence thought. The semiotic or cognitive level concerns the way any symbolic system (versus one confined to iconic-indexical elements) transforms thinking in certain ways. The linguistic or structural level concerns the way particular languages (e.g., Hopi vs. English) influence thinking about reality in particular ways, based on their unique morphosyntactic configurations of meaning. The functional or discursive level concerns the way in which using language in a particular manner (e.g., according to schooled, scientific, or professional “cultures”) influences thinking. Semiotic, linguistic, and discursive relativity interact in important ways. For example, semiotic effects are associated with cognitive patterns, that in turn are related to discourse regularities and cultural differences. I examine how these three levels of language relativity have been researched in recent years.
9.4  Semiotic Relativity, or How the Use of a Symbolic System Affects Thought

From a phylogenetic perspective (the development of the human species), the argument has been made by biological anthropologist Terrence Deacon (1997) that the acquisition of symbolic reference, by contrast with iconic or indexical reference, represents a quantum leap in the development of humankind that has led to the development of uniquely human thought. It is this leap that animals have never been able to make. Using a Peircean terminology, Deacon argues that, whereas iconic reference (i.e., a relation of similarity) is based on the negation of the distinction between signs and their objects, and indexical reference (i.e., a relation of contiguity) is based on the associative links between iconic signs and their referents in the world, symbolic reference builds on both iconic and indexical signs, and adds the unique capacity of language as a semiotic system to reflect cognitively upon itself, i.e., to refer to itself as a symbolic system, and link sign to sign, word to word. Symbolic reference represents the core semiotic innovation that distinguishes the human “symbolic species” from other living species. Deacon argues that the ability to manipulate symbols is in a hierarchical relationship with the ability to manipulate iconic and indexical signs. Symbolic reference needs the two others, but goes beyond them, adding an interpretive response to the mere perception of icons and recognition of indexical links. What symbolic activity does is add sense, which is something in the mind, to reference, which is something in the world (Frege, 1879 in Deacon, 1997, p. 61).

Taking the American psychologist James Mark Baldwin as his anchor point in the natural sciences, Deacon argues that the ability to use language symbolically has phylogenetically affected the human brain, not in a direct cause and effect manner, but indirectly through its effect on human behavior and on the changes that human behavior brings about in the environment. Even though the ability to use language as a symbolic system doesn’t bring about genetic changes in the nature of the brain, the changes in environmental conditions brought about by human symbolic responses to that environment can, in the long run, bias natural selection and alter the selection of cognitive predispositions that will be favored in the future.

From an ontogenetic perspective (the development of the individual human organism), Vygotsky has shown ([1934] 1962) how language as a social activity influences thought. He argues that the language the child hears and experiences on the social plane becomes internalized in the form of inner speech on the psychological plane, thus leading to both language acquisition and language socialization. Vygotsky’s theory turns on its head the traditional, Cartesian, view of the pre-eminence of thought over language. For him, symbolic activity derives from social interaction, according to his “general genetic law of cultural development” formulated as follows:
Any function in the child’s cultural [or, higher mental] development appears twice, or on two planes. First it appears on the social plane, and then on the psychological plane. First it appears between people as an interpsychological category, and then within the child as an intrapsychological category. This is equally true with regard to voluntary attention, logical memory, the formation of concepts, and the development of volition. (Vygotsky, 1981, p. 163)

Vygotsky’s theory further claims that human language as a semiotic system links what we say and what we think, for it is both linguistic sign and psychological tool. As semiotic system, it mediates both psychological and social processes, because symbols can only be recognized and interpreted if they are shared by a community of sign users who agree on their meaning, even if sign users differ in the associations and combinations they make of these signs.

If, in Vygotsky’s theory, children learn to think and to speak by internalizing the speech of others in the form of conceptual categories that they make their own, is this not a rather strong form of linguistic relativity? How do children transform the meaning resources of the group into their own? We can find an answer to these questions in the comparative study that Lucy and Wertsch (1987) make of Whorf’s and Vygotsky’s contributions to the theory of linguistic relativity. Both Whorf and Vygotsky share the view that language is a social and cultural phenomenon, and is a primary mediator between the individual and society. But while the linguist Whorf uses a synchronic approach, because he is intent on comparing the worldviews of speakers of different languages, the psychologist Vygotsky uses a diachronic approach, as he is interested in the cognitive development of the child. To use Lucy’s terminology, Whorf is interested in linguistic relativity (see Section 9.5 below), Vygotsky is interested in semiotic relativity. Whorf wishes to understand how thought becomes “culturally contextualized, that is, bound to a cultural perspective” (Lucy & Wertsch, 1987, p. 80). For him “it is language which guides thought, although not to a higher level of development but to a culturally specific interpretation of experience” (p. 82). By contrast, Vygotsky is concerned with how thought becomes developmentally transformed through speech, how the child reaches the higher functions of symbolic reference, i.e., functions that are abstract, systematic, and subject to conscious control. By enabling the emergence of these higher mental functions, language transforms thought and “provides the essential ground for the development of human consciousness” (p. 83).

It is Vygotsky’s semiotic theory that gives a clue as to how this transformation might take place. Words are both tools and signs. However, as Deacon noted, unlike tools that refer to and act upon objects, signs do not refer only to objects, but point to a multitude of other signs that are all potential candidates for selection and combination in the creation of meaning. The
ability to select among all the possible signs provided by the speech community those that are the most relevant to the speaker or listener, and to combine them with other signs, is the hallmark of individual freedom and creativity.

The tension between semiotic determinism and semiotic relativity underlies much of the work done by researchers in cognitive semantics like George Lakoff (1987) and Mark Johnson (1987). They remind us of the way in which language is both “in the mind” and also quintessentially embodied as the “bodily basis of meaning, imagination and reason” (Johnson, 1987). Johnson goes one step further than Vygotsky, to show that symbols have a way of changing not only our ability for abstraction and reason, but also our imagination and emotions (see also Varela, Thompson, & Rosch, 1991; and Shore, 1996). This is nowhere more apparent than in the linguistic “metaphors we live by,” i.e., those expressions that we take as representing reality “as it is,” but that are, in fact, mental representations or conceptual spaces (Fauconnier, 1985; Turner, 1996) that are constructed by language (Lakoff, 1987; Lakoff & Johnson, 1980). They are so tied up with our bodily presence in the world that they can arouse emotions and passions, and lead people to action (see George Lakoff, 1992; Robin Lakoff, 1990, 2000). The metaphors given by Lakoff and Johnson 1980, for example, THE MIND IS A CONTAINER, are constructed by the language we use to talk about the mind, as in “it slipped my mind,” or “you must be out of your mind,” or in the phrase “comprehensible input.” They permeate the language of the media, the professions, the academic disciplines, and our daily conversations; they are often invisible to us because they are so ever present. Applied linguists like Norman Fairclough, who advocates critical language awareness (1992), and Alastair Pennycook, who calls for a critical applied linguistics (2001), argue that it is the role of applied linguists to demystify these “naturalized” metaphors, whether they occur in the ideology of the media (Fairclough, 1992) or in the ways in which colonial discourses still “adhere” to English as a former colonial language. (Pennycook, 1998). The usefulness of exploring metaphors to study the mind is that metaphors are also linguistic and discursive constructs, crafted and used at the intersection of language and thought and of language and society. Because they juxtapose two domains of experience that don’t normally belong together, as, for example, mind and containers, and because they map one domain onto the other, proposing to see one in terms of the other, metaphors as linguistic constructs can change the way we see and think of reality. And because these metaphors are transmitted, received, and shared among speakers and hearers in social contexts of communication, they are also discursive constructs that can reinforce the discursive habits of the group when they are used repeatedly, and thus take on a reality that starts permeating the group members’ culture (see, e.g., Tannen, 1998). Semiotic relativity is thus indissociable from linguistic and discursive relativity.
9.5 Linguistic Relativity, or How Speakers of Different Languages Think Differently When Speaking

The linguistic relativity hypothesis has recently been revisited in a different form on the typological/grammatical and on the lexical/semantic levels. The grammatical level has been investigated recently by Dan Slobin and his associates in a large-scale cross-cultural project in cognitive linguistics (Berman & Slobin, 1994; Slobin, 1996, 2000). Slobin builds on Boas’ insight that “in each language, only a part of the complete concept that we have in mind is expressed,” and that “each language has a peculiar tendency to select this or that aspect of the mental image which is conveyed by the expression of the thought” (Boas [1911] 1966, pp. 38–9). But he replaces Sapir/Whorf’s static nominal phrase “thought-and-language,” with the more dynamic phrase “thinking-for-speaking.” We cannot prove, he notes, that language and thought are co-extensive, nor that language determines our worldview, but we can show that, in order to speak at all, speakers have to attend to those dimensions of experience that are enshrined in the grammatical categories of the language they speak. In order to utter the English sentence “The man is sick,” a Siouan would have to indicate grammatically whether the man is moving or at rest, a Kwakiutl speaker would have to specify whether the man is visible or non-visible to the speaker, a Spanish speaker would need to know whether the man is temporarily or chronically sick (Slobin, 1996, p. 71).

Slobin compares the stories told by children 3–11 years of age in different countries about the same sequence of 24 pictures without words, Frog where are you? He focuses on expressions of temporal and spatial orientation in the narrations of speakers of English, German, Spanish, Hebrew, and Turkish. (2000, p. 111). His findings reveal, for all age groups, “a different online organization of the flow of information and attention to the particular details that receive linguistic expression” (p. 78). Here are examples from three of the pictures. Picture 1: A boy climbs a tree to look in a hole while a dog stands next to a beehive. Picture 2: An owl flies out of the tree and knocks the boy down, and the dog is pursued by the bees. Picture 3: A deer takes the boy on his antlers and throws him into the river.

To encode temporal relations in the first two pictures and their sequel, both English and Spanish speakers have a perfective aspect to express a punctual, completed event in the past (“the owl flew away”), but English speakers only have a gerund to express a non-punctual, durative event (“the wasps were chasing him”), whereas Spanish speakers have both an imperfective aspect (le perseguian al perro las avispas ‘the dog was being chased by the wasps’) and a gerundive expression (el perro salio corriendo ‘the dog came out running’) to encode that same event.

To encode spatial relations, English speakers tend to express the path taken by a motion in space through particles and prepositions added to one single
verb such as in “the bird flew down from out of the hole in the tree,” or “[he] threw him over the cliff into a pond.” Speakers of German do the same, e.g., Der Hirsch nahm den Jungen auf sein Geweih und schnitt ihn den Abhang hinunter genau ins Wasser ‘The deer took the boy on his antlers and hurled him down from the cliff right into the water’. By contrast, Spanish speakers tend to express directionality through syntactic constructions like relative clauses, as in El ciervo le llevó hasta un sitio, donde debajo había un río ‘the deer took him until a place, where below there was a river’, or a combination of several verbs: el pájaro salió del agujero del árbol volando hacia abajo ‘the bird exited of the hole of the tree, flying towards below’ (Slobin, 2000, p. 112).

Slobin calls languages like English, German, or Dutch, satellite-framed languages (or S-languages), because motion path is given by a satellite to the verb – in English, a verb particle – while manner is bundled up with the verb. For example: English an owl flew out of the hole in the tree, German da kam ne Eule rausgeflattert, Dutch dan springt er een uit uit het gat. In these examples the particles give the path “out of” – raus ‘out’ – and the main verb depicts manner of motion “fly” – flattert ‘flaps’, springt ‘jump’. By contrast, languages like French, Spanish, or Turkish are verb-framed (or V-languages) because motion path is indicated by the main verb in a clause – verbs like ‘enter’, ‘exit’, ‘cross’ (e.g., Fr. le hibou il sort de son trou ‘the owl exits its hole’, Sp. sale un buho ‘exits an owl’), and manner is expressed by adding an element or phrase to the sentence (Slobin, 2000, p. 112).

What does this tell us about the way these speakers think? Slobin (2000) claims that

users of V-languages build mental images of physical scenes with minimal focus on manner of movement, and with rather different conceptualizations of manner when it is in focus. Thus, when they hear or read stories, or newspaper reports, or gossip, they might end up with quite different mental representations than users of S-languages. These differences are exceptionally difficult to pin down, but the considerable range of evidence examined here is at least suggestive of rather divergent mental worlds of speakers of the two language types. (p. 133)

He is careful however, to restrain his claims “to what Sapir called ‘the relativity of concepts’ at the interface between experience and its expression in language” (Slobin, 2000, p. 133), and not to extend them to all the other thought processes that may occur beyond this interface. And indeed, not all thought is encoded linguistically, and Whorf was the first to admit it. However, as Pavlenko comments, the fact that “speakers of satellite-framed languages represent manner and directed motion as a single conceptual event, while users of verb-framed languages build mental images of physical scenes with minimal focus on the manner of movement” has important consequences for research on the interaction of language and thought in bi- and multilingual individuals (Pavlenko, in press).
Research in gestural communication lends support to Slobin’s findings. David McNeill, who researches the role of hand gestures as windows to the mind (McNeill, 1992), found clear correlations between the storytelling gestures and the linguistic structures used by speakers of various languages (McNeill & Duncan, 2000), thus supporting Slobin’s claim that speakers of V- and S-languages differ in their conceptualization of motion events. It should be interesting to study the relation of thought and gestures in multilingual speakers.

The semantic level of linguistic relativity has been explored recently most systematically by Anna Wierzbicka (1992). She too is inspired by von Humboldt and Sapir/Whorf as she searches for a natural semantic metalanguage that could explain conceptual differences among languages, since “it is impossible for a human being to study anything – be it cultures, language, animals, or stones – from a totally extra-cultural point of view.” She tries to identify “universal semantic primitives out of which thoughts and complex concepts are constructed and in terms of which all complex concepts [and the culture-specific aspects of meaning] in any language can be explained” (1992, p. 25). For example, she compares concepts like Russian душа or сердце, German Seele, and English soul, mind or heart by exploring their associative networks and their connotations, and by decomposing each concept into parts whose names have simple English equivalents. So, for example:

**Mind**

one of two parts of a person
one cannot see it
because of this part, a person can think and know (p. 45)

**Seele**

one of two parts of a person
one cannot see it
it is part of another world
good beings are part of that world
things are not part of that world
other people can’t know what things happen in that part of a person
sometimes the person doesn’t know what these things are
these things can be good or bad
because of this part, a person can be a good person (p. 37)

**Dusha**

one of two parts of a person
one cannot see it
because of this part, things can happen in a person that cannot happen in
[anyone else]
these things are good or bad
because of this part, a person can feel things that [no one else] can feel
other people can’t know what these things are if the person doesn’t say it
a person would want someone to know what these things are  
because of this part, a person can be a good person  
because of this part a person can feel something good toward other people  
(p. 59)

Through this metalanguage, Wierzbicka is able to describe the linguistic  
relativity of culture-specific human concepts in culture-specific configurations,  
i.e., their dependence for meaning on their social and historical contexts of  
use. She concludes, like Slobin, with cautious claims:

Although lexical differences of this kind can be misinterpreted and exaggerated,  
nonetheless they do mean something, and if carefully and cautiously interpreted,  
they can indeed be regarded as clues to the different cultural universes  
associated with different languages . . . In the case of English, the decline and  
fall of the word soul, and the ascendancy of the word mind, seem to provide  
particularly significant evidence for cultural history and for prevailing modern  
ethnophilosophy. (p. 63)

9.6 Discursive Relativity, or How Speakers of  
Different Discourses (across Languages or  
in the Same Language) Have Different  
Cultural Worldviews

The idea that “verbal discursive practices affect some aspects of thinking  
either by modulating structural influences or by directly influencing the  
interpretation of the interactional context” (Lucy, 2000, p. x) underlies much  
recent research in linguistic anthropology, language socialization studies, and  
cultural psychology, as mentioned in Section 9.3. This kind of research draws  
not on rationalist theories of mind, but on theories that account for the interac-

tion of mind, language, and social/cultural action in communicative practices  
of everyday life. I focus here on the work of three linguistic anthropologists  
who have had a particularly great influence on bringing discursive relativity  
to the attention of applied linguists. All three could subscribe to Joel Scherzer’s  
remark that “[discourse] is the nexus, the actual and concrete expression of the  
language-culture-society relationship. It is discourse which creates, recreates,  
modifies, and fine tunes both culture and language and their intersection”  
(Scherzer, 1987, p. 296).

Parallel to the work of Lakoff and Johnson in cognitive linguistics, and  
following along the lines of Malinowski and Boas, John Gumperz has shown  
the importance of contextualization cues to make sense of what is going on  
in conversation (Gumperz, 1992, p. 231). Contextualization cues are those  
features of speech that “relate what is said at any one time and in any one  
place to knowledge acquired through past experience, in order to retrieve the
presuppositions [participants] must rely on to maintain conversational involvement and assess what is intended” (1992, p. 230). Such cues may be phonological (choice of intonation, stress, and pitch), paralinguistic (gestures, facial expressions), or linguistic (choice of code, choice of lexical forms or formulaic expressions). They link what is said to what is thought and to how the world is perceived by the participants. Gumperz gives an example of miscommunication between a graduate student and his informant in an ethnographic survey, due to the inability of the student to pick up the relevant contextualization cues:

The graduate student has been sent to interview a black housewife in a low income, inner city neighborhood. The contact has been made over the phone by someone in the office. The student arrives, rings the bell, and is met by the husband, who opens the door, smiles and steps towards him:

Husband: So y’re gonna check out ma ol lady, hah?
Interviewer: Ah no. I only came to get some information. They called from the office.

(Husband, dropping his smile, disappears without a word and calls his wife.)
The student reports that the interview that followed was stiff and quite unsatisfactory. Being black himself, he knew that he had “blown it” by failing to recognize the significance of the husband’s speech style in this particular case. (Gumperz, 1982a, p. 133)

Contextualization cues are part of a larger class of discourse elements called “indexicals” that indirectly refer to, or “index,” the personal, social, cultural, and ideological subject position of the speaker and require interpretation on the part of the participants (Gumperz, 1996). Indexicality is a powerful way of researching the intersection of patterns of language use and concomittant patterns of thought and culture. Hanks (1996) gives evidence of the way linguistic structures index both thought processes and social alignments in speech events. His analyses of Mayan communicative practices in Yucatan show how linguistic forms derive their meaning not only from their selection among the many forms provided by the code, but from the way members combine and engage these forms in the course of their social conduct. For example, when Yuum comes to the house of the shaman Don Chabo to get a blessing, the following dialogue ensues between Yuum, standing outside, and Don Chabo’s daughter-in-law Margot, standing inside her kitchen, through the open window:

Yuum: kul a an wa don caabo
Is Don Chabo seated?
Margot: sen tol o, taan uy uk; ul. Seen to ic nah o
Go over there. He’s drinking. Go over there inside.
(Hanks, 1996, p. 157)

Hanks shows in exquisite detail how each of the indexicals in these two utterances – deictics like over there, you, he, inside, go, and verbs with indexical value
like *seated* (meaning: ‘in session’) or *drinking* (meaning: ‘having dinner’) – refer to the social, economic, gender divisions between Margot’s kitchen and her father-in-law’s house, to the power relationships between shamans and their clients, and to the whole spatial and temporal organization of social life in Yucatan Mayan communities (1996, pp. 155–66).

Thus, language as communicative practice is tied to a person’s position in time, space, social and historical relations, and his/her social and emotional identity. How do children learn language as communicative practice? In a programmatic article titled “Linguistic resources for socializing humanity” (1996), Elinor Ochs examines what it takes to become “a speaker of culture” (see Ochs, 2002). Drawing on her fieldwork on child language socialization in a Samoan village and her extensive research in developmental pragmatics, she found that, through language and other symbolic tools, children and adults construct the culture they live in by publicly signalling the actions they are performing, the stances they are displaying, i.e., their evaluation of their own and others’ feelings and beliefs, the social identities they put forward, and the sequence of actions, or activities, in which they are engaged. Language acquisition is, in part, a process of socialization, “a process of assigning situational, i.e., indexical, meaning . . . to particular forms (e.g., interrogative forms, diminutive affixes, raised pitch and the like)” (1996, pp. 410–11; see also Ochs & Schieffelin, 1984). Ochs’ work brings together insights from Deacon, Lakoff, Johnson, and Slobin by showing how language, as both symbolic system and communicative practice, is intimately linked to spatial and temporal orientation, to the speakers’ subject positioning vis-à-vis these events, and to the actions taken. By focusing on activity, rather than on speaker utterance, as the unit of analysis, Ochs is able to closely connect the linguistic, the cognitive, and the social in children’s development.

9.7 Language Relativity in Applied Linguistic Research

Research on all three forms of language relativity has been carried out pretty much independently of research on second language acquisition (SLA), which forms a large area of the field called “applied linguistics.” The brief survey that follows recapitulates the history of SLA research from the perspective of language relativity.

Prior to the emergence of applied linguistics in the late fifties/early sixties, the combination of structural linguistics and behavioral psychology led to contrastive analysis approaches in language acquisition study and to behavioristic methods of language teaching (repetition, habit formation, translation). The first cognitive revolution in educational psychology brought about by Jerome Bruner and his colleagues in the fifties reinstated the autonomy of the thinking subject (Bruner, Goodnow, & Austin, 1956), at the same time as
the linguistic revolution brought about by Noam Chomsky (1957) reinstated the autonomy of the speaking-hearing subject, thus liberating the learner from behavioral conditioning and political manipulation. Both western psychology and linguistics have implicitly adopted the rationalist, Cartesian view that language reflects thought and thought is expressed through language, but also that psychological processes exist independently of language and of the social activities in which language is used.

Through the eighties, SLA research was not interested in linguistic relativity. The classical texts in the field (Ellis, 1986; Spolsky, 1989; Larsen-Freeman & Long, 1991; Lightbown & Spada, 1993; V. Cook, 1993) don’t even mention the concept. Researchers within the formal linguistic tradition sought to discover universal aspects of second language (L2) acquisition based on the principles of Universal Grammar and its language-specific parameters, or on universally valid psycholinguistic processes of L2 development. Researchers within the functionalist tradition of SLA sought to discover L2-specific rules of communicative competence including the deployment of communicative strategies and the management of conversations in social contexts. Researchers within the pragmatics strand of SLA explored the realization of speech acts across languages.

In neither of these cases was language relativity on the agenda. Although SLA research was concerned with the social context of language learning (see e.g., Ellis, 1987), it viewed the social as a stable, pre-existing fixture, existing outside the individual, not constructed by an individual’s psychological and linguistic processes. By relying on the standard (national) native speaker as a benchmark for language acquisition, it seemed to equate, like Herder and von Humboldt, one language with one national community and one national culture. This is particularly noticeable in interlanguage pragmatics (Kasper & Rose, 2001), which investigates the realization of speech acts across “cultures.” For researchers in this area of applied linguistics, a speaker of Japanese or Hebrew is seen as a representative of “the” Japanese or Israeli national culture. “Culture” is most of the time essentialized into monolithic national cultures on the model of monolithic standard national languages. Such a synchronic mapping of language onto culture seems unduly deterministic, even though it is explained by its different research tradition. It is also noticeable in the area of contrastive rhetoric, that still influences much of ELT today (see Section 9.9 below).

The overwhelming focus of SLA research on the (standard) linguistic aspects of communicative competence and the (universal) cognitive aspects of learning, as well as its inability to deal satisfactorily with social and cultural variation, foreclosed any possibility of taking into consideration semiotic, linguistic, and discursive relativity in language development. What has been missing is a consideration of the historical dimension of the relation of language, thought, and culture – a dimension that sociocultural approaches to SLA have brought back into the equation by taking a historically and socially relativistic perspective on language development.
The social and cultural turn in SLA within the last ten years (e.g., Kramsch, 1993; Lantolf, 2000) has made the language relativity principle more relevant in applied linguistics. It is implicit in recent environmental or ecological theories of SLA (e.g., Larsen-Freeman, 2002; Lemke, 2002; van Lier, 2000), and in the return of a phenomenological tradition of inquiry (Kramsch, 2002a). It can be seen in language socialization research, in sociolinguistic strands of applied linguistics (e.g., Rampton, 1997), and in neo-Whorfian perspectives on bi- and multilingualism (Pavlenko, in press).

The seeds are now there to deal with individual, social, and cultural variation within SLA research. Efforts to eschew rigid dichotomies like input vs. output, acquisition vs. learning, and to replace them by more holistic concepts like affordances, collaborative dialogue, or mediated activity leave open the possibility of placing language relativity at the core of language acquisition and use (Lantolf, 2000). So does the recent emphasis on creativity and play in language development (Cook, 2000), ritual and symbolic interaction (Rampton, 2002) and on the conceptual and subjective make up of multilingual speakers and learners (Pavlenko, 1999; Kramsch, forthcoming). Interest in language relativity can also be found in the increased attention devoted in linguistic anthropology to verbal art, poetic patterning, and the “poetic imagination.” All these recent developments focus on the way individual and collective thoughts and sensibilities are co-constructed, shaped, and subverted through language as communicative and representational practice.

From a methodological perspective, the principle of language relativity suggests adopting an ecological/phenomenological approach to research in applied linguistics (Kramsch, 2002b). As such it is both inspirational and risky. Because it enables applied linguists to recapture the early holistic view of language, thought, and culture envisaged by Boas and Sapir, it feels more valid than positivistically oriented research approaches that have to reduce the evidence to what is rationally researchable. On the other hand, it might be much less reliable, if by reliable we mean evidence that can be replicated to support universal claims to truth. However, the research reviewed above shows that it is possible to relate language to thought and culture in ways that adhere to the criteria of sound and rigorous research in the social sciences, especially in cognitive linguistics and linguistic anthropology. Taking into account language relativity will require taking into account phenomena that have remained too long under the radar of applied linguistic research, i.e., cultural knowledge and its reproduction, and “the more chaotic and inchoate sides of language and social life” (Hill & Mannheim, 1992, p. 398). It will require greater use of long-term longitudinal studies, ethnographic methods of data collection, cross-linguistic discourse analyses, and a willingness to draw on social and cultural theories to illuminate the relationship between macro- and micro-level phenomena (for an example of a research agenda for the study of bilingualism and thought from a relativistic perspective, see Pavlenko, in press).
9.8 Language Relativity in Educational Practice

The critical test of applied linguistics as a research field is, of course, education, in the broadest sense of the bringing about of social and cultural change. Henry Widdowson pointed to this problem when he wrote: “It is the responsibility of applied linguists to consider the criteria for an educationally relevant approach to language” (1980, p. 86). But what is “educationally relevant”? Jerome Bruner answers:

[Education] is not simply a technical business of well-managed information processing, nor even simply a matter of applying “learning theories” to the classroom or using the results of subject-centered “achievement testing.” It is a complex pursuit of fitting a culture to the needs of its members and their ways of knowing to the needs of the culture. (Bruner, 1996, p. 43)

The needs of the culture, as perceived and formulated by teachers, school administrators, and textbook writers and publishers may not be the same as those formulated by researchers, nor is the discourse of all practitioners or of all researchers homogeneous. Culture, in an individual, as in society at large, is plural, changing, and often conflictual. The problem here is the conflict between the desire of the practitioner and the constraints of the institution, e.g., between the culture of teaching and the culture of testing, or between the culture of the students and the culture of native speakers. The conflict is expressed in three questions that can be raised by the principle of language relativity in educational linguistics.

First, isn’t applied linguistic theory itself subjected to the principle of language relativity? The case has been made for the teaching of English around the world that is supported by an applied linguistic theory very often born out of an Anglo-Saxon view of communication and interaction (e.g., Pennycook, 1994; Canagarajah, 1999; and others). Yet such a view is only partially true, for applied linguistic theory is multiple, even though not all theories are equal before the laws of demand and supply on the economic textbook market. Moreover if applied linguistic theory is both universally valid and contingent upon the cultural conditions of its enunciation, so is educational theory.

Second, isn’t educational culture inherently inhospitable to the principle of language relativity, since its ultimate goal is to discriminate between educated and non-educated segments of the population through the imposition of the same formal norms to everyone? The reason why (non-relativistic) grammar is taught as a formal system, apart from the fact that it is more easily “testable,” is precisely because of a positivistic, information-processing educational culture that imposes its own rationalistic frames on what is acceptable teaching at what level for what age group, and what is not. It is this educational culture that has trained the teachers and the teacher-trainers. Its rationale is to be found in the historical, cultural, political traditions of the institution. It is often
associated with noble goals of educational equity, objectivity, fairness, etc. in a mass education system, but this only exacerbates the dilemma. Since the principle of language relativity acknowledges the presence of both universal and culture-specific forms of knowledge, the question is really: How can an educational system make explicit what is universal and what is culture-specific in the knowledge it dispenses?

Third, can language relativity be taught directly or can it only be modelled? This is the key question. Suggestions have been made to make teachers and students aware of the relevance of the linguistic relativity principle in its Vygotskian, diachronic form, both with regard to their L1 and the L2 (Kramsch, 1993, 1998). Teachers can show their students, for example, how the English grammar encourages its speakers to attend to reality in a certain way when they speak. They can explain the multiple ways in which “culture” is constructed through language, and how else it could be constructed through that same language. They can make their syllabus, teaching methods, and teaching goals more transparent, by telling students what “culture” they have learned by learning to talk and write in a foreign language. They can take every opportunity to link language use to a speaker’s or writer’s thought, i.e., stance and point of view, and to link that point of view to that of other speakers and writers of the same national, social, or cultural discourse community (Kramsch, 2001). However, teachers should be aware that linking language, thought, and culture in language teaching is not without risk, as I show below.

9.9 The Danger of Stereotyping and Prejudice

However attractive the notion of language relativity might be for research, (even though it poses problems of methodology), it is not without risks when used in educational practice. In an influential essay on cross-cultural rhetoric, Robert Kaplan, 30 years ago, advanced the theory that speakers of different languages write according to different rhetorical logics. Kaplan’s views echo those of Sapir and Whorf:

It is apparent but not obvious that, at least to a very large extent, the organization of a paragraph, written in any language by any individual who is not a native speaker of that language, will carry the dominant imprint of that individual’s culturally-coded orientation to the phenomenological world in which he lives and which he is bound to interpret largely through the avenues available to him in his native language. (Kaplan, 1972, p. 1)

In diagrams (“doodles”) that have since become famous, Kaplan suggested that “each language and each culture has [an expository] paragraph order unique to itself, and that part of the learning of a particular language is the mastering of its logical system,” or of the “logos immanent in the language” (1972, p. 63). Thus, the English paragraph is represented by a straight downward arrow, the
Oriental (here Chinese and Korean, but not Japanese) paragraph by a spiral circling toward the center, the Romance paragraph by a downward crooked arrow broken up by several horizontal “digressional” plateaux.

It is easy to see why so many ESL (English as a second language) teachers of writing extrapolated from the nature of the students’ native language to the logic of their paragraphs, and, from there, to the innate logic of their minds and the intrinsic nature of their characters. Even though this was of course not what Kaplan had intended, many believed that Americans were direct and straightforward, Chinese devious and roundabout, and the French illogical and untrustworthy, and that those qualities were the direct result of the language they spoke.

Kaplan did later disavow these undue extrapolations (1987), but he still maintained his original position that “the acquisition of a second language really requires the simultaneous acquisition of a whole new universe and a whole new way of looking at it” (1972, p. 100). Like Whorf, he continued to link cultural differences to the structure of the language itself: “rhetorical and stylistic preferences are culturally conditioned and vary widely from language to language” (p. 103), thus equating one (standard) language with one (national? professional? educational?) culture. The problem, however, is that it is not the English (written) language itself that is more direct than, say, the French, but the preferred styles of essayist prose inculcated by the current educational system of each country. It is the educational institution, not the language itself, that decides what counts as an effective “expository paragraph” and that imposes its definition of the genres of power on those it is charged with schooling. The semantic categories of literacy are themselves culturally and socially inflected. Thus the following statement for English teachers rests on cultural assumptions of genre that might not be shared by all, not even among native speakers of English:

If, for example, one wishes to produce texts to be read by village women in sectors of Southeast Asia, what organization of text is most likely to introduce that audience to basic child nutrition in the most effective manner, and how will that rhetorical structure differ from one intended to serve the same purposes for women in sectors of the Arab Middle East? (Kaplan, 1987, p. 20)

This paragraph assumes, for example, that “basic child nutrition” is a public topic that can be aired through a text destined for a large audience that needs to be “introduced to it” in the most “effective” manner. But neither the concept of basic child nutrition nor the concept of effectiveness are likely to be categories that mean quite the same for all speakers of English, Chinese, and Arabic around the world. So the problem is not one of rhetorical organization, but, as genre researchers have shown (e.g., Swales, Bazerman), of communicative purpose. If texts have different organizations, it is because they have different purposes, and their readerships have different expectations. As Wierzbicka would say, an essay is not an essay is not an essay when written in
different languages for different audiences with different purposes in mind. Language relativity, like no other axiom, confronts applied linguistics with its intrinsic boundary nature between language theory and educational practice.

9.10 Instead of Language-Thought-and-Culture: Speakers/Writers, Thinkers, and Members of Discourse Communities

As we have seen, the principle of language relativity shifts the focus away from static concepts like language, thought, and culture toward more dynamic notions of speakers/writers, thinkers, and members of discourse communities. Language is only one of many semiotic systems with which learners make sense of the world expressed in a different language. The acquisition of another language is not an act of disembodied cognition, but is the situated, spatially and temporally anchored, co-construction of meaning between teachers and learners who each carry with them their own history of experience with language and communication. Culture is not one worldview, shared by all the members of a national speech community; it is multifarious, changing, and, more often than not, conflictual.

Language relativity suggests reorienting the focus of language teachers from what they do to who they are. Whether the language they teach is the language they grew up with, or a foreign language, they themselves have had to grapple with language relativity. It has, no doubt, put into question their own worldview, it has made them conscious of what got lost in translation. They have to resonate to the foreign words with the sensibility of both a native speaker and a non-native speaker. Most of all, now fluent as they are in the language they teach, they have to remember what it felt like to learn a new language, the linguistic and culture shocks experienced, the challenges and rewards encountered along the way. This sensitivity to language relativity, this sense of wonder at the mysteries of the untranslatable, cannot be taught directly. It has to be modelled by the language teacher herself.

When considering the implications of language relativity for educational practice, it is important to make the difference between language relativity and moral relativism. It is not because we can no longer uphold universal values that our language would impose on speakers of other languages that we are no longer entitled to the values that our language both creates and reflects. The principle of language relativity enables us to understand to a certain degree how speakers of other languages think and what they value. It does not mean that it obliges us to agree with or to condone these values. But it does commit us to “see ourselves amongst others, as a local example of the forms human life has locally taken, a case among cases, a world among worlds, [a view] without which objectivity is self-congratulation and tolerance a sham” (Geertz, 1983, p. 16).
9.11 Conclusion: The “Incorrigible Diversity” of Applied Linguistics

This essay has drawn on several disciplines besides linguistics, such as psychology, sociology, and anthropology and new cross-disciplinary fields like cognitive linguistics, cultural psychology, linguistic anthropology, to illuminate the relationship of language, thought, and culture in applied linguistics. The question arises as to whether the field is done a service or a disservice by becoming “hybridized” to such an extent. Not every applied linguist agrees that it is a good thing for applied linguistics to draw on so many feeder disciplines without the possibility of developing a unified applied linguistic theory. Yet, it seems that research on language as cognitive, social, and cultural practice cannot but draw on a multiplicity of disciplines, even though it does not make the methodology of applied linguistics research any easier.

In an essay titled “Culture, Mind, Brain/Brain, Mind, Culture,” Clifford Geertz takes a cautiously optimistic view of the hybridization of psychology and anthropology in the last 20 years

the mental nature of culture, the cultural nature of mind, have haunted anthropology since its inception . . . Our brains are not in a vat, but in our bodies. Our minds are not in our bodies, but in the world. And as for the world, it is not in our brains, our bodies, or our minds: they are, along with gods, verbs, rocks, and politics, in it. (Geertz, 2000, pp. 204–5)

We could say in turn that the role of applied linguistics, as the study of speakers, writers, and members of discourse communities, is less a matter of “hybridizing disciplines, putting hyphens between them, than it is of reciprocally dis-equilibrating them” (Geertz, 2000, p. 199). In this respect, we could benefit from Geertz’ encouraging words:

What seems to be needed is the development of strategies for enabling Bruner’s “different construals of [mental] reality” to confront, discompose, energize, and deprovincialize one another, and thus drive the enterprise erratically onward. Everything that rises need not converge: it has only to make the most of its incorrigible diversity. (p. 199)

Constructing a useful applied linguistics means making the most of its incorrigible diversity. It is about cross-pollinating different construals of linguistic, mental and cultural reality in light of the problems of the practice. In so doing, it just might change these construals.

See also 5 Discourse Analysis, 14 Language and Politics, 21 Individual Differences in second Language Learning, 32 Critical Applied Linguistics.
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10 Conversation Analysis

ROD GARDNER

10.1 Introduction

The primary focus of research in Conversation Analysis (CA) is talk rather than language. Talk is understood to be an occasion when people act out their sociality (cf. Schegloff, 1986). The emphasis within CA on the social can be traced historically to its emergence within the discipline of sociology in the 1960s. In the decades since, it has become cross-disciplinary. CA scholars can now be found working not only within sociology, but also within anthropology, social psychology, communication studies, linguistics, and applied linguistics. Within these disciplines CA has always remained a minority, if not marginal, interest. The reason for this can be seen partly in the nature of the object of enquiry. Talk is a complex activity, where language (and other paralinguistic and visual semiotic systems), cognition, and sociality meet. Its study can thus be seen as being located somewhat in the no man’s land between the disciplines of linguistics, psychology, and sociology/anthropology. Despite, or perhaps because of, this position, its importance and influence has gradually grown over recent decades as the isolation of the various social sciences has, at least in part, been eroded.

What makes talk a worthy focus of study for social scientists from such a diversity of backgrounds? Talk is, first, “what appears to be the primordial site of sociality” (Schegloff, 1986, p. 112). This is an important notion with its implication that it is talk above all else that allows us to transcend isolation and to share our lives with others. Talk is a crucial activity at the center of world-changing events: summit meetings between world leaders, policy decisions in board rooms of multinational companies, international conferences on environmental policies. It is also a means we use to do the mundane and routine in life: the exchange of greetings with a neighbor, polite chit-chat with workmates during a break, ordering a snack at lunch time. At the more personal level, the important life events of courtship, divorce, and death are pivotally talked through. Indeed they would not exist as specifically human
activities without talk. Life’s experiences – the ordinary and the everyday, the profound and the momentous – are first and foremost experiences that are shared socially through the activity of talk.

It might be argued that talk is but one of a number of modes of communication and interaction available to humans, and so why privilege talk above, for example, writing or electronic modes? After all, virtually no complex modern activity – in politics, law, education, commerce, the electronic media, defense, finance, medicine, sport – can take place without written documents or computerized communication. The main question, however, is about which of these modes is most fundamentally human. Of these modes, only talk exists in all human social groups. Historically, and almost certainly phylogenetically, talk came first. And last but not least, talk is ontogenetically primary: children learn talk by mere exposure to their caregivers, whereas literate and electronic forms of communication need to be actively taught.

Whilst it can be argued that talk is the basic site of human sociality, this does not say why it may be of particular interest to applied linguists. Obviously language is a central and essential component of talk. This is made plain by talk on the telephone, which lacks the visual and the full audial channel, and is particularly heavily reliant on language. Also complex communication is impossible without language, even though, as all travelers know, certain basic needs can be met without language. One of the central concerns of applied linguists has been to understand how language is used for communication, therefore it follows that an understanding of how language is used in talk must be a central foundation for the discipline.

CA is one of a number of approaches to the study of spoken language. It differs from other approaches in respect to certain theoretical assumptions, methodological principles, and analytic techniques. In terms of the object of the enquiry, there are certain aspects of talk that have, from the beginning, been central to CA to a greater extent than for other approaches. The first of these is the notion of interaction. Whilst most approaches to discourse tend to focus on the speaker, in CA talk is seen as a jointly accomplished activity, with the listener and the speaker given equal status as co-constructors of the emerging talk. Speakers design their contributions specifically for the recipients of the talk, and listeners in turn influence the speaker by the responses they give. Each unit of talk builds upon the prior talk, and is understood by participants in light of their understanding of that prior talk. To take a simple example, if an utterance is understood by a listener to be a first greeting, then there are expectations that the most likely next utterance will be another greeting. It is in this way that talk is seen as co-constructed by listeners and speakers.

The second and related aspect of talk that CA pays particular attention to is temporality. One outcome of this is a focus on two sides of the “time” coin: silence and simultaneous talk in conversation. Thus a silence can profoundly affect how some talk that precedes or follows it is understood, and simultaneous talk may be indicative of how speakers are understanding or feeling about each other. A consideration of time also opens up questions relating to how
talk emerges moment by moment, is highly locally organized, with participants showing split-second sensitivities to others’ contributions. These are evident in, for example, the onset of a speaker’s turn, or a mid-utterance change in the formulation of an emerging turn.

These features of talk work together in complex ways. One of the major objectives of CA is to describe how the various sub-systems of talk combine, and to provide an account of the mechanics of talk. Such an account will then provide a focus not only on how speakers’ utterances are constructed prosodically, grammatically, and lexically – turn design – but also on how speakers overwhelmingly cooperate in an orderly taking of turns, and how these turns are sequenced into sets of actions, as adjacent pairs and more extended sequences.

10.2 Foundations of CA

One of the basic precepts of CA is that ordinary everyday conversation is most basic to human interaction and sociality. Other forms of talk, such as interviews in work or media settings, medical consultations, courtroom interaction, classroom talk, and any other forms of institutional talk, derive from and are a simplification of ordinary conversation in terms of the organization of the speech exchange system, and of the types of actions sanctioned. This is based on an observation that turn-taking, for example, is at its most complex in ordinary conversation, even though the basic rules of conversation are relatively simple. In institutional talk in media, educational, legal, medical settings, in contrast, there are usually constraints on who talks at what point, and who has rights to select next speakers. There are also usually constraints on what kinds of actions a particular participant may undertake, such as who asks the questions and who provides the answers. In the early years of CA there was therefore a focus on what was considered the more basic form of talk, namely conversation, deriving from an assumption that in order to understand how something works, the best place to start is with the most fundamental form of that thing. It was not until the 1980s that CA scholars began to turn their attention extensively to non-conversational forms of talk. The prevailing belief was that it was necessary first to lay a certain descriptive foundation, before turning analytic attention to the derived forms of talk that are its institutional forms.

It can thus be seen that a basic claim in CA is that ordinary conversation is the default version of talk (and by implication perhaps of language too), and that all other forms of talk-in-interaction are derived from ordinary conversation, and are thus culturally and socially restricted. For example, modes of talk in education, in law, in the media, in medicine, are likely to be derived from local (cultural) needs and contingencies, and adaptations of talk will encompass these. The corollary of this is that ordinary conversation is likely, at least in many of its practices, to be universal. This latter claim remains to be
demonstrated empirically, but on the basis of research so far, there are no compelling grounds to suspect that this view is wrong.

10.2.1 Historical foundations

10.2.1.1 Garfinkel and Goffman: ethnomethodology and the study of the interaction order

CA is historically linked to ethnomethodology, and indeed many of the precepts of the latter were espoused by Harvey Sacks and Emanuel Schegloff in the emergent days of CA in the 1960s. Ethnomethodology had its roots in the late 1940s and 1950s with Harold Garfinkel, a sociologist who started by studying jury deliberations in the USA. He was asking questions about how juries came to their decisions: about what constitutes an adequate account of an event, or an adequate description, or adequate evidence in and for what they were doing. He found that mainstream sociology of the day did not help him much. He was unhappy with the privileged position of the scientist, which claimed access to social reality that is denied the “ordinary” person, given to the scientist through a belief that social scientific method is superior to ordinary, everyday common sense. As Heritage (1984) puts it, there is a belief in the cognitive superiority of science.

Simultaneously in ethnomethodology there is a denial of a model of an external social reality consisting of a set of fixed norms, beliefs, and values. Garfinkel’s challenge to the mainstream was to put the pursuit of an understanding of a common sense and a locally achieved everyday construction of reality at the center of his research agenda. In other words, he sought to investigate how the ordinary person interactively and reflexively achieves an understanding of everyday practical life, its “policies, methods, risks, procedures, strategies,” and thus to explicate “the rule governed activities of everyday life” (Garfinkel, 1967, p. 35).

A second important figure to influence Sacks was Ervin Goffman (Sacks was a student of both Goffman and Garfinkel). Goffman (e.g., 1959, 1967) was probably the first major social scientist to look in close detail at people interacting. His particular genius was to be able to make acute observations of human interactions without the aid of electronic recordings. He helped pave the way for the study of human sociality at the micro-level (individuals interacting with other individuals, small group interactions), in reaction to the prevailing concerns of contemporary sociology with macro-level phenomena.

These two major pioneers were ground breakers for the emergence of CA in the 1960s, with its own distinct agenda.

10.2.1.2 Early CA

CA developed as a distinctive intellectual movement in the 1960s, yet still sharing much of its philosophical base with ethnomethodology. One such shared base is the examination of practical reasoning in everyday life, exemplified
through what is considered to be the key instantiation of this: talk-in-
interaction. CA is the study of sequences of actions and their interactional
products, with the starting point being the “unique adequacy” of such an
instance, what it is that makes some talk just that which it is, and nothing
else. It is not, initially at least, and in its practice as ethnomethodology, a
search for generalizations, but a description of how an interaction works in
and of itself. In practice, over years of accumulation of descriptions of turn-
taking practices, the organization of repairs to conversational troubles, or the
ways in which actions build into sequences, some generalizations have emerged,
but nevertheless CA is characterized by great caution in this respect, and an
insistence on beginning an analysis of an instance of talk with a description
of what is going on uniquely, rather than from assumptions of practices based
on prior research.

In its origins, CA borrows from ethnomethodology three basic themes:
accountability, reflexivity, and indexicality (cf. Garfinkel, 1967). Accountability
refers to members’ own methods for making their actions visible and
reportable to other members – that is, accountable as ways of doing everyday
activities. It is assumed (and has turned out to be massively so in talk) that
these activities are orderly, observable, ordinary, oriented to, rational, and
describable. Accounts are possible because practices underlying social actions,
including talk, can be reproduced and can be learned, for example by the very
young, or by a non-member.

Reflexivity refers to a conviction that such accountability reflects the talk in
all its aspects: the field of action, the settings, the practices of talk, the actions
and activities of a social interaction. Members’ accounts of ordinary social
actions reflect the social actions themselves.

Indexicality refers to a belief that meanings in language are dependent upon
the locus in which they are used. This extends the notion of deixis in lin-
guistics to claim that all language is indexical, or less radically, that all utterances
are adequate only if they are suited to the local conditions in which they are
being used. It thus rejects a context-free characterization of language (or of
situated practice) as inadequate and unrealizable. This ethnomethodological
side of CA can be seen as an attempt to ask the question about how actors
make adequate sense and adequate reference in their social field. It is an
“inside-out” rather than an “outside-in” attempt at understanding talk.

These Garfinkelian beginnings have led on the one side to ethnometho-
dological studies of work. The other main development has been CA, which
has diverged in a number of significant ways from ethnomethodology. A full
discussion of Sacks’ early career and his intellectual influences can be found
in Schegloff, 1992a and 1992b. Much of the following discussion is indebted
to this source. In the early days, Harvey Sacks studied suicide prevention
meetings, group therapy sessions, phone conversations, and dinner conver-
sations as a way of getting into the study of natural, spontaneous social
activities. Goffman’s anecdotal and insightful studies of face-to-face inter-
action were influential in these early stages, though mainly in that they had
shown that face-to-face interaction was a valid object of study, rather than
that they influenced strongly the methodology that Sacks developed to study
conversation. His influences were very wide, and included, perhaps surpris-
ingly, Chomsky, some of whose early lectures he attended. It became apparent
that parties in conversations can achieve coherent, rational, mutually compre-
prehensible interactive talk despite a preponderance of apparently vague and
imprecise language. He and Schegloff came to see conversation as something
that could be examined as an object of inquiry in its own right. Talk was itself
action, and not a mere window to other processes, social or cognitive or
linguistic. The early years of the emergence of the study of conversation and
talk is, fortunately, largely captured in Sacks’ lectures between 1964 and 1972,

One way of putting the question that CA addresses is, “How can you
provide an adequate description of any event?” The next section provides an
account of CA’s attempt to answer that question.

10.2.2 Methodological issues in CA

A basic belief in CA is that society is constituted first and foremost through
conversation and talk-in-interaction, of which language is a crucial facet. CA is
a search for order in talk, which is seen as one (the most important one) of “the
rule governed activities of everyday life” (Garfinkel, 1967, p. 35). The funda-
mental way in which we accomplish our lives is through talk-in-interaction:
the routine and the abnormal, the trivial and the profound, the mundane and
the extraordinary. CA proposes an examination of the fine detail of talk, of the
underlying structures that members of the social group draw upon to con-
stitute their social world. It takes a highly empirical approach to analysis. A
conversation analyst would eschew intuitive interpretations of data based on
native speaker competence. Instead the goal is to discover how participants
themselves understand and interpret what they are doing. The analyst does
this with an approach which Psathas (1990) has called “unmotivated looking.”
One examines the data with as few assumptions and preconceptions about
what is going on as possible, and with nothing being dismissed a priori as
disorderly, accidental, or trivial. Ethnographic information is of secondary
importance, in the sense that no assumptions are made based on, for example,
institutional roles (mother, doctor, colonel, witness) or gender or institutional
position, unless it can be demonstrated that these factors are invoked or
displayed or made relevant by participants through the talk. The analysis also
demotes to secondary importance any retrospective, recollected description
of events, as it is assumed that the recording captures more reliably what
happened than memory can (whilst granting, of course, that recordings are
themselves imperfect). Neither are macro-social assumptions about how, for
instance, doctors or women or bosses can be expected to behave taken as
primary sources for analysis. In practice, of course, such “unmotivated looking”
is difficult, if not impossible, to achieve completely. The point, however, is to
reduce, as far as possible, the influence of one’s preconceptions on what one hears and sees. The achievement of this skill is part of the training of a conversation analyst.

The way into the data, as developed initially by Sacks, is to take a short piece of real interaction for study, consider it for the effects achieved through it, and then ask how this was done, i.e., what underlying methods and procedures are used. Such an approach does not enable an account in any generalizable or comprehensive way of the necessary conditions for the doing of an action, for example an invitation, but is a partial account of a situated instance of such an action. Correspondingly, the way into the data is not through an appeal to some extra-interactional phenomenon, such as notions of politeness or assumptions about the influence of gender, or a set of rules describing generalized conditions for the production of an utterance, but by an examination of an utterance as one within a sequence of utterances, each of which exhibits links of relevance to those preceding and following it.

The implication of this is also that the roles, relationships, and characteristics of participants in a conversation are not invoked in the analysis, unless they are perceivably relevant in the data. In the case of ordinary conversation, a participant’s gender would be deemed relevant only if the participants themselves invoked gender as relevant to the talk. Even in the case of, for instance, a doctor–patient consultation, the role “doctor” or “patient” is not assumed, though in most (but not all) cases it quickly becomes apparent that the participants themselves are oriented to their particular roles. But it is to be noted at the same time that the constants in these instances are the roles and constellations of “doctor” or “patient,” whilst the individuals themselves are ephemeral, in the sense that sooner or later they will slip into other roles, such as parent, shopper, or friend, and also during the doctor–patient consultation there may be phases when the institutional roles are backgrounded. The payoff for this approach is that the methodology demands of the analyst a constant attention to what is demonstrably occurring in the interaction without interpreting certain actions as being accountable for by the assumed characteristics of a person as “woman” or “doctor” or “punk.”

The procedures of the project of CA are accomplished through analysis based on the evidence of the talk that is produced by members of a conversational community incorporating certain roles, followed up by discussion of findings amongst the community of analysts. The way to study this talk is through recordings in audio or video of naturally occurring events: conversations, talk in classrooms, interviews in the media, trials in courtrooms, meetings in offices, consultations in doctors’ surgeries, surveys in call centers. A requirement is that these talk events should be natural, that is, they would have taken place in pretty much the same way had they not been recorded. The analysis takes place by playing the recording repeatedly, and whilst one is listening, transcribing it. In this way, the analyst becomes increasingly familiar with the data, both through the repeated listening and through the close transcribing process. Transcription follows a system largely developed by
Gail Jefferson (e.g., Jefferson, 1984). This process is to be seen not as a means to capture the data for later analysis, but as a tool to become as closely familiar with the object of inquiry as possible, thereby turning the act of transcription into an act of analysis.

It is not surprising that such an austere, even reductionist, approach to discourse will attract its critics. It has been said, for example, that the focus on the local, the “micro,” or the “molecular” has the consequence that the larger socioeconomic and historical context is neglected. However, this criticism can be turned around to ask how it is possible to provide an adequate description of any event. As Sacks (1963) put it, when comparing the validity of different descriptions in social science:

The feature of any description that it will not only be incomplete but that (a) it could be indefinitely extended and (b) the extension cannot be handled by a formula for extrapolation, implies that any description can be read as far from complete, or as close to complete, as any others. From simply reading two descriptions of variant length, style, etc., one could conclude that while one is more elaborate the other is more terse, while one is more extensive the other more intensive, etc.

The procedure, then, is to begin with a detailed description at the micro-level, without the presumption of attempting comprehensiveness or any attempt at a definitive description. One describes only what is hearable and seeable in the data, interpreted through the context of the talk.

The notion of context in CA requires some explication: it is the context of the actions in the talk. Any utterance is both context-shaped and context-renewing. It is context-shaped by the “immediately local configuration of preceding activity,” and by the “larger environment of activity,” and context-renewing in that each utterance functions “to renew (i.e., maintain, adjust, or alter) any broader or more generally prevailing sense of context” (Drew & Heritage, 1992, p. 18). In other words, what is said in the unfolding talk will be interpreted in the light of what has just been said (context-shaped), and will in turn provide the context for the interpretation of the next utterance (context-renewing). Although this raises largely what might be called the textual or discourse context, aspects of the spatio-temporal situation can also be invoked, through what is made noticeable or salient by the speakers’ talk. Thus ethnographic information will be considered relevant contextual information only if it is displayed by participants as being relevant. For instance, it is not considered important that one interactant is a male unless there are recoverable features in the talk that display the relevance of that person’s role as male, through the explicit, or at least recoverable, orientation of participants to the maleness of the person.

A metaphor for this approach to context is Bateson’s “blind man with a stick,” which “takes as a point of departure for the analysis of context the perspective of the participant(s) whose behavior is being analyzed” (Goodwin
Bateson’s question asked what, when describing an act of a blind man walking through a city, would be the relevant contextual features. Potentially these are vast, and in terms of Sacks’ view of description, could be indefinitely extended and could not be handled by any formula. They could include the total social, physical, and historical environment, including places for pedestrians, vehicles, traffic lights, traffic regulations, buildings, air temperature, pollution levels, descriptions of other pedestrians, their personal histories, what happened on this street a year ago, a century ago, and so on ad infinitum. Following Goodwin and Duranti, though, a principled approach to context would be to describe only what is specifically invoked in the talk, what the talker or walker makes relevant by making it perceptible, seeable/hearable through the talk, or through the tapping of the stick, and following how this changes from moment to moment. There is, though, a sense in which Bateson’s blind person metaphor is limited when it comes to describing context: in talk participants are not only in the event, but they are also creating the event.

Schegloff (1988) has provided perhaps the most succinct summary of the CA approach to context. He says of it:

I refer . . . not to social contexts like offices, classrooms or families, but sequential contexts formulated in terms of more or less proximately preceding talk and the real jobs of projecting further talk which utterances can do, for which they can be inspected by their recipients, an inspection to which speakers must therefore be reflexively attentive. Such prior and prospective contexts are inescapably implicated in the real-life projects, however humble or exalted, which are being prosecuted through the talk. These real-life projects, and the sequential infrastructure of talk-in-interaction, are involved in the production and analysis of talk by the parties in such intimate detail that we are only beginning to understand it. But it is clear that temporality and sequentiality are inescapable; utterances are in turns, and turns are parts of sequences; sequences and the projects done through them enter constitutively into utterances like the warp of a woven fabric.

Context can thus be seen not as a “set of variables that statistically surround strips of talk,” but as standing in “a mutual reflexive relationship [to talk], with talk, and the interpretive work it generates, shaping context as much as context shapes talk” (Goodwin & Duranti, 1992, p. 31).

10.3 Principal Findings in CA

The body of findings in CA has grown to a large corpus over the decades since the late sixties. An attempt at summarizing the main findings must therefore remain partial. In this section, there is a sketch of some important findings in the fields of turn-taking, sequence organization, repair, turn design, and prosody.
10.3.1 Turn-taking

The seminal paper in CA on turn-taking is the paper by Sacks, Schegloff, and Jefferson that appeared in 1974, “A simplest systematics for the organization of turn-taking for conversation.” Whilst the initial claims made in that paper have been refined over the years, for example concerning what constitutes a turn constructional unit (the basic unit of talk), or what the notion of turn completion means, the set of characteristics and rules of turn-taking have remained the definitive statement on the phenomenon. In particular, the rules for turn allocation in conversation have stood the test of time, despite criticism that they are derived from the turn-taking conventions of middle-class male America. However, as a basic set of rules they have thus far been shown to shed light on turn-taking practices across a range of languages and cultures, including Thai, Japanese, Finnish, and German. This is not to say there are no differences. Some variations in practice derive, for example, from the grammar, e.g. clause-final particles in Japanese, or the end placement of the main verb in German. It has also been claimed that cultural differences in the tolerance of simultaneous talk or of silence will entail differences in turn-taking practices, with Italian frequently cited as an example of a linguistic culture with “everyone talking at the same time,” and Australian Aboriginal culture as one where very extended periods of silence are tolerated. These claims notwithstanding, there do not appear to be any studies on languages other than American English that are based on a close analysis of actually occurring conversations which show that speakers do not (1) orient to transition relevance places at points of possible completion, (2) include both speaker selection of next speaker or self-selection by next speaker, (3) have various devices (many of which have been described) for extending or curtailing turns at talk or current speakership, or dealing with simultaneous talk when it occurs.

The rules as set out by Sacks, Schegloff, and Jefferson (1974) are as follows. A TRP is a transition relevance place, which is the place in the turn at which it becomes relevant or legitimate for another party in the conversation to begin speaking. C is current speaker and N is next speaker.

**Rule 1 – applies initially at the first TRP of any turn**

(a) If C selects N in current turn, then C must stop speaking, and N must speak next, transition occurring at the first TRP after N-selection.

(b) If C does not select N, then any (other) party may self-select, first speaker gaining rights to the next turn.

(c) If C has not selected N, and no other party self-selects under option (b), then C may (but need not) continue (i.e. claim rights to a further turn-constructional unit).

**Rule 2 – applies to all subsequent TRPs**

When rule 1(c) has been applied by C, then at the next TRP Rules 1(a)–(c) apply, and recursively at the next TRP, until speaker change is effected.
These rules constitute a context-free set, which are applicable to any conversation. They are also context-sensitive, in the sense that they are applied locally in any conversation. Two points can be noted about these rules. First, they have built into them a mechanism that privileges speaker change, as only if rules 1(a) and 1(b) are not applied can the current speaker continue to speak. Second, these are rules to be oriented to, not slavishly followed. They are a set of expectations about conversational turn-taking behavior, which can be temporarily revoked by a speaker if they deem that local exigencies of the conversation require it. This can result, for example, in the occurrence of interruptions or other forms of simultaneous talk.

It also needs to be noted that these rules are for ordinary conversation, and not for other forms of talk, such as classrooms, courtrooms, media interviews, or committee meetings. What one invariably finds in such institutional settings is that the rules are simplified, so that for example one speaker alone (the teacher, the judge, the interviewer, the chairperson) has rights for speaker selection, and there is no sanctioned self-selection by other participants.

The strength of these rules is that they are simple, yet robust, and they can be shown to account not only for orderly turn-taking behavior, but also for apparent breakdowns in orderliness. But conversations rarely break down completely. This is in part because the turn-taking rules provide an organizational bedrock for orderliness in talk, without them being a straitjacket, so that cultural, gender, class or other differences can be encompassed within conversational turn-taking behaviors without the rules, as a set of basic practices, being abandoned.

### 10.3.2 Adjacency pairs and sequence organization

A second level of orderliness in the organization of talk is that of the sequencing of actions in talk. At one level this deals with the obvious: a question tends to be followed by an answer, a greeting by a greeting, an offer by an acceptance or a rejection. This basic pairing of actions in conversation has led to the notion of adjacency pairs. The basic rules for the production of adjacency pairs were formulated early in the history of CA, by Schegloff and Sacks (1973).

Given the recognizable production of a first pair part, at its first possible completion its speaker should stop, a next speaker should start, and should produce a second pair part of the same pair type.

Thus adjacency pairs are composed of two turns by different speakers, and speakers orient to them being placed adjacently. Typical first pair parts include questions, requests, offers, invitations, advice, and informings. Typical second pair parts include answers, acceptances, rejections, declines, agreements, and disagreements. There are constraints on these pairings, thus questions take answers, greetings take return greetings, and requests take grants or rejects. A way of expressing these constraints is to say that a first pair part
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is sequentially implicative of a second pair part. If, upon the utterance of a first pair part, the second pair part is missing, its absence is noticeable, and regularly remarked on by speakers. As Schegloff (1990) put it, the second pair part becomes officially absent.

Adjacency pairs constitute a basic sequencing occasion in talk, in which chains of adjacency pairs can often be located. Basic adjacency pairs can, though, also be expanded at any point: before the first pair part, between the two parts, or after the second pair part. These expansions can become very elaborate, with sometimes several minutes of talk hung on a single adjacency pair.

Expansions are usually adjacency pairs in their own right. In pre-expansions an adjacency pair may pave the way for the main adjacency pair. Before an invitation, for example, an enquiry about availability is regularly made, as in “What are you doing?” which may be followed by a “go-ahead” in the form of “Nothing.” This adjacency pair is subsidiary to the actual invitation and its response, as in, “Want a drink?” – “Why not.” Such pre-sequences pre-monitor the actions that are projected. A plausible reason can be found in a consideration of the observation that very many first pair parts have two principal possible second pair parts. In the case of an invitation, these are an acceptance or a rejection. It has also been observed that there is a structurally inbuilt preference of one of these responses, which may be glossed as the positive response. In the case of invitations, the preferred response is the acceptance rather than a decline, in the case of a self-deprecation, it would be a rejection rather than an acceptance of that self-deprecation, in the case of an assessment it would be an agreement with the assessment rather than a disagreement. The description of preference organization is based not through appeal to some notion such as politeness, or what a speaker would “prefer” to do, but on the observation that preferred responses to a first pair part are done differently to dispreferred ones. Thus acceptances of invitations are, overwhelmingly, straightforward, immediate, and brief. Declines of invitations, on the other hand, are frequently delayed, both temporally through a longer than normal silence before the response, and also sequentially, in that they may be preceded by some other action, such as a turn-initial “well” or “uhn,” or an account for why the invitation is going to be rejected, or a thanks for the invitation. Similar kinds of preference organization are found for other “bipolar” first pair parts. Thus requests show a preference for a grant over a reject, offers for an accept over a decline (though very generous offers show a preference for a decline over an accept), compliments for a reject over an accept, announcements for an alignment with the announcement rather than a disalignment.

An explanation for some pre-sequences is that they can avoid dispreferred second pair parts. Thus if the response to “What are you doing?” is “I’m busy,” then the prospective inviter can see that certain conditions for an invitation are not met, and thus an invitation is unlikely to follow, and the dispreferred response of a decline is avoided. Indeed many pre-sequences avoid the potential for some future trouble. A “generic” summons-answer pre-sequence, used
to engage the attention of a co-present person, as in “Gary,” followed by “Yeah,” is used to avoid the potential trouble of lack of attention. A preliminary to preliminaries (cf. Schegloff, 1980), as in “Can I ask you a question?” which is followed by the provision of essential background information before the question is asked, is used to avoid the potential trouble of lack of knowledge on the part of the recipient. A pre-story, as in “Did you hear what happened to Jill yesterday?” can be used to avoid the potential trouble both of the story being old news to the recipients, and also the potential trouble of transition relevance, for once a story is underway, it is important that the storyteller is not interrupted at every transition relevance place.

Adjacency pairs can also be expanded between the first and second pair parts, or after the second pair part. Insertion sequences often occur as repairs to an actual or potential misunderstanding of the first pair part, to clear up a mishearing or ambiguity or non-comprehension, before doing the second pair part. They may also seek more information, such as finding out the reason for an invitation or a request before accepting or granting it. Post expansions may also be repairs, to clarify a potential or actual misunderstanding of a second pair part. They may also do things such as acknowledge a second pair part, or express thanks for it, or expand on it is some way.

Any adjacency pair can be expanded. One finds, for instance, insertion sequences within pre-sequences, or post-sequences to insertion sequences, so that some sequences of talk can become extremely complex. However, even the most complex of sequences are still organized around adjacency pairs.

10.3.3 Repair

Repairs can occur as adjacency pairs. They then constitute a very particular kind of pair, one that is used to deal with troubles of hearing, production, or understanding in talk. One astonishing feature of talk is how unusual breakdown is. This is not to say, of course, that total understanding is the norm in conversation, nor that it is not, but it is to claim that generally the organization, structures, and coherence of talk are maintained, and that when that orderliness is threatened with breakdown, overwhelmingly that threat is dealt with very quickly, and orderliness is restored.

Most repairs do not in fact occur as sequences, but are achieved by a speaker dealing with a problem him- or herself during the production of a turn. These self-repairs in the same turn take the form of a replacement or insertion or deletion of a piece of talk, or of a reordering of the elements of a turn. Other repairs are achieved more collaboratively. The recipient of some talk may indicate difficulty with it. This can take the form of a “Pardon?” or a “Who?” or “Did you say X?” In such cases initiation of repair takes place in the turn subsequent to the turn in which the source of the trouble occurs. More rarely, a speaker may not realize there is trouble until a response has been heard, and thus initiate repair in the third turn. Even rarer is initiation in the fourth turn. Beyond that turn, no repair initiation has been described.
There is also a preference for the speaker of the trouble turn to do the repair (cf. Schegloff, Jefferson, & Sacks, 1977). That is, whilst another speaker regularly initiates repair, which is then typically done in the third turn by the trouble source speaker, it is comparatively rare for another speaker to actually carry out the repair. Thus problems of understanding are overwhelmingly dealt with efficiently, mostly by the speaker of the trouble source, and mostly very close to the source of the trouble.

10.3.4 Turn design

A more recent strong focus in CA has been turn design, in particular the aspects of grammar or the way in which a turn at talk, or a turn constructional unit, is put together. This is an area of inquiry in which linguists have obvious credentials to make a contribution. Rather than approach the grammar of a sentence as a psychological phenomenon, it can be considered as something that is constructed in response to the contingencies of the local meaning and social requirements of the emerging talk. This is, more or less, the old question about the relationship between form and function: the morphosyntax and lexis of an utterance, and the action it is designed to achieve.

Early CA was somewhat naive in its understanding of grammar, which is perhaps not surprising, given that the practitioners were sociologists. The unit of talk (the turn constructional unit, or TCU) was considered to be a word, a phrase, a clause, or a sentence (Sacks, Schegloff, & Jefferson, 1974), but the importance of prosody was at least recognized. More recently some linguists have focused on grammar in conversational talk, notably West Coast Functionalists in the USA (e.g., Ono & Thompson, 1995; Ford & Thompson, 1996). Their approach has been to look at how people construct utterances in real time, and in particular the way in which they use regular, patterned, grammatical schemas under the constraints of having to talk in interaction. Their view is that syntactic constructional schemas need to be flexible enough to be subordinated to local interactional contingencies. Ono and Thompson suggest that syntactic schemas are abstract prototypes, which speakers and listeners orient to in a rough and ready and tolerant way. The research agenda is to demonstrate how certain constructions are chosen to achieve particular actions, and how these choices are motivated, in part at least, by local interactional contingencies.

It also raises questions about what constitutes a unit of talk. A turn can be from a single morpheme (or even a phoneme or a non-verbal/non-vocal element), to a complex of several clauses. Turns are packaged as intonational units, and are further chunked into units of meaning, or pragmatic units. So there is broad agreement that a unit of talk is phonological (units of intonation), grammatical (clauses, clause complexes, or sub-clausal units) and pragmatic (action or meaning units). But many questions remain unanswered (Schegloff, 1996). What elements make up a TCU? How do you deal with repetitions or revisions, or with mid-turn silences? Where do turns start? Is a
pre-turn inbreath part of the TCU? Where do they end? What is the relationship between a TCU and the previous TCU, and the following one?

Ford & Thompson (1996) have proposed an answer to a few of these questions. They found, for example, that speaker change occurs most regularly where there is a coincidence of pragmatic, intonational, and syntactic completion, but that syntactic completion regularly occurs without the other two, and is not, in itself, a good predictor of speaker change. Their conclusion is that these three systems work together to determine where a unit of talk begins and ends.

Much remains to be done to work out the complex relationship between the form of a turn, and the action it is designed to do. There is reason to believe that a study of grammar in talk can help to understand in a principled way the relationship between the grammatical resources available in a language, for example the many possible ways to ask a question, and the sequential position of an action, for example whether this is an only question, or the first in a series, or a later one in a series.

10.3.5 Prosody in talk

Another area in which linguists have contributed to the broader CA project is prosody, in particular a group of German linguists engaged in what they call “interactional linguistics” (e.g., Auer & di Luzio, 1992; Couper-Kuhlen & Selting, 1996; Selting & Couper-Kuhlen, 2001). Whilst their interest is not restricted to prosody, and they are not the only scholars looking at prosody in conversation, they have made a particularly strong contribution to the area, one which has traditionally been a weak point in CA studies (but see Local & Kelly, 1986; Kelly & Local, 1989). Their studies have included descriptions of intonational and other prosodic forms and practices in relation to grammatical phenomena in interactional settings such as indirect speech, questions, clause subordination, the beginnings of stories, emphatic speech, focusing on features such as pitch level, the level of onset at the beginning of a unit of talk, terminal pitch direction, and rhythm in conversational talk. They have opened up systematic studies in this highly complex area.

10.4 CA and Applied Linguistics

The discussion of the foundations and principles of CA so far has not addressed its relevance to applied linguistics in any detail, though it should be clear that the fundamental subject matter of CA is also of interest to applied linguistics. For example, in the field of language teaching, the nature of language as a communication, or language in use, has been a central issue at least since the 1970s. Conversation and talk in general are the home of language in use. In both CA and applied linguistics, despite their different home disciplines and some obviously different foci of attention and terminology,
there is a concern to understand how people communicate with each other, and how people use language-as-talk to accomplish certain actions.

This common ground was recognized quite early by some university educators. In some MAs in Applied Linguistics from the late 1970s in Britain and North America, with a changing understanding of the nature language, which included psychological and social aspects, an indebtedness can be traced to a number of disciplines beyond linguistics, including ethnomethodology for CA. Thus a generation of applied linguists emerged with an awareness of, if not a training in, CA.

In the 1990s the cross-over between sociology and applied linguistics became particularly strong at UCLA, California, where many applied linguistics graduate students were given a strong training in CA through departmental links to the conversation analysis program in sociology. Today this cross-disciplinary training has spread, notably to Finland, but also to Denmark, Germany, and Australia. The 1990s saw the emergence of a growing, though still small, corpus of published research from these students in what can be called applied conversation analysis, in the fields of second language education, language testing, second language acquisition, and second language discourse. There are two main areas of interest for applied linguists from the work of CA. First, the study of institutional talk has increased our understanding of language in use in a variety of settings. Second, more recent studies have contributed more directly, albeit in a small way so far, to central traditional areas of applied linguistics, such as language teaching, language testing, and second language acquisition.

10.5 Applications of CA

10.5.1 Institutional talk

When we are dealing with organizations, either as agents or professionals, or as clients, patients, or customers, we engage in institutional talk. This talk is the means by which practical tasks and activities are performed in pursuit of organizational goals. Indeed, a CA approach to such talk is that the institution does not provide a context for a particular type of talk (the “bucket” theory of context), but that the institutional context is talked into existence by the participants: they build the context in their talk and through their talk (Heritage, 1997).

The main thrust of work in CA on talk in institutional or work settings has focused on the methods and practices by which parties in institutional talk orient to and play out their institutional identities, in particular through turn-taking practices and the types of actions performed by the speakers (Drew & Sorjonen, 1997). Commensurate with basic methodological and theoretical principles in CA, the approach has been to examine in detail at a micro-level how participants in institutional talk manifest their institutional conduct through the talk they produce (Drew & Heritage, 1992). One manifestation of this is an
observable orientation of participants to the institutional goals: there is a more or less stable understanding about the objectives of the task at hand, both by the institutional professionals and the lay participants, though these can differ and even clash, as professionals are likely to have knowledge and understanding of the institution that are not made explicit for the lay person.

A second manifestation is that constraints are placed on participants. This is very noticeable in a courtroom, where people have clearly defined roles, but is also present, less rigidly, in other kinds of institutional interaction, such as medical consultations. The degree of constraint and institutionality may vary according to the phase of the encounter. Information gathering and diagnosis may follow routines closely, whilst a closing phase may be very like ordinary conversation.

A third manifestation is the ways in which participants think or make inferences as they make their ways through the interaction. For example, news interviewers withhold response tokens such as *uh huh*, probably because the main recipients of the talk are the audience, and it is recipients who do response tokens. Doctors generally withhold *oh*, which can be indicative of "newness" or "surprise," and might be construed as prefatory to bad news. Together these three features of institutional talk leave a "fingerprint" that is identifiably that of a particular interaction.

Specific resources for achieving an institutionality to the talk include the ways in which speakers refer to themselves and others (e.g., job titles, collective "we" for the institution), lexical choice (e.g., the specialist vocabulary of a specialist field), grammatical form (e.g., choice of grammar for questions in different phases of a medical interview), turn-taking and sequencing (e.g., media interviewer holding back a question and interviewee holding back an answer until the end of a complex turn).

Once certain characteristic ways of talking in particular institutional settings have been described, it is possible to compare these with description of other settings. For example, Heritage and Sorjonen (1994) found that many questions in medical encounters between health visitors and new parents were prefaced with an *and*, but only in certain phases of the interview. By comparing the different phases, they were able to show that *and*-prefaced questions occur when routine questions (for form-filling) are being asked. The resources used to "make institutional" some talk that participants may be engaged in do not appear to be restricted to a particular institutional setting, but they may be used in a certain frequency, in certain sequential positions, in certain combinations, that together constitute the institutionality of the talk.

There is now an emerging literature on talk in institutional settings: medical, counseling, educational, legal, media, business, administrative, service encounters. There has also recently been an emerging literature in which conversation analysts, particularly those with an applied linguistic training, have published studies in language education, testing, and second language acquisition. Below is a selection of some CA work that might be seen as being of special relevance to applied linguistics.
10.5.2 CA and media, medical, and legal talk

A considerable quantity of attention has been paid by conversation analysts to talk in the media (in particular news interviews), in medicine (in various types of interactions), and in law. These studies have shown that speech exchange systems vary across different types of talk in institutional settings. Usually one participant has special rights in choosing the next speaker: the interviewer in the news interview, the doctor in a consultation, the judge in a courtroom. Also the types of activities undertaken by participants are shown to be constrained. Interviewers ask questions by and large, but don't, in the normal course of events, give answers, and doctors in certain phases of consultations provide advice, but rarely complain, whilst witnesses give factual answers, but don't ask questions. Certain practices are found to be common in particular types of institutional talk. There are techniques widely used by doctors to break bad news to patients. News interviewers make special use of the adjacency pair rule, in relation to the institutional expectations that they ask the questions. They regularly take the opportunity to use the first part of their turn to do something other than ask a question, such as provide background information for the question, or set up incriminating evidence or claims. Interviewees, unlike participants in ordinary conversation, generally go along with this by not beginning their turn until a question has been asked.

A general underlying trend found in many of these studies is that very few practices discovered in institutional talk are exclusive to that type of talk. What seems to happen prevalingly is that the frequency of a practice may be higher (or lower) to meet the demands of talking in an institution. The adaptations usually appear as simplifications of ordinary conversation practices, to the extent that turn-taking or types of actions done are more restricted than in ordinary conversation.

10.5.3 CA and education settings

In an early study using CA methodology in an educational setting, McHoul investigated turn-taking in formal classrooms, and proposed a set of turn-taking rules derived from Sacks, Schegloff, & Jefferson (1974), which laid out rules which allowed “that only teachers can direct speakership in any creative way” (McHoul, 1978, p. 188). In a subsequent paper on repair in the classroom (McHoul, 1990), the author found that in the classrooms he investigated, similar types of repair were found to those described for ordinary conversation (Schegloff, Jefferson, & Sacks, 1977), but that other initiation (by the teacher) in the next turn was notably frequent, though self-repair, rather than other-repair, remained the preferred type. A later investigation of repair in language classrooms is Seedhouse (1999). Mehan (1985) looked at how classroom discourse is structured, and in one of the few studies of non-English
classrooms, He (1995) investigated the way in which ambiguity was dealt with in Chinese heritage language classrooms in the USA. There have, though, been few investigations of classroom interaction using CA.

However, in recent years a number of young scholars have researched some other domains of language in education. In 1998 a collection of papers appeared (Young & He, 1998) which included CA papers on talk in language proficiency interviews (LPIs) and other testing environments, comparing miscommunication in LPIs and ordinary conversation, in particular in how repairs are accomplished (Egbert, 1998), and answering questions in LPIs (He, 1998). The previous year Lazaraton (1997) had examined preference organization in similar oral proficiency tests. Earlier still, Filipi (1995) looked at aspects of the sequence of actions, particularly expansions of base adjacency pairs in an Italian oral proficiency interview, and also at interviewers’ use (or non-use) of silence, response tokens, and other accommodative resources in the same interviews (Filipi, 1994).

Some CA researchers have also turned their attention to the evaluation of teaching materials, in particular the authenticity of the dialogues presented. Wong (1984) found that a number of features found in naturally occurring telephone conversations were missing, incomplete, or problematic in the eight textbooks she examined. Meanwhile Gardner (1999) argued that the representation of ways of disagreeing (dispreferred responses) were inadequately represented in the ESL textbooks he examined.

10.5.4 CA and second language learning and second language talk

For many years CA used monolingual, native speaker talk as its data, with researchers in the vast majority of cases studying their own languages and cultures. The assumption appeared to be that in order to get at the practices of members of a community of speakers, one needed as researcher to be a member of that community. Thus English native speakers would study English, Dutch would study Dutch, and Finns would study Finnish. In recent years there has been some weakening of this position, together with an emergent interest in second language talk. It seemed that CA had reached a point where enough was known about basic practices of conversation in certain language communities to make it possible and worthwhile to investigate conversations involving non-native speakers.

This raised interest too in the talk of language learners. A series of papers, in particular from Denmark (e.g., Wagner, 1996; Firth & Wagner, 1997), set out a challenge to SLA, criticizing the lack of sophistication in the conceptualization of interaction in SLA studies. This led to a lively series of papers, mostly in the same issue of the Modern Language Journal in 1997. A major reaction to Firth and Wagner from SLA researchers was that acquisition is a psychological phenomenon, to which interaction is a secondary issue. A challenge went out
for conversation analysts to demonstrate through research how talk and interaction might be of importance to SLA (e.g., Long, 1997). Since then a book has appeared on SLA and CA (Markee, 2000), and a collection of papers is in preparation of studies on second language talk and second language learning in a variety of languages (Gardner & Wagner, in preparation).

10.6 Future Directions

CA is about explicating the complexities, local nature, and quiddity of instances of talk. It has shown these to be subtle and highly variable, adding layers of social, contextual, and interactional complexity to the already complex phenomenon of language as studied by applied linguists. One may be able to draw some general conclusions about, for example, the ways in which the allocation of turns at talk are achieved, but this is a long way from anything like a comprehensive description of the ways in which human talk-in-interaction is conducted.

The next few years are likely to see a continuing attention to ordinary conversation, about which there is still a lot to be learned. Heritage (2000) argues that CA needs to build upon the groundwork of the first 35 years of establishing and describing basic practices and mechanisms in talk-in-interaction. Some of the empirical findings will be of a sufficient breadth to support statistical analysis. Studies of talk in institutional settings will continue to appear. In the field of applied linguistics, it can be expected that studies on second language talk and second language learning, classroom language, and language in testing environments will increase.

See also 5 Discourse Analysis, 11 Language and the Law, 12 Language and Gender.
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11 Language and the Law

JOHN GIBBONS

11.1 Introduction

In Gibbons (2001) I suggest that the applied linguistic enterprise has three main stages – a revealing and analysis of a language problem or issue (reflection), the development of some form of treatment (action), and evaluation of the success of the treatment. This approach to applied linguistics frames the following discussion of language and the law.

Since this paper is in English, I shall talk mostly of the Common Law system. It is important to note however that many more people are subject to versions of the Roman Law system, including most of Asia (including China, South-East Asia, and Japan), Latin America, and continental Europe, and that Shariah law is also widespread.

11.2 Legal Language

The language of the law is an important arena for applied linguistics, because the law is such an important and influential institution, and because it is packed with language problems. Most of our common everyday activities are carried out within a legal frame. A bus ticket is a legal contract, and virtually any form of transport, particularly driving a car, is similarly hedged about with legal issues. Employment too is a legislative domain. Our family relations are subject to family law, and the media we use are similarly controlled. Law intrudes into almost every aspect of modern life. If we examine the law however, it is the most linguistic of institutions. Legislation is a linguistic entity, with no existence outside of language. Equally police investigation and court proceedings are overwhelmingly linguistic processes, mainly spoken rather than written in Common Law systems. What makes these of significance for applied linguistics is that the linguistic aspects of the law raise many issues and difficulties. The written language of legislation and regulation is difficult
to understand for lay people – there is a profound communication problem – yet lack of understanding of the law is not a defense in court.

For applied linguistic purposes we need to understand the nature of legal language, and possible sources of communication difficulty (the reflection stage), and to work out ways of overcoming the problem in so far as this is possible (action). The analysis here examines four major sources of possible problems. The first is the specialized text structures and procedures used in the law – the genre issue in short. The second is the extreme *writtenness* of many legal documents: some are virtually impossible to read aloud in a meaningful way. The third is the *technicality* of much legal discourse: the law and its practitioners have developed a range of unique legal concepts, and these can be expressed efficiently only by using legal jargon. The fourth is the *interpersonal* arena, where power disparities and hyper-formality are produced by the essentially controlling nature of the legal system.

Looking first at genres, the highly institutionalized, and sometimes ritualized discourse of the law often follows regular patterns; organized sequences of elements which each play a role in achieving the purpose of the discourse. Following Bhatia (1993), Halliday & Hasan (1985), and Martin (1992) among others, these are termed genres. It is well established in reading theory that a knowledge of the genre that one is reading is important, and sometimes essential for understanding (Wallace, 1990; Weaver, 1988). This is in part why legal documents can be difficult for lay readers to understand, while lawyers have less difficulty. This is well illustrated in the discussion between the eminent linguist Charles Fillmore, and some legal authorities reported in *Washington University Law Quarterly*, volume 73 (1995, pp. 922–31), particularly the discussion of the following sentence from a contract.

> After this marriage in the absence of any agreement to the contrary the legal relations and powers as regards to property might, by reason of some change in our domicile or otherwise, be other than those of our present domiciles or other than those which we desire to apply to our relationship powers and capacities.

Charles Fillmore finds this “incompetent” and unintelligible. The lawyers however were able to draw on their knowledge of the genre of contracts of this type, to say that such a clause is inserted at the beginning of many such contracts to cover the contingency of the parties moving to another state where the law is different. Despite the chronically poor drafting of this language, their knowledge of the genre enabled the lawyers to understand it, and to be in agreement concerning its meaning.

One of the most fundamental genres is that of narrative. An important issue arising from genres is the notion developed in some depth by Bennett and Feldman (1981), Jackson (1991), and Stygall (1994) that the competing (prosecution or plaintiff vs. defense) versions of events in a trial are in fact competing narratives. Bennett and Feldman (1981) describe these as competing “stories.” Courtroom narratives are not limited to the particular events under
litigation, they may be stories of the witness’s life, loves, and previous contacts with the law. This narrative interpretation both facilitates analysis, and problematizes the process. For example, narratives mostly follow a simple linear time sequence, yet life is rarely simple or linear – events happen at the same time and relationships between them may be subtle and complex. However some of the authors in Papke (1991) provide evidence from trials that a simple narrative structure easily intelligible to jurors may be preferred to a more complex account that is closer to the facts. Again the risks of injustice inherent in such language behavior are troubling.

Courtroom proceedings and police procedures can also be seen to follow genre structures. Indeed in the case of trials, the sequence of stages through which they pass is regulated. Maley (1994, p. 16) provides a helpful chart listing the main genres used in the legal process. Once more a knowledge of these genres is helpful in understanding and participating in what is happening. Hall (forthcoming) makes a convincing case that the possible different purposes of police interviews, seeking the truth of events or attempting merely to get a result by means of a confession, demand different genre structures, and the current prescribed genre structure of police interviews in New South Wales inadvertently favors the second. In this case the form of the applied linguistic treatment is obvious: change the genre and train police officers in its use.

Turning now to the written/spoken dimension, it is worth remembering that all legal systems have oral origins – the Roman legal system, the source of most continental and Asian legal systems, was an oral system for most of the existence of the Roman empire; the Common Law system used in the English-speaking world has its origins in Germanic tribal law; Shariah, the Islamic legal system, developed in part from the orate systems of desert Arabs – indeed the Prophet Mohammed (PBUH) was probably illiterate. Danet & Bogoch (1994) provide a convincing account of the movement from an oral to a written mode. The linguistic consequences are far reaching. They include the possibility of extremely long and complex sentence structures (often between 70 and 100 words), which are virtually impossible to read aloud meaningfully or to understand when heard. With written language, however, we have the luxury of multiple recasts to construct them, and multiple readings to decode them, so that they become possible, if perhaps undesirable. These very long sentences are often used to package together a number of core concepts or prescriptions, along with all the conditions in which they apply (Bhatia, 1994). Legal language also tends to use long and complex noun phrases; Crystal and Davy (1969, p. 205) give the following example: “The payment to the owner of the total amount of any installment then remaining unpaid of the rent herinbefore reserved and agreed to be paid during the term . . .” Halliday (1989) and Halliday & Hasan (1985) shows that this process, particularly the creation of abstract nouns from other parts of speech (“grammatical metaphor”) is a consequence of literacy. An illustration of these phenomena can be found in the short extract from a contract given previously. It is a sentence of 55 words, with a fairly complex structure including a number of prepositional
phrases and a long complex phrase following “be.” There are also numerous abstract nouns, including “absence,” “agreement,” and “capacities.” Police investigation and court proceedings can also suffer from this problem, although to a lesser degree, since oral interaction includes the possibility of the face-to-face negotiation of meaning. The problem is that there is psycholinguistic evidence (Felker et al., 1981) that complex sentence and phrasal structures, and the use of grammatical metaphor, make texts difficult to understand.

Another part of the difficulty of legal language is its technicality. Maley (1994) among others has pointed out that the law consists to some degree of legal concepts, and therefore words to express these concepts are essential. It is part of a wider objective of legal language, that of being as precise and decontextualized as possible. Some legal terms are used almost exclusively to refer to legal contexts, for instance “estoppel” and “magistrate.” Others are words with non-legal meanings that are used with a particular meaning in legal contexts, such as “party” (one side in a court case), “damages,” and “restraint” (as in “restraint of trade”). Legal English has borrowed a range of terms from Norman French and Latin, and many of these terms are still in wide use: for example habeas corpus and voir dire. Jargon is also characteristic of the legal language of other European languages, and to a lesser extent of legal Japanese. Legal Chinese, on the other hand, uses mostly everyday language with specialist meaning. In general, laws and contracts are intended to apply to specific behaviors and entities/people in specific circumstances, and legal language attempts to spell out precisely what these are, in order to avoid hostile interpretations. Legal drafters often combine all these elements in a single sentence, which explains the extreme length mentioned earlier.

The language problem that arises from technicality is that legal terms limited to the legal domain may not be known to lay people, and legal terms with non-legal meanings may be understood in their everyday sense. For example, Diamond & Levi (1996, p. 232) mention jurors misunderstanding the legal term “aggravating” to mean “irritating,” and thereby being in danger of incorrectly imposing the death penalty. If legal jargon is in some cases unknown or poorly known to non-lawyers, it clearly has the potential to impair their understanding of and their participation in the legal process. This accentuates the problems of complexity discussed above.

One source of this difficulty is that legal discourse may be addressing two audiences, both a lay audience and a legal audience. For instance, police cautions must not only communicate to the person being cautioned, they must also be admissible in court as having fully performed the function of cautioning. This explains in part inertia and even resistance when it comes to using plain language for legal purposes. Another source of resistance among police and lawyers is their understanding of the types of social message conveyed. Most work in this area has assumed that only propositional information is communicated. It is clear however that complex and technical language also carries a social message concerning the power and authority of the person using it. Resistance to a lessening of this power and authority is not surprising.
The "action" taken to resolve this problem is the adoption of plain language principles, which attempt to make the language of the law as simple and comprehensible as possible, while ensuring that the legal language continues to perform its task of being as explicit and watertight as possible (see for example Law Reform Commission of Victoria, 1987; Steinberg, 1991). There are active plain legal language movements in the USA, Britain, and Australia, and in a range of other countries. In Britain they have recently achieved a significant success in persuading the government and mainstream English law authorities to implement change toward plain language. They have assisted the Master of the Rolls Lord Woolf in producing the 1998 *Civil Procedure Rules* (SI 1998 3132) which provide clearer equivalents for many forms, documents, and procedural wordings. Many of the idiosyncrasies of legal language have been addressed. A number of arcane legal terms have been replaced: for instance a *plaintiff* is now a *claimant*, a *pleading* is now a *statement of case*. Law Latin has been replaced with English – *ex parte*, *inter partes*, *in camera* and *sub poena* have become *with notice*, *without notice*, *in private*, and a *summons*. Proper names such as an *Anton Piller order* have been replaced with more transparent titles such as a *search order*. These changes have yet to be adopted elsewhere, and critical evaluations of them are emerging.

Gibbons (2001) demonstrates some of the problems caused by the linguistic complexity of police cautions, discusses the sometimes tortuous process of simplifying them, and provides evaluations of the revisions. However the editing involved in the process can carry risks, as Davies (forthcoming) shows: in the removalist’s contract that she discusses some of the legal content is lost in a plain language version.

When we examine interaction in legal contexts, another issue arises – extreme power asymmetry. The legal system is by its very nature an instrument of control and power, and in a democratic society this power is ceded to the legal system to maintain order and some degree of fairness within society. However, the power ceded to police and lawyers runs a constant risk that people will be coerced into saying things they do not mean or know to be untrue or incomplete. This interpersonal power is manifested and exerted to a significant degree through language. It can be seen in the forms of address used: Your Honour, Your Worship, Your Lordship, My Learned Friend, etc. Among police officers it may lead to the use of unnecessarily elaborate “copspeak” to maintain status: Maley & Fahey (1991, p. 8) give the following example from a police sergeant’s courtroom testimony.

**Police Officer:** I was unable to maintain the light being illuminated.
**Counsel:** To keep the torch on?
**Police Officer:** To keep the torch on.

Power relations in both courtrooms and police stations affect turn taking. In a court it is illegal for people to speak without being allotted a turn by the judge, and illegal for them not to speak when questioned, unless they have a
specific “right to silence.” While judges have the right to speak whenever they wish, lawyers in general must take turns (Atkinson & Drew, 1979). Turn-taking in courtrooms has therefore become regulated and institutionalized along power hierarchy lines. Equally police officers when interviewing will often refuse to answer questions, and will expect answers. The coercive nature of courtroom questioning has also received considerable attention from linguists – see for example Danet et al. (1980), Harris (1984), Phillips (1987). Eades (1994) gives the following example of highly coercive questioning when an Aboriginal witness remained silent during cross-examination:

Counsel: ... I'd suggest the reason to you, because you don’t want everyone to know the little criminal that you are, do you? That’s the reason, isn’t it? Isn’t it? Your silence probably answers it, but I’ll have an answer from you. That’s the reason, isn’t it?

The core information “you are a little criminal” is deeply embedded in the grammatical structure, so that it is very difficult to deny directly – a negative response would be a denial that this is the reason for silence, not a denial that he is a criminal. Furthermore there are multiple question tags such as “isn’t it” used as coercive devices. Eades argues that the content of any answer to such a question would be suspect. Lawyers use many such linguistic strategies to control the responses of witnesses.

Critical discourse analysis is an emerging focus. For instance Vasilachis de Gialdino (1997) examined an Argentinian labor reform bill rooted in neoliberalism, describing the language used within labor courts in Argentina, discussion of the reform in the parliament and the executive, and the treatment of these in the local press, showing in the latter (Vasilachis de Gialdino, 1997, pp. 270–1) that workers were not discussed, unionists were portrayed as violent and irrational, and reduced protection for workers was portrayed as a positive move toward globalization, modernization, and flexibility. There is also a growing debate concerning gender and language in the law, often showing an interaction between legal power and male–female power relations (see particularly Matoesian, 1997). This is related to language and disadvantage before the law (see below).

The problem is clear, in that truth may be the casualty when questioning takes place in situations of high power asymmetry in which the witness is open to manipulation. It is difficult to find thoroughgoing solutions. The actions taken so far are to alert and educate lawyers and judges to the risks involved in such questioning, to change the rules of courtroom procedure to reduce the use of coercive questioning, and where particularly vulnerable witnesses are involved (such as children, the intellectually handicapped, and the deaf) to allow the presence of a “friend” to support and help them. However the problem is deeply rooted in the adversarial nature of Common Law legal systems, and in the notion that evidence must be “tested.”
The language of witnesses may also manifest power or its absence. O’Barr (1982) and O’Barr & Conley (1990) did an important series of studies which revealed a set of linguistic markers of power (such as hesitation, low coherence, and use of emphatics and mitigators), and demonstrated that witnesses and defendants whose language is less powerful were less likely to be believed – a worrying indicator of the linguistic means by which social injustice may be reproduced. There were even indications that people who use less powerful language might receive less financial compensation from an offender.

The nature of the language of the law poses other applied linguistics challenges. How can it be taught? How can it be translated or interpreted into other language?

11.3 Teaching the Language of the Law

We have seen in previous sections the extreme complexity and unusual nature of legal language. This poses a substantial problem, particularly for the many countries where the language of the law is not the mother tongue of those involved in the legal system. In India and much of anglophone Africa, for example, lawyers in training need help to master not only technicalities and the legal concepts that they represent, but also the convoluted grammatical structures in which much legislation is framed. This places considerable demands upon the teachers and curriculum designers responsible for teaching English to these law students. They themselves may have trouble in understanding the cognitive complexity of legal documents, and the linguistic realization of that complexity. Once understood, training students to master it is a pedagogical challenge. Teachers may also need to train law students in oral interactive techniques to master the power laden language of the court. There are also ethical issues involved in both the promulgation of this register that excludes so many ordinary people, particularly second language speakers, and in training people to use language to manipulate and distort the testimony of others.

11.4 Legal Interpreting and Translation

Turning first to legal interpreting and translation, we have already touched on the possible disadvantage suffered by minorities who cannot cope easily with the complexity and power of the language of the law. People who have only a limited command of the language used for legal proceedings are also likely to suffer severe disadvantage before the law if (1) an interpreter/translator is not provided and (2) if the interpreting/translation does not accurately convey what is said/written. Although most legislations will provide such services in some circumstances, the basic Common Law situation is that it is at the discretion of
the judge. Since judges are rarely qualified language testers, there is chronic underprovision of interpreters in some jurisdictions. For instance Carroll (1995) describes some courts where interpreters are provided in less than 10 percent of the cases where they are needed. Gibbons (2001) describes a similar situation for police under-use of interpreters. Some jurisdictions (such as the state of New Jersey in the USA) have adopted laws which address this issue, by making interpreters available for all second language speakers unless there is evidence from a qualified language tester that the person has sufficient command of the courtroom language to fully participate in proceedings.

There may also be a problem with interpreter supply, particularly for languages of low demand, or where legal interpreter training is unavailable. The paradigm case is that of tribal minorities whose languages have small numbers of speakers, where there may be no highly proficient bilinguals, or no appropriate interpreter training available in the community. Medium term solutions include the training of para-professional interpreters to provide at least some service to the community, and long term solutions will involve investment in education, and the development of alternatives such as minority language courtrooms.

Berk-Seligson (1990), Hale and Gibbons, (1999) and many others have documented the extreme difficulty of providing accurate interpreting in courtroom contexts, where even minor inaccuracies may lower the standards of justice. The conditions that make this process particularly difficult are the pressure to use as little time as possible (by its very nature interpreted testimony takes twice as long), and the lack of understanding of interpreting among some lawyers, who may for example interrupt during interpreting, or demand a literal word-for-word translation. In order to avoid such problems interpreters are often reluctant to use dictionaries, or to ask what is meant when there are two candidate translations. All these factors can reduce the accuracy of interpreting. Particular linguistic problems include the interpreting of address forms (e.g., señor in Spanish), passivization, discourse markers such as “umm,” “well,” “you know,” and tag questions (there are no exact equivalents of English tags in other languages, but as we saw in the example from Eades given above, they are an important feature of cross-examination). In many jurisdictions these problems can be exacerbated by inadequate training and sub-professional rates of pay. Clearly adequate resourcing is a basic first step in resolving this issue, with more training for both lawyers and interpreters, but the very nature of interpreting and translation is that it is not an exact process – a consequence of the differences between human languages and cultures.

Turning now to legal translation, the problems do not lie with the interactive phenomena discussed in relation to interpreting, but rather in the extreme complexity and technicality discussed earlier. For example Vlachopoulos (forthcoming) discusses the translation of an English language legal document into Greek, and documents the challenge posed by Common Law concepts (and the terms used to refer to them), which in a number of cases do not exist in Greece’s continental legal system, and therefore lack a corresponding Greek
term. When we add in the conceptual complexity and delicacy of many legal
texts, the task becomes even more daunting. Vlachopoulos proposes a range of
solutions including the use of terms which are close in conceptual content
from non-legal registers, including everyday language. Otherwise one is obliged
to use extensive footnoting and discussion of the translation itself.

Apart from the language of the law, there are a number of other areas where
language issues emerge in the legal arena. Important among these are lan-
guage legislation, including language crimes, and linguistic evidence.

11.5 Language Legislation

There is legislation on many language issues. One area is that of language
rights. A language issue that underlies many armed conflicts around the world
(for instance Macedonian in Kosovo, or Kurdish) is the right to use a language
for public purposes such as education, law, and with government agencies,
and even to speak it in private. There has been a movement in the European
Union toward the acceptance of many more languages as public languages –
for instance Catalan and Basque in Spain. An indication of how far this has
gone is that judges in the Basque country must learn Euskara, or else employ
an Euskara interpreter at their own expense. In the USA, on the other hand,
most states now have legislation to prevent the use of minority languages for
public purposes (González & Melis, 2001). The basic argument seems to be
between the role of the dominant language in sustaining national unity and
including all members of society in its processes, and the rights of minorities
to access public institutions in a language they fully understand, and to
maintain their language and culture. US English proponents do not seem to
take sufficiently into account the evidence that for children a high level of
bilingualism is viable and achievable, while for adult migrant learners of the
second language high levels of proficiency are rarely attained and therefore
services in their mother tongue are needed to avoid social disadvantage. The
actions taken to support or suppress the use of particular languages in
national life consist of the passing and enforcing of legislation or regulations.
The evaluation of their success can be seen in long term language shift,
maintenance, and loss.

There is also a type of language legislation by means of which certain
kinds of language behavior are criminalized to become “language crimes.”
Examples are bribery, threats, and perjury. Shuy (1993) provides a thorough
analysis of the linguistic nature of such crimes, and also reveals the difficulty
and delicacy of demonstrating in court that such crimes have or have not
been committed. For example he shows that for the successful achievement of
bribery there is a genre consisting of: an opening; a discussion of the briber’s
“problem” and checking that the bribee has the capacity to intervene in the
problem; a proposal, which may involve some negotiation of both action and
reward; an acceptance or rejection of the bribe; if the bribe is accepted the
possible discussion of future “business”; and a closure. For bribery to take place both the proposal and the acceptance are essential stages. Shuy shows that it is not uncommon for cases to come to court in which it is clear that the bribee did not accept the bribe, but is being prosecuted for being part of a bribery event. His painstaking analysis is a prerequisite for action, in this case appearing in court and showing as appropriate that the language crime of bribery did or did not take place. Green (1990) documents a case where a young man was accused of conspiracy to distribute cocaine. The question in this case was whether the young man participated in a drug deal. Green shows through a careful and detailed discourse analysis of pronoun use and the man’s contributions to the discussion, including markers of cooperation (such as “yeah”), answers to questions, topic management, clarification requests, interruptions, turn-taking, as well as incomprehension markers, that he never actively participated in the deal itself. The evaluation of the success of such intervention by forensic linguists is usually whether their evidence is accepted by the court, and is affirmed if they are also on the winning side.

Another type of language crime is that of using offensive language, mostly swearwords. For example, the NSW 1988 Summary Offences Act states:

(1) A person shall not –

(b) use offensive language in or near, or within hearing from, a public place or a school.

(2) It is sufficient defense to a prosecution for an offence under this section if the defendant satisfies the court that the defendant had a reasonable excuse for conducting himself or herself in the manner alleged in the information for the offence.

Previously the maximum punishment of this offence was up to three months in prison, changed to a fine in 1993. The question asked by Walsh (1995) is “What is offensive?” The test proposed by the courts is “whether reasonable persons in the relevant place and at the relevant time, and in the circumstances there and then prevailing, would be likely to be seriously alarmed or seriously affronted.” It is noticeable that this test depends on the immediate context, including the participants and their schemas. It provides little real information, leaving it open to the magistrate to determine who is a reasonable person, and what is likely to alarm or affront them. There is also a defense of a “reasonable excuse,” for instance if someone drops a hammer on their foot. On reflection, the extreme discretion within this legislation is dangerous, since in 1993 Amnesty International reported that it was used overwhelmingly to imprison or fine Aboriginals, and to a lesser extent younger and working-class people. Around 5,000 people a year were found guilty of this offence in the mid 1990s. The applied linguistic action adopted by Taylor (1995) was to reveal the hypocrisy of law makers and law enforcers, by gathering well-documented instances of police officers and politicians using swearwords.
themselves. Indeed one aboriginal man was prosecuted for saying to police “Don’t tell me to get fucked.” Even if one deplores the use of offensive language, in these circumstances to legislate against it is unfair and unrealistic, and questionable given the history of such legislation in oppressing minorities.

Vilification is another type of language crime. This can take the form of libel or slander of individuals, or of group vilification. To be prosecuted, libel and slander of individuals need evidence of untruth and of harm to the recipient, but in law there may be no need to prove intent, i.e., that the harm was deliberate. So the definitions of slander in normal dictionaries normally include intent, for instance the Oxford Dictionary definition has “maliciously”, while law dictionaries exclude this element: another case where legal constructions differ from those of everyday language and culture. Interestingly, in the USA freedom of speech considerations have taken precedence, and there is little litigation concerning libel and slander, at least in cases involving the media. However in other Common Law jurisdictions where freedom of speech is not constitutionally guaranteed there are many more court cases.

Group vilification is mostly legislated against in terms of ethnicity, but there is also legislation against vilification on the grounds of religion, disability, or sexual orientation. Group vilification usually takes the path of constructing an “us” and a “them” (often on little real basis), and then negatively portraying “them” (see for example van Dijk, 1987, 1993). The problem is that vilification, as well as causing distress to its recipients, can lead to discrimination and even violent action. The Nazis for instance consistently portrayed the Jews in words and images as vermin, and this served as a rationalization for extermination. However the legislative action to be taken is hotly debated, with the USA largely refusing to inhibit freedom of speech, while some other legislations do so (Freedman & Freedman, 1995). Evaluation of the success of such legislation has shown that it tends to lead to coded expression of vilification in place of overt expression.

11.6 Linguistic Evidence

Finally, another major area where language intersects with the law is that of linguistic evidence. The paradigm case is where a linguist or applied linguist gives evidence on a language issue in court. However such evidence may also be provided to police, lawyers and intelligence agencies, and in a range of other contexts. Various types of expert and expertise may also be involved, including anthropologists and sound technicians.

One issue that must be addressed is the admissibility of linguistic evidence. In Roman Law based legal systems there is usually a system for accrediting experts. After rigorous examination, an expert is accepted or rejected as competent to give evidence in a certain field, and if accepted, his or her evidence will be taken without further demur in subsequent court cases. In Common
Law systems the competence of expert witnesses is challenged each time they appear in a case, and their evidence is accepted or rejected on the following grounds: expertise – whether their knowledge is specialized and beyond “common-sense” knowledge; validity – whether their expertise and evidence is fully relevant to the issue on which they are testifying; and reliability – whether it is scientifically derived. (Bowe & Storey, 1995, pp. 188–9) point out concerning the expertise of forensic linguists that

While many people are quite capable of identifying or eliminating unknown speakers in an earwitness line-up, they are generally unable to say why… Linguistically trained analysts on the other hand are in a position to give a detailed description of differences or similarities noted in two voice samples, together with an explanation of how and why these differences or similarities occur.

Evidence may range across many linguistic levels, including phonology, grammar, discourse and conversational phenomena, and sociolinguistic variation. Linguistic evidence falls into two main areas – communication and identification. We will examine these in turn, beginning with communication, and moving through the linguistic levels.

### 11.6.1 Communication

Looking first at the role of pronunciation in communication, a linguist may be called upon to uncover what someone said. For example I have been involved in two cases where some form of secret language or “pig Latin” was used, where my role was to decode it. This may not always be as simple as one might imagine, for example in one case, during early hearings of a tape recording it was difficult to crack the oral code used in expressions such as [bɔ́pako póz ɔpi ɒp pl ɒpov mapɔ̃]. It emerged that every vowel has an [ɔp] inserted before it (it reads “because in a couple of months”). Linguists may also be called upon to say whether an accent or a poor quality recording causes intelligibility problems.

At the level of vocabulary and grammar, linguists may be able to say both what is meant by a particular wording, or whether particular complex lexical and/or grammatical forms make a text difficult to understand. Levi (1994, pp. 16–17) discusses her evidence in a case where the information given to recipients of “public aid” was done in language that was virtually unintelligible to them. She writes

my analysis included commentary on such problems as use of bureaucratic jargon, crucial terms left vague or undefined, needlessly complex syntax, anaphora (e.g., demonstrative pronouns like this) with obscure antecedents, related information scattered throughout nonadjacent sections, incoherent sequencing of topics, blatant omissions of critical (and legally-mandated) information, and an intimidating and obfuscating graphic presentation.
(From this it can be seen that Levi also examined discourse phenomena.) The success of Levi’s intervention can be seen in the fact that the agency involved was ordered to pay US$20 million to the recipients, and to rewrite its documents in a way intelligible to them.

McMenamin (1993) documents a case where the issue was the meaning of the words “syndrome,” “accident,” and “disease.” McMenamin testified on behalf of parents whose child died of Sudden Infant Death Syndrome (SIDS) at the age of 18 months. The child’s life was protected by the father’s life and accident insurance, which included the statement “The plan pays a benefit for losses resulting from any kind of accident . . .” The insurance company denied the claim initially, saying that the policy did not cover deaths from illness or disease. McMeniman’s reading of the medical literature and dictionary definitions revealed that “syndrome” is distinguished from “disease” in that a “syndrome” groups together patterns of incidents, but there is no explanation in terms of physical malfunctioning, particularly that caused by bacteria, viruses, etc., while “diseases” exist at a specific time in a specific person, between health and either restored health or death (“syndromes” do not share this quality). As McMeniman says “‘disease’ is a temporally bound state between health and death. A diseased person either gets well or becomes chronically diseased and dies. SIDS is something a healthy infant either has or does not have. The result, even with a ‘near-miss’, is health or death, nothing in between.” Hence SIDS cannot be classified as a disease. McMeniman’s evidence was accepted. Solan (1995) makes a case that linguists could be involved in decisions concerning the meaning and application of legislation in particular cases (legal interpretation) on the basis of grammatical and lexical analysis, but this is challenged by lawyers (see the debate in the special edition of the *Washington Law Journal* in which Solan’s paper appears).

Over the last 20 years Diana Eades and Michael Walsh among others have carefully documented communication problems between Australian Aborigines and the law (see for instance Eades, 1994, 1995; Walsh, 1994). They describe the problems that speakers of Aboriginal English have with the legal process. An underlying issue is what as known as the “knowledge economy” in Aboriginal society. In traditional Aboriginal societies material goods were mostly held in common, and status, rather than deriving from wealth, came from the possession of secret knowledge (this situation is also found in other indigenous communities). The result is that much knowledge is not to be shared freely. Some of it is available only to those who have been ceremonially initiated into it. It may be the property of only women or men (women’s/men’s “business”). The consequence is that questioning in Aboriginal societies is generally done with great caution, often indirectly by raising a topic, and leaving it open to the interlocutor to contribute what knowledge she or he is willing to share. Direct questioning is regarded as rude and intrusive. Answering is not obligatory, since a direct answer may involve secret material or may grant the questioner unearned status. The clash with police questioning and courtroom examination is evident. Police investigation and court trials are
largely dependent on the right to question and the obligation to answer. Eades has testified in court on a number of occasions concerning the resulting lack of communication.

11.6.2 Identification

Identification may involve comparing two or more language samples, and saying whether they were produced by the same person or not; alternatively it may involve profiling the person who produced the language – there may be indicators of age, class, occupation, gender, mother tongue, and so on. Perhaps the best known area of identification is that of speech sounds – there are many papers on this topic in the journal *Forensic Linguistics*, and Hollien (1990, 2001) provides detailed and convincing description and illustration of the issues involved. Perhaps the most tendentious issue is whether machine analysis is superior to the expert ear. There was a period when “voiceprints” (more correctly spectograms) were widely used in the USA, often by people poorly trained to produce and interpret them. Not surprisingly much of this evidence was discredited subsequently, which led to considerable suspicion of such methods in courtrooms. Hollien (1990) provides spectograms of a particular utterance, where two different speakers had almost identical spectographic profiles, and a single speaker produced markedly different profiles. In recent years the techniques and technology have developed, and much more caution is used in drawing conclusions. In particular certain vowel formants can be a strong contributor to voice identification, provided that the recording on which they are based is of adequate quality. Hollien notes however that there are many points where recording quality can be lost. Identification becomes particularly difficult if one of the samples for analysis is recorded in such a way that much of the signal is affected, for example over the telephone, or on poor recording equipment, or in a poor recording situation (for instance one involving background noise): since many police recordings of voices are covert, it is unlikely that these will be of high quality. Sometimes therefore the human ear is a better indicator than a machine, particularly when, for example, one is attempting to distinguish between regional accents (in our current state of knowledge this task cannot be performed by a machine). Often a combination of the two techniques is effective. Courts still tend to prefer machine based analysis, since it is more overtly “scientific.” The untrained ear is unreliable in voice identification, earwitness identification being even less reliable than eyewitness identification.

Where speech sound data may be reliable is in the negative. It is often possible to say with certainty that two samples come from different speakers (even if it not always possible to say with certainty that two speech samples come from the same speaker). Labov and Harris (1994) describe the Prinzivalli case, in which Labov says that there was no doubt that Prinzivalli could not have made a bomb threat phone call because the bomb threat voice had an unmistakable New England (Boston area) accent, while Prinzivalli had an
equally unmistakable New York accent. His main problem was convincing the
court of this (see Labov & Harris for a clear exposition); in essence he had
to train the court to hear the pronunciation differences. The evidence was
accepted and Prinzivalli was acquitted.

Similar in nature are various identificatory elements of the written language.
Handwriting can be distinctive, and peculiarities of spelling and punctuation can
be strong identifiers. In a recent case I was able to profile a writer as probably
coming from a Central European background, since his English misspelling
shared many characteristics with cognate words in Central European languages,
but other misspellings also indicated that the man spoke English with an
Australian accent. This narrowed the likely range of writers considerably.

A related area is that of trade names. Here the linguist may be asked whether
there is a likely confusion between two trade names, for example I was asked
to decide whether there was a possibility that two drugs, “Alkeran” and
“Arclan” might be confused in Australian English (particularly if “Alkeran”
were pronounced beginning with a long “a” – [a]). My conclusion, based in
part on evidence of processes such as metathesis, and exchanges of [r] and [l],
was that it was unlikely but possible. Since such a confusion could be life
threatening, this issue was important. Similarly, Oyanadel & Samaniego (1999)
were able to determine that the second part of a trade name for baby cream
“Fasaglos” had been derived from an established brand “Hipoglos,” by study-
ning the morpheme -glos in Spanish.

In the area of vocabulary and grammar there are two main approaches
used in identification or profiling. The first is essentially probabilistic analysis,
usually performed by computer programs. There is a widespread belief, based
in part on literary studies, that there are certain grammar features and vocabu-
lary choices that are used more by one person than another. It is important to
note that this works only when register variables such as topic, formality, and
genre type are held constant, since these features also have a strong impact on
both grammatical structure and vocabulary choice. I am still unconvinced that
such forms of analysis are effective, but this may reflect my own lack of
understanding of their statistical basis. Even supporters of such methods
nowadays caution against excessively strong statements based on them.

The second type of analysis is based on any peculiarities in grammatical
structure or vocabulary. Sometimes these are non-standard usages, and they
may come from a limited proficiency in either the register or the language that
the person is using. Coulthard (1997, and elsewhere) has presented evidence
that when police fabricate evidence, they sometimes slip into police jargon and
the hyper-elaboration discussed earlier. This phenomenon can be detected and
revealed by a linguist. I have testified that a transcript was not a faithful
record of a second language speaker because the transcript contained a range
of tenses that he had not mastered.

Eagleson (1994) shows how a range of linguistic features, including spelling,
syntax, morphology, and punctuation provided evidence concerning the
authorship of a letter which purported to be a suicide note. Police believed the
letter had been written by the woman’s husband, who was suspected of murdering her. Eagleson compared samples of the husband’s and the wife’s writing, and was able to show a range of features that were found in the man’s writing and the disputed letter, but not in the woman’s writing, particularly “assult” (for assault), “carring” (carrying), “thier” (their), and “treat” (threat); the omission of the third person -s (e.g., “he give”); the intrusive apostrophe; the omission of past tense -ed (e.g., “he never really believe her”); and long poorly structured stretches of language with no punctuation dividing them. The man changed his plea to guilty when confronted with this evidence.

In the notorious Australian kidnapping case of Kerry Whelan, Robert Eagleson and I were able to determine that the ransom letter, which masqueraded as coming from an Asian gang, had probably been written by a native speaker of English on the basis of the use of low frequency elaborate vocabulary, and complex grammatical patterns. There were also indications from the patterning and format of the letter that the writer may have had some experience in writing radio advertisements (there were signs of intertextuality). This type of profiling, while it is not conclusive in its identification, may avoid the expenditure of resources following misleading indications.

Coulthard (1994) gave important evidence on cohesion phenomena to the appeal of the Birmingham Six, which showed on the basis of the nature of the discourse that the police records of interviews contained fabrication. For instance they contained repeated reference to a “white plastic bag” in that full form, rather than beginning with the full form, and then using only “bag” thereafter, which would be normal in spoken discourse. This hyper-elaboration is typical of legal language, rather than everyday speech. Another feature was that the man consistently referred to his friends by their first name, or their first name plus surname, while in the contested samples, they were referred to by surname only. Coulthard also examined a range of other features. The Birmingham Six were subsequently released and paid compensation.

The best evaluation of such evidence comes when the person identified on linguistic grounds later confesses to producing the language – see for example Eagleson (1994).

11.7 Conclusions

Language and the law (sometimes also known as Forensic Linguistics) is an important and fast developing area of applied linguistic concern. All the issues discussed here are of major significance to those involved, whether they are people who cannot understand the legislation impacting on their lives, witnesses whose testimony is distorted by linguistic pressure tactics, minorities whose language cannot be used or who are subjected to group vilification, or the guilty or innocent convicted by language evidence. All these areas are open to examination and action by applied linguists.

See also 5 Discourse Analysis, 13 Stylistics.
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12 Language and Gender

SUSAN EHRLICH

12.1 Introduction

Debates over the nature of gender identity and its social construction, originating in feminist work of the 1990s, have in recent years informed research in sociolinguistics generally and feminist linguistics more specifically. In particular, conceptions of gender as categorical, fixed, and static have increasingly been abandoned in favor of more constructivist and dynamic ones. Cameron (1990, p. 86), for example, makes the point (paraphrasing Harold Garfinkel) that social actors are not sociolinguistic “dopes,” mindlessly and passively producing linguistic forms that are definitively determined by social class membership, ethnicity, or gender. Rather, Cameron argues for an understanding of gender that reverses the relationship between linguistic practices and social identities generally posited within the quantitative sociolinguistics or variationist paradigm. Work within this tradition (at least, in the 1970s and 1980s) typically focused on establishing correlations between linguistic variables and social factors such as age, race, ethnicity, and sex, implicitly assuming that these aspects of social identity exist prior to and are determinate of linguistic behavior (and other social behavior). By contrast more recent formulations of the relationship between language and gender, following Butler (1990), emphasize the performative aspect of gender: linguistic practices, among other kinds of practices, continually bring into being individuals’ social identities. Under this account, language is one important means by which gender – an ongoing social process – is enacted or constituted; gender is something individuals do, in part through linguistic choices, as opposed to something individuals are or have (West & Zimmerman, 1987). Cameron’s comments are illustrative:

Whereas sociolinguistics would say that the way I use language reflects or marks my identity as a particular kind of social subject – I talk like a white middle-class woman because I am (already) a white middle-class woman – the critical account
suggests language is one of the things that constitutes my identity as a particular kind of subject. Sociolinguistics says that how you act depends on who you are: critical theory says that who you are (and taken to be) depends on how you act. (Cameron, 1995, pp. 15–16, emphasis in original)

The idea that individuals’ linguistic practices do not simply arise from a set of permanent and invariant social traits that are fixed in childhood and adolescence means, among other things, that we are all continually involved in the work of “doing gender” Linguistic resources, culturally coded as feminine or masculine, are continually drawn upon in the enactment of gender, and according to Butler (1990, p. 49), “congeal over time to produce the appearance of substance, of a ‘natural’ kind of being.” Indeed, the very existence of gendered identities that do not correspond to dominant notions of masculinity and femininity attests to the “constructed,” as opposed to the “natural,” character of gender and to the greater agency ascribed to social actors under the “performativity” thesis. Nonetheless, social constructionist approaches to gender not only elucidate the “constructed” nature of gendered identities (i.e., gender as performance), but also the “rigid regulatory frame” within which certain performances become intelligible or as Bucholtz (1999, p. 7) says “are made to make cultural sense.” Butler (1990, p. 17) argues that the coherence of “gendered” subjects does not depend on the actual features of individuals (what she calls the “logical or analytic features of personhood”), but upon “socially instituted and maintained norms of intelligibility” that define and police normative constructions of gender. An adequate account of language and gender, then, requires not only attending to the way that social actors linguistically constitute themselves as gendered but also to the regulatory norms that “define what kinds of language are possible, intelligible and appropriate resources for performing masculinity or femininity” (Cameron, 1997a, p. 49). Such regulatory norms make certain performances of gender seem natural, that is, in Butler’s words, they seem to “congeal over time”; these same cultural norms render other gendered identities inappropriate or unintelligible, and often subject to social and physical sanctions and penalties (e.g., homophobia, gay bashing, the “fixing” of intersexed infants).

In this chapter, I begin by tracing the development of social constructionism within the field of language and gender. I then go on to consider empirically-based investigations of language and gender in relation to the theoretical constructs introduced above. While many language and gender researchers writing in the 1990s and beyond have embraced a social constructionist approach to gender, Stokoe and Smithson (2001, pp. 218–19) make the point that some of this work “blends a constructionist stance with cultural (essentialist) feminism.” That is, in determining how speakers “do femininity” or “do masculinity,” Stokoe and Smithson suggest that analysts at times interpret their data in terms of stereotypical categories of femininity and masculinity – categories and norms that perpetuate traditional gender dualisms rather than interrogating them. My goal, then, in this chapter is twofold: to theorize
empirically-based studies that have not necessarily been contextualized within a social constructionist framework and to give empirical substance to theoretical notions that have often remained abstract in feminist philosophical discussions.

12.2 Historical Overview: From “Dominance” and “Difference” to Social Constructionism

Much language and gender research in the 1970s and 1980s took “difference” between women and men as axiomatic and as the starting point for empirical investigations. That is, either implicitly or explicitly, it was assumed that women and men constituted dichotomous and internally-homogenous groups and the goal of research was both to characterize the difference in their linguistic behavior and to explain its occurrence. The first kind of explanation, characterized as the “dominance” approach (Cameron, 1992), viewed male dominance as operative in the everyday verbal interactions of women and men, in turn giving rise to linguistic reflexes of dominance and subordination. Lakoff (1975), for example, in her classic work Language and Woman’s Place, argued that women use linguistic features of tentativeness and powerlessness (e.g., tag questions, declaratives with rising intonation) in line with their subordinate status relative to men. In influential subsequent work, West and Zimmerman (for example, 1983) identified interruptions as a site of men’s conversational dominance, while Fishman (1983) documented the “conversational shitwork” women perform in order to sustain conversations with men. A second type of explanatory account, characterized as the “difference” or the “dual-cultures” approach (Cameron, 1992), suggested that women and men learn different communicative styles based on the segregated same-sex peer groups they play in as children (see Maltz & Borker, 1982; Tannen, 1990). A crucial point for Tannen (1990, p. 47), in her popularized and best-selling version of the dual-cultures model – You Just Don’t Understand: Women and Men in Conversation, was the legitimacy of both men’s and women’s conversational styles: “misunderstandings arise because the styles [women’s and men’s] are different” and “each style is valid on its own terms.” In fact, it has often been the so-called innocence of the communicative differences underlying male–female communication that has been critiqued by scholars advocating a “dominance” rather than a “difference” or “dual-cultures” approach. (See, for example, Freed, 1992; Henley & Kramarae, 1991; Troemel-Ploetz, 1991; and Uchida, 1992.)

Influenced by feminist scholarship more generally, feminist linguistics in the 1990s began to challenge the homogeneous and static nature of the categories taken as foundational to much research within the “dominance” and “difference” approaches. That is, assumptions about the categories of “women” and “men” as binary opposites with little internal heterogeneity were critiqued on both empirical and political grounds. Henley & Kramarae (1991) argued,
for example, that focusing on differences rather than similarities between women and men functions to exaggerate and reinforce gender polarities – arguably, a focus that does not serve the interests of feminism – and abstracts gender away from the specificities of its social context. Indeed, many of the claims about gender-differentiated language that emerged from studies in the 1970s and 1980s – the most notable being that women’s speech styles are cooperative, while men’s are competitive – were based on studies that did just this: they were based on limited populations – white, North American and middle class – engaged in cross-sex conversation, where as Freeman and McElhinny (1996) note, gender is probably maximally contrastive, yet their results were overgeneralized to all women and men. Freed and Greenwood (1996) provided an important corrective to these kinds of overly-general claims. Their subjects, women and men involved in same-sex dyadic conversations with friends, displayed strikingly similar linguistic behavior – behavior typically associated with the so-called cooperative speech style of women. They concluded that it was the demands of a particular type of talk – friendly conversations with same-sex individuals – and not gender that was responsible for the emergence of this speech style. What becomes clear from such a study is the importance of considering communicative settings and tasks as possible determinants of linguistic behavior that has more typically, and perhaps too simplistically, been treated as the effect of a speaker’s gender.

12.3 Social Constructionist Approaches to Language and Gender

In contrasting essentialism and social constructionism, Bohan (1997, p. 33) considers the difference between “describing an individual as friendly and describing a conversation as friendly.” While the gendering of “friendly” for an essentialist would mean that one gender, say, women, is more friendly than the other, a social constructionist would argue that the differential exposure of men and women to friendly-eliciting contexts leads to a social agreement whereby “friendly” is gendered as feminine. In other words, for a social constructionist, it is not that friendliness is an intrinsic characteristic of individuals; rather, it becomes connected to femininity because women are more often associated with situations or contexts that are friendly. Indeed, the Freed and Greenwood study described above is revealing of the process by which “cooperative speech styles” have become gendered (in both the scholarly literature and the popular imagination). It may be the case that in western cultures women, more than men, are associated with same-sex friendly conversations – situations and contexts that seem to encourage a cooperative speech style. In turn, a social understanding and agreement develops (or empirical research is conducted) that links cooperative speech styles with women, thereby gendering cooperative speech styles as feminine. Thus, while
seemingly intrinsic to individuals, gendered traits are social and cultural con-
structs that may more accurately be described as “contextually determined”
(Bohan, 1997, p. 39). Perhaps not surprising, then, is Goodwin’s (1990) finding,
based on an ethnographic study of urban African American children in Phil-
adelphia, that activity-type (i.e., context) was a better predictor of speech style
than gender. That is, in certain activities, all-girl groups adopted hierarchical
speech styles similar to those adopted by the all-boy groups. On the basis
of such findings, Goodwin suggests that stereotypes about women’s speech
collapse when talk in a whole range of activities is examined.

While Goodwin (1990, p. 9) argues that “situated activities” are the “relevant
unit for the analysis of cultural phenomena, including gender,” Eckert and
McConnell-Ginet (1992a; 1992b; 1999) suggest that gender should be invest-
igated in “communities of practices” – a somewhat larger analytic domain
than “activities” (McElhinny, 2003). Like Goodwin and social constructionist
approaches to gender more generally, Eckert and McConnell-Ginet do not view
gender as an attribute of an individual, but rather something that emerges out
of individuals’ engagement in a complex set of social practices; put another
way, individuals produce themselves as gendered by habitually engaging
in certain practices (i.e., communities of practice) that are linked practically
and/or symbolically to cultural understandings of gender. In Eckert and
McConnell-Ginet’s (1992b; 1995) words: “gender is produced (and often repro-
duced) in differential membership in communities of practice.” Like Butler’s
performativity thesis, then, the communities of practice framework views gender
as an effect of participating in certain kinds of social practices, and not a cause.

That the relationship between language and gender is almost always
mediated by social activities or practices is a point probably first made in the
language and gender literature by Ochs (1992, p. 340) when she claimed that
“few features of language directly and exclusively index gender.” For Ochs, a
direct indexetical relationship between linguistic forms and gender is exemplified
in personal pronouns that denote the sex/gender of an interlocutor. To say, by
contrast, that language indirectly indexes gender is to say that the relationship
is mediated by the social stances, acts, activities, and practices (e.g., friendly
activities) that are gendered in a particular community. In Japanese, for
example, there are certain sentence-final particles that index assertiveness
and intensity, and others that index uncertainty and hesitancy (Inoue, 2002);
moreover, there is a symbolic association in Japanese culture between men
and assertiveness, on the one hand, and women and uncertainty, on the other
hand. (See Inoue (2002) for a historical account of this indexing process.)
Consider further the example of tag questions in English: tag questions may
display or index a stance of uncertainty or tentativeness, as Lakoff (1975)
suggested, and, in turn, a stance of uncertainty may in some English-speaking
communities be associated with femininity. It is in this sense that a linguistic
form, such as a sentence-final particle or a tag question, could be said to
indirectly index femininity. As Ochs says, however, this is not an exclusive or
direct relationship; in fact, given the multifunctionality of linguistic forms, a
linguistic form such as a tag question uttered by a cross-examining lawyer in a trial context may index a verbal act of coercion (e.g., Sir, you did go to your girlfriend’s house on the night of her murder, didn’t you?) which, in turn, may be associated with masculinity in some communities. What the preceding discussion reveals, among other things, is the greater agency imputed to social actors under social constructionism. If gendered linguistic practices are not fixed traits but social and cultural constructs indirectly and symbolically associated with gender (but more accurately linked to certain contexts, stances, acts, activities, or practices), then individuals can presumably construct their gendered identities (or interpret others’ identities) by drawing upon (or interpreting) these symbolic resources in various ways. Such an account leaves open the possibility of “gendered” linguistic practices being variable across communities and cultures, and variable across individuals of the same sex/gender within a given culture. Indeed, such an account allows for the possibility that individuals can appropriate linguistic practices that do not correspond to the normative expectations for their particular social group. In what follows, I consider empirical studies that have attended (either explicitly or implicitly) to the mediating variable of social practice (or social activity or social context) in investigations of language and gender. In so doing, I demonstrate the variability in women’s and men’s linguistic practices that emerge from such investigations and the way in which linguistic practices that become “gendered” may be (more accurately) grounded in particular social activities or contexts.

12.4 Variation across Cultures: Language and Gender in Bilingual and Multilingual Settings

This section describes the findings of several ethnographic studies that have sought to understand gender-differentiated language use and acquisition in bilingual and multilingual settings. Given that the relationship between language and gender is, as argued above, not a direct one, but one mediated by the social practices and activities that come to be “gendered” in particular communities or cultures, then investigations of gender and bilingualism are most fruitfully carried out in relation to those culture- or community-specific social practices and activities. Indeed, in what follows I have attempted to categorize these studies according to social practices in different cultures/communities that seem to have consequences for gender-differentiated language use and acquisition.

12.4.1 Restricted exposure to the prestigious language

Hill (1987) investigates gender differences in the use of an indigenous language (Mexicano) and Spanish (a former colonial language) in rural communities
located in the central Mexican states of Puebla and Tlaxcala. These communities are characterized by increasing proletarianization, that is, “members are shifting from a base of subsistence agriculture and associated rural pursuits such as woodcutting, supplemented seasonally by migratory labor, to integration into a regional and national system of wage labor” (Hill, 1987, p. 123). Women are much less likely than men to participate in regular wage labor and, on this basis, one might speculate that women would be less proficient in Spanish than men. Indeed, members of the community believe just this: Women are said to “lag” linguistically, that is, they are believed to be more often monolingual in Mexicano, their Mexicano is believed to be less influenced by Spanish, and their Spanish is believed to be more influenced by Mexicano. However, Hill’s findings regarding women’s speech reveal a somewhat more complex picture. In some ways, women’s speech is less Spanish than men’s; for example, women’s Spanish is “more likely to be conspicuously interlingual than the Spanish of men and on many variables they exhibit ‘less hispanization of their Mexicano usage than do men’” (Hill, 1987, p. 134). In other ways, by contrast, women seem to exhibit a high sensitivity to Spanish norms, for example, in their use of Spanish stress patterns on borrowed Spanish nouns in Mexicano. (Men are more likely to use Mexicano stress patterns on borrowed Spanish nouns.) Hill concludes with the following comments:

Rather than think of the speech norms of women as marginal to a core of male norms, we might instead think of women’s speech as highly constrained within a narrow range of possibilities, at the same time less Mexicano and less Spanish than male’s speech, whereas men are able to use the full range of code variation. (1987, p. 158)

That is, women’s Spanish is generally poorer than men’s because women do not have access to wage labor and the marketplace where Spanish is spoken. At the same time, women’s Mexicano is in certain respects more Spanish than men’s because women are excluded from certain male social practices, in particular, the discourse of solidarity embraced by the men. According to Hill, men resist their integration into mainstream Spanish culture by emphasizing their Mexicano identities linguistically. This fact explains women’s greater use of Spanish stress patterns in Spanish nouns borrowed into Mexicano: the Mexicano stress pattern is a salient marker of an authentic and pure variety of Mexicano and thus a means by which men signal their solidarity with their indigenous culture.

Like Hill (1987), Harvey (1994) investigates the gender-differentiated use of an indigenous language, Quechua (in Ocongate, a small Andean town in Southern Peru), relative to the former colonial language of Peru, Spanish. Whereas the majority of men (76 percent) are either fully bilingual or fluent in Spanish with heavy influences from Quechua, 46 percent of women are monolingual Quechua speakers or have extremely limited Spanish. (This is only true of 10 percent of the men.) To a large extent, this asymmetry in the acquisition of
Spanish can be explained in terms of differential exposure to the prestige language: historically, women were less likely than men to be educated or to be involved in migrant labor. Harvey notes that in recent years more and more women are learning Spanish in recognition of the connection between bilingualism and positions of authority in the community. Women bilingual speakers, however, are much more reluctant than men to use Spanish. This is because of the quite severe social costs that accompany women’s abdication of tradition: women’s use of Spanish is ridiculed and ostracized in the same way that women’s abandoning of traditional dress is. Like Hill, Harvey describes the ambivalent relation that the community’s men have to bilingualism given the loss of indigenous traditions that may go hand in hand with integration into mainstream Spanish culture. Cameron (1992) makes the following general remarks about bilingual situations analogous to those described by Hill and Harvey:

Although matters are very complex, it seems men may feel threatened by women’s becoming bilingual. Why should that be? One suggestion is that minority men are dealing with their own ambivalence about the loss of indigenous traditions. Assimilation brings certain economic rewards, but it also undermines the continuity of one’s way of life and thus one’s identity. In a male dominated society, men can resolve this problem by taking the rewards of cultural change for themselves while requiring the community’s women to be living symbols of the tradition. (Cameron, 1992, p. 202)

In addition to having restricted access to Spanish, women’s use of Spanish in the Peruvian community of Ocongate seems also to be restricted by the women’s position “as the living symbols of tradition.”

12.4.2 Women as cultural brokers

Not all postcolonial or postimperial situations result in women’s restricted access to, or use of, the colonial or imperial language. In some communities, women are expected to not only be the “guardians” of the traditional language and culture (Burton, 1994) but also to mediate between the dominant and minority cultures. Medicine (1987) coins the term “cultural broker” to characterize the role that women often assume in Native American communities. In describing the effects of white domination on the Lakota Sioux, Medicine (1987, p. 163) reports that it was typically the women who were “recruited to work in the houses of missionaries and of other agents of change” and as a result they became more proficient in English than men. At the same time, women were also expected to be the major socializers of children and taught them, according to Medicine, “that interaction in two different worlds required entirely different languages.”

In her exploration of language and social identity among women in an East Harlem Puerto Rican community, Zentella (1987) comments on the conflicts
experienced by Puerto Rican women in New York City who are expected both to preserve a Spanish-speaking tradition and to mediate between the dominant and minority cultures. This “cultural broker” role, not surprisingly, had linguistic consequences: Zentella (1987, p. 177) reports that her data and that of Poplack (1980) “showed that the most prolific intrasentential code-switchers were also the best speakers of English and Spanish and that these were usually women.” Thus, we see that both Medicine and Zentella portray situations in which women are both the conservators of a traditional language and innovators in English, a role not unlike that assumed by men in the communities described by Hill.

12.4.3 Women as innovators in social change

Although a number of researchers have characterized women’s role in bilingual communities as that of “guardians” of the traditional language and, by extension, ethnic identity, Gal (1978) describes a different kind of situation, one in which young women reject Hungarian, the language associated with the traditional culture. Gal focuses on the Hungarian-German bilingual community of Oberwart, Austria, exploring the effects of urbanization and industrialization on women’s and men’s choice of Hungarian versus German. Young peasant women are leading in the shift from Hungarian to German in this community, because, Gal argues, the peasant lifestyle associated with Hungarian is one they wish to reject. Although for men a peasant life offers self-employment, independence, and autonomy, for women it consists of strenuous and time-consuming manual labor. Thus, Gal explains young women’s linguistic choices in terms of their desire to distance themselves from a life that is symbolically and practically associated with Hungarian. We see here that the motivation and incentives for learning a second language may differ for women and men, depending on the types of opportunities that a second language creates or makes available to them in particular communities. It is noteworthy that the women in Oberwart had access to the Hungarian, but rather than assuming a “cultural broker” role, they strategically employed German in order to escape their social position as peasants.

The studies described above are meant to illustrate the variability that exists cross-culturally with respect to gender and bilingualism and the extent to which this variability is tied to the social practices of local communities. While cross-cultural variability is of little surprise to linguistic anthropologists, there nonetheless exists a fairly robust generalization in the second language acquisition literature regarding the superiority of female learners. (See Ehrlich (1997) for a detailed discussion and critique of this literature.) By contrast, the studies described in this section demonstrate the difficulty of drawing generalizations about the precise way that gender – or the social practices that constitute gender in particular communities – interact with second language acquisition and bilingualism. What do become apparent, however, are the kinds of social practices that may produce gender differentiation
in acquisition outcomes. Hill and Harvey, for example, describe communities in which women were less proficient than men in the dominant, postcolonial language of Spanish because of women’s restricted access to Spanish and/or the cultural expectation that they would be the preservers of the indigenous traditions. (Hill also describes the women of Puebla and Tlaxcala as more constrained in terms of code variation.) By contrast, within Medicine’s and Zentella’s investigations, women, more often than men, were the proficient bilinguals because they assumed a “cultural broker” role in their communities. That is, in addition to being the preservers of the indigenous traditions, women in these communities were also expected to mediate between the dominant and minority communities. Gal describes yet another kind of situation: young women in Oberwart were leading in the community’s shift from Hungarian to German. Indeed, Gal’s study shows women actively reconstructing themselves as German speakers as a way of resisting the norms of femininity associated with Hungarian peasant life. In the terms of Butler’s performativity thesis, the young women of Oberwart were exercising a certain degree of agency in drawing upon linguistic resources that signaled a different kind of femininity – one that would facilitate their escape from a peasant way of life. A similar kind of resistance has been described by Siegal (1994, 1996) in a foreign language acquisition context. In an ethnographic study of four white women learning Japanese, Siegal (1994, p. 648) found that the learners “created their own language based on their perceptions of Japanese women’s language and demeanor and their awareness of their position in Japanese society.” Siegal’s work portrays female foreign language learners as active agents who abandon honorifics and sentence-final particles associated with Japanese women’s language to resist a social positioning that is thrust upon them. That is, in the same way that the Hungarian women of Oberwart made linguistic choices in order to resist their identities as peasant wives, so Siegal’s learners drew upon the interactional resources of Japanese to resist Japanese constructions of femininity.

Hill notes that the Mexicano women of her study, like the women of Gal’s study, would also have benefited from the symbolic resources of the urban elite, in their case, Spanish. Yet, ultimately, Hill concludes that the material realities of Mexicano culture militated against women’s access to Spanish: “If the uncompensated labor of these women is a pivotal component of the regional system of industrial wage labor, it seems unlikely that the educational opportunities and other support that would enable the women of the Malinche Volcano to fulfill their potential change will be made available to them” (Hill, 1987, p. 159). Hill’s comments point to the kinds of material conditions that can impede women’s access to prestigious symbolic resources, thereby making impossible the “performances” of counter-hegemonic femininities that were possible for the young women of Oberwart. Indeed, what emerges from the Hill and Harvey studies more generally is an understanding of some of the political economic factors that adversely affect women’s exposure to valuable symbolic resources.
12.5 Variation within Gender Categories: Variation Theory and Communities of Practice

In spite of the tendency for sociolinguistic work within the variationist or quantitative sociolinguistics tradition to use “female” and “male” as oppositional and unanalyzed speaker variables (Cheshire, 2002), as far back as 1983, Nichols determined that different groups of women in an all-black speech community on the coast of South Carolina behaved differently with respect to the adoption of standard linguistic variants. In fact, contrary to the prevailing view of the time (and a view that persists among some in variationist circles) – that women are more sensitive to and make greater use of prestige variants than men – Nichols found that women’s linguistic behavior was driven by their relation to the local labor market, rather than by “some generalized response to the universal condition of women” (Nichols, 1983, p. 54). Indeed, while younger mainland women in the community Nichols studied were leading in the community’s shift from a low-prestige linguistic variety, Gullah, to standard English, older mainland women were the heaviest users of Gullah. Because older mainland women, like their male counterparts, were restricted to workplaces where they were generally not exposed to standard English, they maintained their use of the low-prestige Gullah. On the other hand, younger mainland women had access to new employment opportunities in white-collar sections of the labor market where they were required to use standard English. Their relation to the labor market, then, provided them with the opportunity and incentive to use standard English. Given that in western industrialized societies, more generally, standard varieties are often more crucial to women in the workplace (Eckert & McConnell-Ginet, 1999) in jobs such as teacher, secretary, receptionist, flight attendant, etc. it is perhaps not surprising that women have been found (and are thought) to use standard linguistic variants more than men. What is important to note about such a generalization, however, is that linguistic behavior more accurately linked to certain kinds of contexts (i.e., certain kinds of employment opportunities), becomes gendered as feminine because women in western industrialized societies are more often in these contexts. Indeed, Nichols’ work demonstrates that older mainland women who did not have access to the kinds of employment contexts that necessitated the use of standard English were the heaviest users of the non-standard variety, Gullah. Although not explicitly articulated within a social constructionist framework, Nichols’ work considers the linguistic practices of men and women in relation to their social practices, or more specifically, their workplace practices. And, as I have argued above, attending to the social contexts or activities or communities of practice that men and women participate in helps to make transparent the process by which certain linguistic styles and/or varieties become socially constructed as feminine or masculine.
Eckert (1989, 2000) also finds generalizations about women’s greater use of prestige forms to be untenable in light of her work on Detroit suburban adolescents. Undoubtedly influenced by work such as Nichols’, in 1989 Eckert published a devastating critique of variationist approaches to language and the independent variable of sex. Specifically, her critique centered on the variationist practice of classifying speakers according to the binary and oppositional category of sex. Arguing that such a practice belies the complexity of a social phenomenon such as gender, Eckert (1989, p. 265) concluded that “most [variationist] analyses [of sex differences] have fallen short... in the confusion of social meaning with the analysts’ demographic abstractions.” While it is only later that Eckert (with McConnell-Ginet) introduces the notion of “communities of practice” into the area of language and gender, the seeds of such an innovation are apparent in her 1989 article as she highlights the importance of understanding gender as a complex social practice. Certainly, one of the great advantages of the “community of practice” framework is its examination of gender, not in isolation, but in relation to other social variables. Rather than adopting a notion of community based on location or population, a community of practice “focuses on a community defined by social engagement... A community of practice is an aggregate of people who come together around mutual engagement in some common endeavor” (Eckert & McConnell-Ginet, 1992b, p. 95). Indeed, Eckert (1989, 2000) found that the linguistic behavior of adolescent girls and boys in a Detroit high school interacted in interesting ways with two class-based communities of practice – jocks and burn-outs. Not surprisingly, the jocks, a middle-class community committed to engagement in school-sponsored activities (Eckert & McConnell-Ginet, 1995, p. 475), had more standard pronunciations than the burn-outs, a working-class community whose activities were defined in terms of their “autonomy from the school” (Eckert & McConnell-Ginet, 1995, p. 474). But, it was not the case that the girls in both groups had more standard pronunciations than the boys. (Note that this might be expected given women’s so-called greater sensitivity to prestige norms.) What did distinguish the girls from the boys in both groups, however, was their extreme use of variables signaling their community memberships. That is, while the jock girls had the most standard pronunciations of the four groups, the burn-out girls had the least standard pronunciations. As Eckert & McConnell-Ginet (1999, p. 195) note, “standard language usage seems to be actively pursued by those young women who identify themselves with the school’s corporate culture (and the middle class aspirations it supports); it is roundly avoided by those who reject such an identification.” Such a finding, of course, does not unequivocally support the generalization that women’s use of standard variants is greater than men’s; rather, the generalization seems to be that girls, more than boys, are expressing their category membership through the symbolic resources of language. Thus, in attending to gender as a complex social practice, and, in particular, to its relation to workplace-based/class-based communities of practice, both Nichols and Eckert expose the premature generalizations that
can result from abstracting gender away from the specific social practices of local communities.

12.6 Similarity across Gender Categories: Drawing upon “Masculine” and “Feminine” Repertoires

As noted above, the “difference” or “dual-cultures” approach to language and gender presupposes the existence of differences in men and women’s linguistic behavior and attempts to locate the origins of such differences in the same-sex peer groups of childhood. Applying Gumperz’ (1982a, 1982b) work on cross-cultural communication to male–female communication, Maltz and Borker (1982), and later Tannen (1990), suggest that women and men, like members of different cultural groups, learn different communicative styles because of the segregated girls’ and boys’ peer groups they play in as children. Indeed, women are said to develop cooperative speech styles because of the non-hierarchical nature of all-girl groups, whereas men are said to develop competitive speech styles because “boys play in larger, more hierarchically organized groups than do girls” (Maltz & Borker, 1982). While abandoning many of the essentialist assumptions of Maltz and Borker’s work (i.e., that women and men are destined to act out conversational traits developed and fixed in childhood), Coates (1996, 1997), in her research on women’s and men’s same-sex talk among friends, nonetheless determined that women’s talk tended to be more collaborative than men’s. Assuming that women and men share interactional resources, Coates (1997, p. 126) argues that her subjects drew upon them differently in “doing same-sex friendship.” Specifically, the male friends avoided interruptions and overlaps and adhered scrupulously to a one-at-a-time floor, thereby producing conversations characterized by a series of monologues. The women friends, by contrast, employed a collaborative mode of conversational interaction, privileging the voice of the group over the voice of the individual.

Coates’ findings are somewhat at odds with those of Freed and Greenwood (1996). Recall that Freed and Greenwood conducted an experimental study involving same-sex friends in casual conversations that produced similar linguistic behavior – a cooperative speech style – in both female and male speakers. In contemplating the emergence of similarities where other researchers have found differences, Freed (1996, p. 66) speculates that the particular research design used by Freed and Greenwood (1996) may have “inadvertently created an experimental space which is symbolic of what our society views as a ‘female space’” (emphasis in original). Consistent with social constructionist approaches to gender, Freed sees the particular context generated by Freed and Greenwood’s experimental conditions to be conventionally associated with femininity in western cultures and, in turn, the speech
style produced in this context to be concomitantly “gendered” as feminine. Indeed, in naturalistic settings, like those investigated by Coates (1996, 1997) women may be more likely to be found in contexts symbolically associated with femininity and men, likewise, in contexts symbolically associated with masculinity. As Freed points out, however, an experimental setting that positioned women and men in symmetrical social relations, performing identical tasks, elicited in the women and men the same kind of talk. A question that arises from such a study, then, concerns the possibility of a comparable naturalistic setting (i.e., where men and women are positioned symmetrically and are performing the same tasks) generating similar kinds of talk in women and men.

McElhinny’s (1995) study of the interactional styles of male and female police officers in Pittsburgh offers a particularly striking example of such a setting. In moving into a traditionally masculine workplace, female police officers did not adopt an empathetic and warm interactional style associated with many traditionally female workplaces (e.g., nursing, secretarial work, social work), as might be expected; rather they appropriated a masculine (linguistic) identity in dealing with the public. More specifically, McElhinny (1995, p. 220) argues that both women and younger, college-educated men in the police force adopted a “bureaucratic” interactional style – a rational, emotionless, and efficient interactional style associated with middle-class masculinity. That is, engaged in the same workplace practices, the women and the younger, college-educated men of the Pittsburgh police force adopted similar interactional styles.

By investigating the linguistic practices of women working in a traditionally masculine workplace, McElhinny’s work also sheds light on the “performatative” nature of gender. If gender is something individuals do, as opposed to something individuals are, then venturing into contexts traditionally associated with the other gender can bring with it social practices, including linguistic practices, that are also associated with the other gender. For the female police officers in Pittsburgh, appropriating working-class masculine practices based on physical force and aggression may not have been an option; however, according to McElhinny, the women were able to create a space for themselves in a largely masculine workplace by challenging “the hegemonic definition of a police officer (and of working-class masculinity) as centered on displays of physical force and emotional aggression” and orienting to an alternative kind of masculinity – one that “centered on mental ability and cool efficiency” (p. 238).

More extreme appropriations of linguistic practices not normatively associated with one’s own gender can be discerned in a series of recent studies involving individuals who transgress sex/gender norms in much more dramatic ways than the female police officers of Pittsburgh. (See, for example, Barrett, 1999; Gaudio, 1997; Kulick, 1998.) In Butler’s words, such individuals are “incoherent” gendered beings because they “fail to conform to gendered norms of cultural intelligibility” (1990, p. 17). A striking example of this
“cultural unintelligibility” and its social consequences is embodied in the Hindi-speaking hijras of India – the subjects of much of Kira Hall’s work (Hall, 1997; Hall & O’Donovan, 1996). The hijras are regarded as a “third sex” in India and, for the most part, live in segregated communities due to their socially marginal and ostracized status. Because the majority of hijras are born and raised as boys, their entry into a hijra community involves learning to perform a new gender identity: an identity, according to Hall and O’Donovan (1996, p. 239) “which distances itself from masculine representations in its appropriation of feminine dress, social roles, gesture and language.” (Hall & O’Donovan report that more than 75 percent of the hijras living in India today have undergone genital surgery (i.e., castration).) While it might be expected that well-socialized and experienced hijras would always linguistically gender themselves and other hijras as feminine (Hindi has an extensive and obligatory morphological system signaling gender), Hall and O’Donovan found this not to be the case. Rather, they determined that the hijras made variable use of the grammatical gender system depending on whether they wished to convey social distance from a referent or addressee or solidarity with a referent or addressee. Indeed, consistent with the cultural meanings associated with masculinity and femininity in India, the hijras employed the grammatical markings of masculinity and femininity to convey such meanings: masculine grammatical markings to signal social distance and feminine grammatical markings to signal solidarity. As Cameron (1996, p. 46) observes about this description of the hijras’ linguistic practices, there is an important sense in which “we are all like the hijras.” That is, we all make variable use of linguistic forms, styles, and/or genres that are culturally and ideologically coded as masculine or feminine in order to construct our identities from moment to moment, and from context to context. The men of Freed and Greenwood’s study, for example, drew upon an interactional style culturally associated with femininity when discussing the topic of close friendships (a topic, perhaps, gendered as feminine) in an experimental setting orchestrated by two self-professed feminists. In a similar way, the women of the Pittsburgh police force drew upon an emotionless and hyper-rational interactional style associated with middle-class masculinity when constructing their identity in a primarily male and masculine workplace. What the hijras make transparent, then, is the variable use that “ordinary” men and women make of linguistic repertoires conventionally associated with the other gender. Such variability is testimony to the greater agency ascribed to individuals under Butler’s performativity thesis.

12.7 Institutional Coerciveness

While the theorizing of gender as “performative” has succeeded in problematizing essentialist and static notions of gender, for some feminist linguists (e.g., Wodak, 1997) Butler’s formulation ignores the power relations
that impregnate most situations in which gender is performed and hence affords subjects unbounded agency. For Cameron (1997b), by contrast, Butler’s (1990) discussion of performativity does acknowledge these power relations, that is, by alluding to the “rigid regulatory frame” within which gendered identities are produced. Kulick (forthcoming) also defends Butler’s work against such charges; he says that early criticisms of her framework were based on an inaccurate reading of the social actor “as an entirely self-aware and volitional subject who could choose to put on or take off genders the way people put on or take off clothes.” Like Cameron, Kulick argues that such a characterization of Butler’s work ignores how subjects become constituted as intelligible or unintelligible, coherent or incoherent, given the matrices of power and the regulatory norms that define and police normative constructions of gender. The problem may be, as Cameron (1997b, p. 31) suggests, that philosophical discussions of Butler’s “rigid regulatory frame” often remain very abstract. That is, the routine enactment of gender is often, perhaps always, subject to what Cameron calls the “institutional coerciveness” of social situations; yet, too often in feminist philosophical discussions “gender . . . floats free of the social contexts and activities in which it will always be . . . embedded.” In other words, dominant gender ideologies have considerable influence on the linguistic practices of women and men, facilitating the production of certain kinds of gendered identities and thwarting or inhibiting others.

Addressing the tensions between local and more universal accounts of language and gender, Bergvall (1999) emphasizes the need to analyze dominant gender ideologies that pre-exist and structure local (linguistic) enactments of gender. That is, while more local and contextual accounts of language and gender (e.g., Eckert & McConnell-Ginet, 1992a, 1992b, 1999) move us away from overarching and excessive generalizations about women, men and “gendered” talk, Bergvall (1999, p. 282) suggests that we also consider the force of socially ascribed gender norms – “the assumptions and expectations of (often binary) ascribed social roles against which any performance of gender is constructed, accommodated to, or resisted.” Likewise, Woolard and Schieffelin (1998, p. 72) argue that we must connect the “microculture of communicative action” to what they call “macrosocial constraints on language and behavior.” Certainly, the examination of language and gender within institutions elucidates some of the macro-constraints that pre-exist local performances of gender. Indeed, Gal (1991) argues that because women and men interact primarily in institutions, such as workplaces, families, schools, and political forums, the investigation of language and gender in informal conversations, outside of these institutions, has severe limitations. It “creates the illusion that gendered talk is mainly a personal characteristic” (p. 185), whereas, as much feminist research has revealed, gender is also a structuring principle of institutions.

Consistent with this emphasis on institutions and their ability to influence or “coerce” performances of gender is the view of ethnomethodologists that identities are interactionally co-constructed. That is, rather than viewing the
construction of an identity as achieved exclusively through the actions of an individual speaker, such a view suggests that they also emerge through the way a self is positioned by other speakers. Drawing on data from sexual assault trials, Ehrlich (2001) explores some of the interactional processes by which gendered identities can be co-constructed in institutions or, put somewhat differently, the way that institutional discourse can “coerce” performances of gender (Ehrlich, 2003). Trial discourse is notable for its question-answer format; moreover, given the institutionally-sanctioned power accorded to questioners in such contexts (e.g., lawyers and judges), witnesses are “systematically disabled” from asking questions or initiating turns (Hutchby & Wooffitt, 1998, p. 166). Ehrlich analyzes the presuppositions of questions asked of complainants in sexual assault trials and argues that, when taken together, such presuppositions formed a powerful ideological frame through which the events under investigation were understood and evaluated. That is, although no longer codified in law in the United States or Canada, the “utmost resistance standard” – the idea that complainants did not resist the accused “to the utmost” – circulated discursively in the sexual assault adjudication processes analyzed by Ehrlich. And, in response to innumerable questions whose presuppositions embodied the utmost resistance standard, the complainants involuntarily cast themselves as ineffectual agents: their strategic attempts to resist the perpetrators of sexual assault were transformed into ineffectual acts of resistance within the discourse of the trial. Put another way, the identities “performed” by the complainants in these contexts – as passive and lacking in appropriate resistance – were “coerced” performances of gender, given the dominant discourse (i.e., the utmost resistance standard) that structured their linguistic acts of identity.

The idea that sexist linguistic practices can adversely influence the kinds of gendered identities women are able to produce was a major impetus behind non-sexist language reform efforts in the 1970s and 1980s. Early work on sexist language, for example, pointed to the detrimental effects, both practical and symbolic, of masculine generics such as he and man – forms, it was argued, that render women invisible. Indeed, a substantial body of empirical evidence showed, among other things, that he/man generics readily evoke images of males rather than females, have negative effects on individuals’ beliefs in women’s ability to perform a job, and have a negative impact on women’s own feelings of pride, importance, and power. (For a review of this work see Henley, 1989.) While recent work in feminist linguistics has witnessed a broadening in its conception of sexist linguistic representations beyond single words and expressions to discursive practices (see Cameron, 1998a, 1998b) for discussion), the “coercive” effect of such representations continues to be of concern to language and gender researchers. Cameron (1998a) demonstrates how a range of linguistic features, none of which would be deemed problematic by a word-based critique of sexist language, can together function to construct rape in sexist and androcentric ways. And Benedict (1992, 1993) and Clark (1998) demonstrate the pervasiveness of rape reports in the media
that portray rapists as crazy, evil, sexual deviants and fiends, rather than as women’s husbands, partners, family members, etc., in spite of the fact that women are much more likely to be raped by husbands, lovers, and dates than by strangers. As Clark (1998) comments, “the intense hyperbole of fiend naming focuses a self-righteous fury on stranger attacks, which are actually a very small area of male/female violence.” Indeed, Benedict argues that rape reporting in the mainstream media is socially controlling to the extent that it simultaneously curtails women’s freedom by fostering a fear of violence in public spaces and creates a false sense of security around the situations wherein women are most vulnerable.

That this type of social control and regulation can have linguistic consequences for women is a point made persuasively by Polanyi (1995) in her ethnographic study of American university students in a Russian study-abroad program. Focusing on reports of sexual harassment documented by the female students, Polanyi shows that the routine sexual harassment and assault experienced by the women created target language interactions (with Russian men) in which they were reduced to silence or made to feel humiliated and degraded. In contrast to the silence and degradation experienced by the young women in their encounters with Russian men, Polanyi cites the journal of a young man whose pleasant flirtation with a Russian woman resulted in an evening of increased linguistic fluency: “My Russian felt good, and her ongoing barrage of smiles certainly helped... We joked and chatted... My Russian was smooth and flexible” (Polanyi, 1995, p. 281). Clearly, target language interactions in which learners are encouraged to speak by, among other things, an “ongoing barrage of smiles” will produce a different kind of output in the target language (i.e., output that is “smooth and flexible”) than interactions which involve harassment. In fact, Polanyi makes the point that when “faced with complex interpersonal situations” the young women in the study-abroad program were acquiring the linguistic skills to cope: some reported learning useful vocabulary for dealing with sexually harassing situations; others reported that their linguistic ability to deal effectively with harassing situations in Russian became a point of pride. In spite of the considerable linguistic and sociolinguistic competence acquired by these women, however, the linguistic skills developed in response to the sexually harassing situations were not the focus of language proficiency tests. Thus, not surprisingly, Brecht, Davidson, and Ginsberg (1995, p. 56), in their long-term study of the predictors of language gain in the same Russian study-abroad programs, found that women made fewer gains than men in listening and speaking skills and that men were more likely to “cross the crucial divide between Intermediate+ to Advanced level” than women. It is important to note that the young women performed as well as the young men on Russian tests before the study-abroad program. The problem, according to Polanyi, is not that the young women were less gifted language learners than the young men. Rather, despite the fact that the women were subject to sexist and androcentric practice in the foreign language learning
situation, the tests that measured their proficiency took as their norm men’s linguistic activities and practices – activities and practices that did not involve sexual harassment.

Translated into the terms of this discussion, the linguistic identities performed by these young men and women were saturated by the gendered ideologies and power relations that characterized the foreign language learning situation. In contrast to the women of Siegal’s (1994, 1996) study (see Section 12.4.3), who exercised a considerable degree of agency in resisting aspects of Japanese “women’s language” that they perceived as overly humble and self-deprecating, the women in Polanyi’s study constructed a linguistic identity in Russian that was not primarily of their own making. Positioned as victims of sexual harassment, the young women developed a linguistic proficiency (i.e., identity) in direct response to this positioning. Hence we see the way that identities are subject to “institutional coerciveness” and thereby co-constructed, or put another way, the way that dominant gender ideologies form the backdrop “against which any performance of gender is constructed, accommodated to, or resisted” (Bergvall, 1999, p. 282).

12.8 Conclusion

At the outset of this chapter, I observed that an adequate account of language and gender must be attentive to the way that identities are constructed and constituted through linguistic practices, as well as the way that dominant gender ideologies and power relations can constrain such constructions of gender. Indeed, I have attempted to show the importance of recognizing the dynamic and performative nature of (linguistic) gendered identities; at the same time, I have demonstrated the way that institutional forces such as legal and media representations of violence against women (and in Polanyi’s work, actual instances of violence against women) can shape the identities that women (and men) are able to produce.

While the study of language and gender has traditionally been divided into two separate (but related) strands of research – (1) the study of language use: how women and men use language (differently) and (2) the study of sexist language: how sexism manifests itself linguistically – this chapter has shown the impossibility of maintaining what was once a significant distinction in the language and gender literature. (See also Cameron (1998b) for a discussion of this issue.) That is, if discursive representations that encode culturally-dominant notions of gender can influence the linguistic practices (and other types of social practices) that women and men engage in, then linguistic investigations of gender performances would benefit from more systematic contextualization within investigations of dominant gender ideologies, as they are manifest in and outside of language.

See also 9 Language Thought, and Culture, 14 Language and Politics, 22 Social Influences on Language Learning, 30 Language Planning as Applied Linguistics.
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13 Stylistics
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13.1 Introduction

Stylistics has always caused controversy: there are those who deny its usefulness, and those for whom it is an essential branch of applied linguistics. This is partly because it has proved notoriously difficult to define, since it functions as an umbrella term, covering a range of different stylistic approaches to the study of texts. A further difficulty is that although stylistic analysis originated as a way of applying linguistic models to literary texts, it has become clear that such models can be applied to the analysis of any type of text: to non-literary registers as well as the literary (e.g., Bex, 1996). Consequently, the range of texts with which stylistics concerns itself has extended from an initial preoccupation with “literary” texts to include any kind, written or spoken. Furthermore, the range of disciplines from which stylistic theory and practice draws is no longer limited to linguistics, as was the case at its inception, but also includes pragmatics, literary theory, psychology, and social theory. What draws all these different aspects of stylistics together, though, is the centrality of the language of the text – be it poem, advert or E-text – to the consideration of its possible interpretation(s).

13.2 What is Stylistics?

In recognition of the difficulties in defining precisely what constitutes stylistics, many textbooks in the field begin with an attempt at definition (e.g., Short, 1988). One such definition (Thornborrow & Wareing, 1998, p. 4) identifies three key aspects of stylistics. These are:

1. the use of linguistics (the study of language) to approach literary texts;
2. the discussion of texts according to objective criteria rather than according to purely subjective and impressionistic values;
3 an emphasis on the *aesthetic* properties of language (for example, the way rhyme can give pleasure).

Even so, Thornborrow and Wareing proceed immediately to qualify their definition, as the remainder of this section demonstrates.

### 13.2.1 Linguistics and literary texts

Concerning the first key aspect, the use of linguistics in approaching the study of literary texts, Thornborrow and Wareing note that although initially stylistics may have concerned itself with the analysis of literary texts, it has become clear that the kinds of texts which lend themselves to stylistic analysis exceed the boundaries of what is commonly taken to be “literary.” Furthermore, as Thornborrow and Wareing point out, stylistics may have begun as a way of explaining how “meaning” in a text was created through a writer’s linguistic choices, but in recent years this position has shifted somewhat. Thanks to research in the field of pragmatics, even linguists have come to realize that meaning is not stable and absolute, but depends as much upon the processes of interpretation undertaken by a reader or listener as upon the actual linguistic structures that are used. Consequently, account has to be taken of contextual factors, which had been ignored in the past, such as the cultural background of the reader, the circumstances in which the particular text is read, etc. Rather than concern themselves exclusively with finding out “what a text means,” stylisticians have become “more interested in the systematic ways language is used to create texts which are similar or different from one another, and . . . [to] link choices in texts to social and cultural context” (Thornborrow & Wareing, 1998, p. 5).

This is not to say that stylisticians are no longer concerned with discovering meanings in a text, but that they have begun to take greater account of the relationship between the text and the context in which it is both produced and received, and to consider the text as a part of discourse, rather than apart from it (e.g., Carter & McCarthy, 1994). In this way, stylistics has shifted away from the Saussurian structuralism with which it was once commonly associated, and which saw the text as predominantly monologic, stable, and self-referential, toward a more Bakhtinian notion of dialogism and the recognition that artistic form and meaning emerge from the exchange of ideas between people (Carter & McCarthy, 1994, p. 10). Widdowson (1975) was among the first to examine such textual features as the speaker’s role in shaping meaning (the “I” of the text), point of view, and reader response, all of which have become focal points of later stylistic analysis, while issues of “literariness” and the place of imagination in text production and reception have become major areas of study.

### 13.2.2 Objective criteria

In terms of the second key aspect identified by Thornborrow and Wareing above, stylisticians hoped that by insisting that texts were discussed and interpreted
according to objective criteria, rather than through the application of subjective and impressionistic values, they would avoid many of the pitfalls associated with early-to-mid-twentieth-century literary criticism. Such criticism was (and in many cases, still is) based upon reading a text closely, and selecting features from it to comment on and analyze, with a view to forming judgments in terms of literary worth. However, the principle of selection at work was highly personalized, and often seemed to allow individual literary critics the power to select whatever criteria they wished in judging how “good” or “bad” a text was. Thus, two literary critics, say, could select two entirely different sets of criteria and reach diametrically opposite judgments concerning the merits of the same text. Consequently, stylistics was intended to provide a less intuitive, less personalized method of analysis, and one which was deliberately based upon the scientific discipline of linguistics in order to generate the necessary observable and replicable categories of description. As Thornborrow and Wareing point out, “By concentrating on the language of the text, and accepted linguistic methods of categorising and interpreting, it was argued that stylistics did not reflect the views of the individual critic, but an impersonal, reproducible ‘truth.’ Anyone approaching the text and conducting the same stylistic procedure ought to arrive at the same results” (Thornborrow & Wareing, 1998, p. 5).

Throughout the 1970s, and again more recently in the 1990s, stylisticians’ claims to objectivity have been much criticized, principally on the grounds that the selection of procedures from a given range, whatever its source – from linguistics as much as literary criticism – inevitably introduces a degree of subjectivity through the process of selecting from the various options. But as Wales points out below, few people today would claim that stylistics is totally objective, precisely because the decisions regarding which elements of a text anyone chooses to scrutinize are themselves subjective ones. Furthermore, the process of interpretation is made even more subjective when a variety of other intangible factors are taken into consideration which vary from reader to reader, such as their educational, social, and cultural backgrounds.

13.2.3 Aesthetic properties of the text

Thornborrow and Wareing’s third key aspect, the aesthetic properties of a text, may represent an area of interest for many stylisticians, but this is by no means true for all of them. Again, stylistics may have originated in trying to provide a description of aesthetics derived from linguistics, particularly in terms of the analysis of the sounds associated with poetry. Such an approach may generally form a part of the stylistic analysis of the formal properties of a text, particularly poetry. However, as the range of texts to which stylistic analysis can be applied has been extended, this approach no longer forms such an essential part of all analysis. Rather, as with so much else in stylistics, its continued role will depend upon a combination of the particular purpose of the stylistic analysis, and the type of text to which it is applied.
13.3 Text, Context, and Interpretation

Several other scholars have tried to define the term “stylistics,” though it is not surprising that an agreed definition remains elusive. Wales, in the first edition of her *Dictionary of Stylistics* (2001, pp. 437–8), offers the following attempt:

**STYLISTICS**: The study of style . . . Just as style can be viewed in several ways, so there are several stylistic approaches. This variety in stylistics is due to the main influences of linguistics and literary criticism . . . By far the most common kind of material studied is literary; and attention is largely text-centred . . . The goal of most stylistics is not simply to describe the formal features of texts for their own sake, but in order to show their functional significance for the interpretation of text; or in order to relate literary effects to linguistic “causes” where these are felt to be relevant . . .

In the second edition of the text, Wales (2001) reiterates her definition of stylistics as being a discipline principally concerned with describing the formal features of texts and the functional significance of these features in relation to the interpretation of the text. As such, it continues to have as much in common with literary criticism, especially practical criticism, as it does with linguistics. She points out that “Intuition and interpretative skills are just as important in stylistics as in literary criticism; however, stylisticians want to avoid vague and impressionistic judgements about the way formal features are manipulated (not that good literary criticism is necessarily vague or impressionistic)” (2001, p. 373).

For their part, literary critics take issue with what they see as an “objective” approach to the interpretation of literary texts (e.g., see: Fowler, 1996; Mackay, 1996, 1999; for responses from stylisticians, see Short et al., 1998; Short & van Peer, 1999). Consequently, Wales (2001, p. 373) qualifies the earlier 1989 definition by saying that “Stylistics is only ‘objective’ (and the scare quotes are significant) in the sense of being methodical, systematic, empirical, analytical, coherent, accessible, retrievable and consensual.”

Short (1988) claims that it is not the purpose of stylistic analysis to come up with a “definitive” reading or interpretation of a text, but that undertaking an “objective” linguistic analysis of a text is one way of limiting the scope of possible interpretations, including misinterpretations. Stylistics, then, no longer pretends to lay any claim it might once have done to an objectively discovered “meaning” in a text based solely on the derivation of descriptive categories drawn from linguistics. Rather, it has moved away from this position to acknowledge the fact that linguistic categories by themselves are not sufficient, or the only factors which need to be considered in the act of interpretation.

As a branch of applied linguistics, then, stylistics drew upon developments in descriptive linguistics (especially in its earlier stages), and particularly so in relation to grammar, through which it developed many of its models and
“tools” for analysis. Throughout the latter half of the twentieth century and now into the twenty-first, it has also drawn upon developments in literary theory, and has been particularly indebted to reception theory for its shift in focus to include not only considerations thrown up by the text, but also to recognize how we as readers shape a text and in turn are shaped by it. Added to this have been developments in cognitive linguistics, which draws upon psychological theories of processing. Similarly, the study of pragmatics demands that the act of interpretation takes into account the structures of language actually in use. These issues are particularly important for an analysis of the language of drama, and also when considering interactional and contextual aspects of linguistic behaviour, including speech act theory and conversational analysis.

A further aspect of textual analysis with which some stylisticians concern themselves, and which others oppose, is the study of the extent to which interpretation is influenced by the perceived existence of tensions between the text and its reception in the wider context of social relations and sociopolitical structures in general: i.e., the ideology underlying the text (see: Fairclough, 1989; Kress, 1989; Mills, 1995). Stylistic analysis thus becomes embedded within a framework of critical discourse analysis (CDA). In this way, explorations of authority, power, and inequality feature as part of stylistic analysis, which pays attention to the formal features of the text and its reception within a reading community in relation to ideology. Haynes’ Introducing Stylistics (1992) and Mills’ Feminist Stylistics (1995) are two examples of such an approach. However, this development has been the subject of much controversy, not least because all texts chosen for analysis are generally selected in ways which inevitably throw up ideological considerations: e.g., newspaper reports, doctor–patient conversations, etc. (Fairclough, 1996; Toolan, 1997; Widdowson, 1995). Furthermore, the framework for textual analysis at an ideological level is nowhere near as fully developed as those which deal with its more formal, linguistic levels, and with which stylistics is more usually associated. Nevertheless, despite such criticisms, CDA has been the first attempt so far to formalize a methodology, which seeks to articulate the relationship between a text and the context in which it is produced and received.

From its earlier formalist and structuralist beginnings, then, stylistics has broadened to include three distinct but interrelated strands, any of which can independently form the primary focus of study, or lend themselves to viable combination with either or both of their alternatives. These strands are:

1. that which is concerned with the recognizably formal and linguistic properties of a text existing as an isolated item in the world;
2. that which refers to the points of contact between a text, other texts, and their readers/listeners;
3. that which positions the text and the consideration of its formal and psychological elements within a sociocultural context.
13.3.1 Formal and linguistic properties

The first area of study, which centers upon the formal and linguistic properties of a text, includes, for example, consideration of the ways in which writers (or speakers): make selections from the linguistic potentials of a given language so as to create an artefact manifesting certain formal properties (e.g., foregrounding); construct cohesion and coherence within a text so as to give it a dynamic (e.g., narrative structure); position themselves (and their characters) vis-à-vis their potential readers (e.g., modality, transitivity, point of view).

Of the three strands, this first one – being the oldest – has the most developed conceptual vocabulary and frames of reference. In the stylistics classroom, a common language or metalanguage exists for learning activities centered around the metaphorical concept of the stylistician’s “toolbox,” and includes the use of “checklists” of the kind offered by writers of textbooks in stylistics such as McRae (1997), Short (1988, 1996), and as is discussed further below (see Section 13.4.1). As Short (1988) points out, the techniques often associated with teaching English Language to non-native students of English are often employed in teaching these areas of stylistics to both native and non-native-speaking students. And, because this is the most developed area within stylistics, it tends to dominate pedagogic practice. Even so, there are other scholars, such as Carter and Long (1991), Clark (1996), and McRae (1997), who would argue that the value of a stylistic approach – as opposed to one drawn purely from English Language teaching – is that it allows for consideration of the cultural and social contexts implicit in the language of the text. Consequently, it provides much more scope for “reading between the lines,” and for considering what is absent or implicit in a text, than would a reading which focused solely on the linguistic codes governing the explicit use of language.

13.3.2 Point of contact

The second strand considers the point of contact between the text and the reader as an interactive, communicative act. It includes such considerations as the ways in which writers draw attention to other texts, both antecedent and contemporaneous (intertextuality), and studies how readers track texts during the act of processing (e.g., anaphoric devices). Here, as research into this area becomes more developed, a common metalanguage is beginning to emerge within the field of cognitive stylistics (see Section 13.5).

13.3.3 Text and sociocultural context

Finally, the third strand considers the text within its sociocultural context and considers, for example, the ways in which the readers “place” texts within a social framework (e.g., genre studies), and how texts mediate authority, power, and control (e.g., critical discourse analysis, feminist stylistics). At this point in the debate, critics like Fish (1980) bring the concept of the interpretative
community into the discussion, and this has had a major impact on affective stylistics. The particular concerns, philosophical outlook, and general worldview which the reader brings to bear on the text will obviously play a tremendous role in colouring her or his search for meaning in a text, and it is essential that this influence is acknowledged when applying the objective criteria that are deployed through the checklists of linguistic features contained within a text (see Section 13.4.1).

This strand shifts the point of focus away from a static and monologic view of the text which exists in its own world as a self-sufficient entity, toward one which is much more dynamic, cognitive, intertextual, and interpersonal. However, precisely how this third category fits in with or relates to the other two strands is an area which – as Toolan (1997) demonstrates – has yet to be fully explored, and this ambiguity is sometimes used as an excuse for failing to engage with it.

These categories of the areas of focus given above are not intended to be exhaustive and, quite clearly, within these various concentrations, stylisticians will concern themselves to a greater or lesser extent with detailed study of particular texts, working within the various frames of reference provided by some (but not all) of them.

13.4 Stylistics and Pedagogy

The pedagogic value of stylistics in terms of the teaching of representational language and how this works within a text, in both native speaker and non-native speaker contexts, has been defined by Short in these terms:

Stylistic analysis, unlike more traditional forms of practical criticism, is not interested primarily in coming up with new and startling interpretations of the texts it examines. Rather, its main aim is to explicate how our understanding of a text is achieved, by examining in detail the linguistic organization of a text and how a reader needs to interact with that linguistic organization to make sense of it. Often, such a detailed examination of a text does reveal new aspects of interpretation or helps us to see more clearly how a text achieves what it does. But the main purpose of stylistics is to show how interpretation is achieved, and hence provide support for a particular view of the work under discussion. (Short, 1995, p. 53)

Style in any context – but more particularly in the verbal, linguistic and literary context – has generally been defined rather vaguely and subjectively, so Short’s practical way of looking at the issue is salutary.

13.4.1 Checklists

Stylistics has developed a plethora of checklists covering the linguistic features of texts and tools used by an author which can give a fingerprint to
any text – clues as to *how* it means rather than simply what it means. As Short suggests above, stylistics goes beyond meaning and content to examine how effects are created and achieved, and variations on this kind of checklist can be found in several textbooks (Clark, 1996; McRae, 1997; Simpson, 1997; Thornborrow & Wareing, 1998; Toolan, 1998). What they have in common is an intention to elucidate the *processes* in writing and reading, empowering the reader to develop language awareness, text awareness, and cultural awareness in the reading of all texts, whether “literary” or not.

**13.4.2 Literature in a foreign language**

Since stylistics deals essentially with the linguistic features of a text, its methods have been extensively applied to teaching literature in English for non-native speakers. For the remainder of this study, the term “L1” denotes native speakers, and “L2” non-native speakers.

Most L1 stylisticians ignore or are unaware of the problems of teaching English to non-native speakers as a second or a foreign language. Stylistics in an L2 context has entirely different dimensions and ranges of usefulness when compared with its possible application in language teaching generally, and then again, the differences between a second language teaching situation and a foreign language teaching situation lend further complexities to the issue. Literature in any shape or form was largely ignored in English as a second language (ESL) and English as a foreign language (EFL) until the publication of McRae and Boardman in 1984 and which, almost 20 years on, is still among the most widely used textbooks containing literary materials for language learning and development.

McRae’s distinction between *referential* and *representational* language use repositions the “literariness” of texts in relation to the processes the reader brings to bear on the text in the overall cognitive relationships between production and reception. In this way of thinking, *referential* language is purely transactional, with no requirement for processing and interpretation – the kind of language, in fact, usually provided in most textbooks for the teaching and learning of English as a second or foreign language. *Representational* language refers to any use of language, which makes an appeal to the imagination or to the affective side of the interlocutors: imagery, idioms, advertisements, modality, text worlds are all textual elements which are crucial to the processing of this linguistic material.

Pedagogic stylistics introduces representational language from the outset of language learning, and thus the discipline is intended to develop ongoing language awareness (of the target language and any other known languages), text awareness (genre, text-type and function, etc.), and wider cultural awareness. This attempted integration is now known as “Five Skills English,” moving on from the basic functional skills of listening, speaking, reading, and writing which have dominated communicative language teaching for three decades.
This use of imaginative materials does not necessarily involve the use of literature as such, but has come to be identified as “literature with a small ‘l’” (McRae, 1997). The approach can involve the study of an idiomatic line such as, “This is not my cup of tea,” which would be difficult to imagine in a non-representational context, and can be deployed to help open up any kind of text, from the simplest decoding of a bus ticket to the highest literary expression. What the reader brings to the text is fundamental to the process of creating meaning.

Textual analysis, a mainstay of first language stylistics, is given less importance in a second or foreign language context. However, the linguistic tools of stylistics are precisely what EFL/ESL learners need in order to develop their approaches to reading any text, be it literature with a small “l” or institutionally-defined literary study. The checklist approach is the first systematic step toward the goal of acquiring this awareness.

Checklists featured in EFL textbooks using stylistics are similar to those described above, and commonly include some or all of the following: lexis, syntax, cohesion, semantics, phonology, graphology, dialect/variety, register, period/intertextuality, and function, among others.

What is developed in students as a result of routine reference to this kind of checklist are their capacities for language awareness, text awareness, and cultural awareness, all of which had been largely ignored in language teaching until the mid-1990s. L2 learners inevitably have a different kind of language awareness from that of L1 speakers; indeed, native speakers’ language awareness is often very limited. Most L1 speakers would not know that the verb “to go” is conjugated as “go/went/gone”; all L2 learners know this from the outset of their learning. Similarly the problem areas of English for learners, such as the present perfect tense or phrasal verbs, are simply taken for granted by native speakers. It has been noticeable in recent years that approaches developed in the EFL/ESL context are coming to be more widely applied in first language teaching (e.g., Carter et al., 2001).

However, a significant difference between the application of stylistics in L1 and L2 context is its purpose. The texts, which might be studied and analyzed using stylistic approaches actually mean differently for non-native learners. The reasons for reading and studying the texts are of a different order. Process becomes the key word. As before, there is no single correct interpretation which has to be excavated from somewhere in the depths of the text – no hidden secrets. Neither is there any single “correct” way of analyzing and interpreting the text, nor any single correct stylistic approach. In this sense the appropriate method is very much a hands-on approach taking each text on its own merits, using what the reader knows, what the reader is aiming for in his or her learning context, and employing all of the available tools, both in terms of language knowledge and methodological approaches.
13.4.3 Approaching the text: analyzing the formal and linguistic properties

In an L2 context, a first-year EFL class of near-beginners obviously has fewer linguistic tools than an advanced learners, but that should not preclude them from using stylistic approaches when reading texts. The use of stylistic approaches in a non-native speaker context is not vastly different from the approaches to reading and analysis in the native speaker context. One of the first things often demonstrated in a non-native speaker context is how very little should ever be taken for granted by either instructor or student.

For example, readers in Bangladesh interpreted the poem by Wordsworth commonly known as “Daffodils” without knowing what daffodils were, and read them as possibly being beautiful birds, “fluttering and dancing in the breeze” and “tossing their heads in sprightly dance” (see Appendix 1, lines 6, 12; also McRae, 1998, pp. 33–5.) This is simply a question of unfamiliar lexis, but the reading serves in a connotational sense to show how over-familiarity with predetermined lexical meaning can deny the reader the potential of meanings beyond lexical definitions.

A closer look quickly reveals that the poem contains many words – even pairs of words and longer phrases – which are highly charged: “golden,” “dancing,” “bliss,” and “pleasure” represent only a few. Productive analysis can result from allowing a class to discuss the differences between words like “crowd” (line 3) and “host” (line 4); between “host” and “company” (line 16). Students could be invited to consider the contrast between the actions performed by the speaker (the aimless “wandering” of line 1 and the recumbent position described in lines 19–20) and the “fluttering” and “tossing” of the daffodils’ “sprightly dance” (lines 6, 12). Similarly, they might reflect upon the inherent tensions between phrases like “little thought” and “pensive mood” (lines 17 and 20). How would they account for the contradiction between the “lonely” mood of the speaker in line 1 and “the bliss of solitude” in line 22? (Indeed, the students could eventually be asked to evaluate the assertion that the whole text should be read as charting a movement from that psychological state of loneliness to the appreciation of the bliss of solitude.) And of course students engaged in such an exercise would be encouraged to find other lexical tensions/binary oppositions of their own.

The poem’s syntax, too, can be a useful tool, as demonstrated – to give but one example – in line 11 (“Ten thousand saw I at a glance”) with its shift from the traditional subject-verb-object relationship. This is known as foregrounding, in that more emphasis is placed upon the word that should be the object – the daffodils in this case, “present” here in the elliptical omission. The reader must also ask the obvious question here: how many daffodils did the speaker see? The figure of “Ten thousand” does not represent the literal number (and indicates still less that the speaker actually counted them!), but
rather serves to confirm the word “host” in line 4. What matters most lin-
guistically is that the daffodils are now in “subject position” within the reader’s consciousness, and the “I” of the speaker is relegated to the less important “object position.”

Attention could also be paid to Wordsworth’s use in stanzas 2–4 of the cohesive pronouns “them” and “they,” which take the place of the noun “daffodils.” The “I” disappears, too, becoming “a poet” in line 15: a less personal, more general referent. Line 15 (“A poet could not but be gay”) is in many ways one of the most significant lines in the whole text. The word “gay” here means joyful or happy (a synonym for “jocund” in the next line), but the syntax suggests ambiguity: is the poet gay or isn’t he? The answer, of course, is “yes” – the positive meaning emerges despite the negative-seeming construction: he could not be anything but gay. It should, however, be noted how static the text has become by the end of this stanza with any verbs of movement firmly associated with the daffodils. The fact that the speaker only “gazes” is stated twice in one line (17), along with the suggestion that at this point in the account he is not even thinking.

Another important development in this third stanza is the change in verb tense in line 18 with “had brought” – a time shift which bridges the narrative past tense of the first three stanzas and the present tense we will find in the final stanza. The word “For” (line 19) opening stanza 4 is also vital here; as is so often the case, this connector carries the thrust of the text’s movement forward, underscoring the contrast between “little thought” and what has actually happened after the speaker saw the daffodils (and still continues to happen for him).

As the paragraphs above suggest, by the time the reader reaches the last stanza she or he has encountered several sets of linguistic signals which have worked together to communicate a sense of movement that is occurring on many levels within the poem: the change in nature of the physical motions described by the speaker; the shift in focus from the passivity of the speaker to vibrant activity of the flowers; the shift in time from past to present; the fluctuation in the speaker’s emotional barometer from sadness, through a kind of cautious cheerfulness to outright blissful serenity, etc. This process reaches its culmination in stanza 4, as the daffodils become unmistakable as the active subject of the text, as “they flash upon that inward eye” of the speaker (line 21). The “I” is in a completely passive, Zen-like state, ready to receive whatever might happen. The daffodils have taken him over: this happens “oft,” and the connectors of time tell us the sequence, with “oft” (line 19) leading directly to “when” in the same line, which in turn leads to the main verb “flash” in line 21. Line 22 ("Which is the bliss of solitude") takes us inward and ends with a semi-colon, leading on to a “then” in line 23, thus completing a sequence through which the reader has traveled from the past tense of narrative preceding line 18, into the speaker’s present experience (and presumably onward into his expectations for the future). Likewise, the reference to “that inward eye” represents the end of another journey initiated at the
opening of the text when the speaker’s eye looked outward, thus confirming
the shift in focus already noted from outer- to inner-self. The movement is
completed only in the last line of the poem, where the climax of pleasure and
harmony is reached – indicating the speaker’s arrival at a “place” about as far
away as it is possible to get from the lonely wandering of line 1.

This type of analysis reveals how much more than a mere description of
natural beauty the poem “Daffodils” really is, making as it does significant
points in the final stanza about the nature of human perception and the impor-
tance of remaining open to our impressions, for the sake of both our general
happiness and ongoing spiritual development. But as highly worthy as that
achievement is, that result represents a secondary objective for the exercise.
The primary purpose of stylistics is to improve students’ sensitivities toward
language usage through the analysis of specific texts: a goal that would
yield enormous benefits in both L1 and L2 contexts. To return to the case
of Bangladeshi students, readers who do not know what daffodils are will
undoubtedly have a very different experience of the Wordsworth text. But
through the type of analysis outlined above, they would also receive a number
of fundamental tools which would prove invaluable for unlocking the meanings
of linguistic codes of all sorts, and which by doing so would also place in
its true perspective their initial mistake of interpreting “daffodils” to mean
“beautiful birds.” And that lexical error, of course, raises another question
which all future students of the poem – both L1 and L2 – should be asked to
consider: do the objects described in the poem have to be flowers? Would the
experience that the poem describes be substantially changed if we substituted
another object for the daffodils, and if so, how?

13.4.4 Approaching the text: the re-writing exercise

The technique described above, in Section 14.4.3, represents the traditional
literary activity of “close reading,” coupled with a new emphasis on language
awareness. Similarly, stylisticians also employ the technique of heuristic
rewriting of texts as a pedagogic aid, rather than an end in itself (see Durant
& Fabb, 1990, pp. 98, 186; and Pope, 1995). One of the most widely used texts
in this area is the William Carlos Williams poem “This is Just to Say.” Such an
exercise often begins with the cross-genre “translation”/paraphrasing of a
poetic text into the form of a prose note, followed by the formal analysis of
every aspect of the adapted text as a basic part of the teaching and learning
process, before the text is rewritten back into poetic form and compared with
the Williams original. Such rewriting is an aid in particular to text awareness
– helping learners into an awareness of how the text means rather than just
what it means. The same technique can be applied by removing words, phrases,
lines, or whole paragraphs/stanzas from a given text and analyzing what
differences the changes would make.

A similar type of classroom activity became part of the focus of a recent
study (Zyngier, 2000). On this occasion, the selected text was “I, too, sing
students reached the end of the discussion by providing five possible contexts: One group thought the poem was about North and South Americans divided by economical and political stages . . . Another group considered the black and white ever discussed theme, in which black people are said to be inferior to white people . . . Finally, others mentioned the contrast between rich/poor, employer/ employee and Americans/immigrants . . . This activity helped students talk about the many interpretations a poem can have and enabled them to develop their power of argumentation by using examples from the text that conformed to their opinion . . . (Zyngier, 2000, p. 5)

The different possible interpretations center around one theme: that of prejudice. In the words of one student, “my group found that we had a kind of debate in the class as each group had a different interpretation. It was very interesting because, even though the interpretations were different, all the groups found that the poem was about prejudice . . .” (Zyngier, 2000, p. 5).

Following on from the discussion, students explored topics, which might lend themselves to expression in a similar style and highlighting similar tensions in historical context. The students were then asked to write such a poem themselves and – when finished – were invited to reflect upon this process. Typically, the main function of such an exercise is for students to experience for themselves the subtleties of language use evident in a text under discussion, by attempting to write either a text in a similar style, as was the case in this lesson, or to re-write it in a different one: a poem as prose, or a narrative from a different character’s perspective, for example. By engaging in such an activity, students’ intuitive knowledge of the linguistic structures associated with writing are brought to the surface or, conversely, explicitly-taught structures may become absorbed into a more intuitive layer of students’ consciousness.

One student responded to this exercise with the following contribution – an original poem and prose commentary:

Revenge!

Yesterday I was a student
Sitting behind the class
I thought that I couldn’t
Do the exercises best

America,” a poem by Langston Hughes (see Appendix 2). Students in Brazil, Eastern Europe, and England were asked to discuss a list of questions compiled by the PEDSIG members, half of which were aimed at eliciting a close analysis of the language of the poem: tenses, use of time, agency, referents, conjunctions, etc. The other half were related to the events and feelings related in the poem, and finished with a consideration of the poem’s historical and social context, including the period in which it was written. The teacher, in summing up the session, commented that:
Tomorrow I will be a teacher
Standing in front of a class
My students will think they can’t reach
The same things that I have passed.

First of all, I have used the contrast between past and future disposed in two different stanzas. The first stanza was written in the past tense and the second in the future. My intention was to show all my feelings as a student now, and then I thought about how teachers work, what they do and I could only see all the time that it looks like a revenge. So, I thought that it sounded not only a good and funny idea, but also a perfect title for my poem . . . I wanted to show my own feelings, as I am studying to be a teacher, someone who deals with these two sides: students’ minds and a teacher’s thoughts. I have noticed that it is easier to show feelings without hurting other people’s ideas through the alteration of time. (Zyngier, 2000, pp. 6–7)

Regardless of the reactions recorded above, however, the primary function of such an exercise is still that of sensitizing students to language use, and more specifically to its complexity and capacity for referentiality (see also McRae, 1998). The by-product of such an activity may well be an improvement in the students’ own linguistic competence in a specific context but, as with pedagogical stylistics generally, and as argued in Section 13.4.3 above, this is not its primary or overarching purpose. Nor can the undertaking of such an activity guarantee transference of linguistic skill from one pedagogic context to another. The primary focus is on creativity and multiplicity of meaning produced through and by patterns of language rather than upon the patterns of language themselves, or any consequent accuracy on the part of students in their reproduction. Instead, learning, understanding, making explicit patterns of language are emphasized as primary and necessary steps toward a stylistic interpretation of a text, and part of the process of textual interpretation rather than ends in themselves. Furthermore, the act of interpretation and the context within which it occurs are themselves located in a network of other contexts – social, cultural, economic, political – which all play a part, regardless of whether they remain implicit or are made explicit. It is these contexts, which are brought into play when a poem such as “I, too, sing America” is studied in a classroom, and account for the different nuances of discussion and interpretation made by students in the three recorded settings of South America, Eastern Europe, and England.

13.5 New Directions

Recently the second strand of stylistics identified in Section 13.3.2 above – namely, the point of contact between a reader, a text, other texts, and other readers – has been the focus of much attention. The spread of stylistic
approaches is now moving more and more into the area of cognitive stylistics. This is the most positive development in the field, both for native and non-native speakers, since it expands Short’s aims into what Stockwell (forthcoming, 2002, pp. 6–7) describes as a social and critical model for augmenting stylistic analysis...an analytical procedure that can account for what has long been the holy grail of stylistics: a rigorous account of reading that is both individual and social, and genuinely recognises the text as an intersubjective phenomenon and the literary work as a product of craftedness and readerly cognition.

This keen awareness of the sociopolitical background, which inevitably affects the production and reception of texts, is illustrated in the fact that areas such as deixis and modality have been attracting more and more attention within stylistics in recent years. The term deixis in linguistics “refers generally to all those features of language which orientate or ‘anchor’ our utterances in the context of proximity of space (here vs. there; this vs. that), and of time (now vs. then),” and is concerned with the “multi-dimensional nature” of texts and their dependence for meaning upon the situation or context in which they developed (Wales, 2001, p. 99). Similarly, modality reflects the increased interest in discourse analysis, and the growing fascination in the way texts contain, record, and sustain the variety of interpersonal relationships between authors, implied authors, narrators, and readers (Wales, 2001, p. 256). This focus upon the subtleties that shape our notions of/reactions to “point of view,” and the deictic elements of texts, are represented in the discussion of classroom practices in Sections 13.4.3 and 13.4.4 above.

Consequently, those working in the field of stylistics are increasingly coming to recognise the interactive nature of roles played by the reader and the text in the activity of analysis and the construction of an interpretation. The text – for stylisticians as well as literary critics – is a heteronomous object, which only comes to life through a receiving consciousness. Learners often want there to be only one meaning to any text: stylistics gives them the tools, both linguistic and affective, cognitive, analytical and expressive, to explore the ranges of meaning potential and how that meaning is achieved.

See also 1 Language Descriptions, 2 Lexicography, 5 Discourse Analysis.
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APPENDIX 1

I wandered lonely as a cloud
    That floats on high o'er vales and hills,
When all at once I saw a crowd,
    A host, of golden daffodils;
Beside the lake, beneath the trees,
Fluttering and dancing in the breeze.

Continuous as the stars that shine
And twinkle on the Milky Way,
They stretched in never-ending line
    Along the margin of a bay:
Ten thousand saw I at a glance,
Tossing their heads in sprightly dance.

The waves beside them danced, but they
    Out-did the sparkling waves in glee:
A poet could not but be gay,
    In such a jocund company:
I gazed – and gazed – but little thought
What wealth the show to me had brought.

For oft, when on my couch I lie
    In vacant or in pensive mood,
They flash upon that inward eye
    Which is the bliss of solitude;
And then my heart with pleasure fills,
And dances with the daffodils.  

William Wordsworth (1807)

APPENDIX 2

I, too, sing America.

I am the darker brother.
They send me to eat in the kitchen
When company comes,
But I laugh,
An’ eat well,
And grow strong.
Tomorrow,
I’ll eat at the table
When company comes.
Nobody’ll dare
Say to me,
“Eat in the kitchen,”
Then.
Besides,
They’ll see how beautiful I am
And be ashamed.

I, too, am America. 

Langston Hughes (1925)
14 Language and Politics

JOHN E. JOSEPH

14.1 Beginnings: The Politics of Linguistic Correctness and Persuasion

The study of language and politics is aimed at understanding the role of linguistic communication in the functioning of social units, and how this role shapes language itself. From early in the history of western thought, language and politics have defined what it is to be human. Aristotle’s Politics famously describes man as by nature a political animal, and his On Interpretation, read in the context of his History of Animals, shows that what essentially separates man from beast is articulate language signifying by convention. The fact that the word “politics” derives from Greek polis ‘city’ is significant. The city as an organized social unit depends on linguistic communication for its functioning, and urban life places functional demands on language that are substantially different from those in a sparsely populated rural setting. Country folk depend on the land for their living, city folk on one another. Politics is the art, and language the medium, whereby they position themselves to get what they need, and beyond that, what they want.

This morning Crispin, aged 3 years 4 months, showed me a toy that needed mending. “Bring it me,” I said, to which he replied disdainfully, “Dada, bring it to me.” My smile of interest at this early attempt to enforce a linguistic norm no doubt encouraged his incipient pedantry – unwise on my part, since similar corrections made to his nursery classmates may produce not pleasure but teasing or a thumping. If they see the correction as Crispin’s attempt to show himself superior to them, their instinctive reaction will be to bring him down a peg. Still, presuming he survives bloodied but unbowed, the research literature suggests that his use of “standard” forms will make him the more persuasive speaker when it comes to convincing the teacher that he did not start the fight, and this persuasiveness may well carry on throughout his life.
The "correction" in question is of a usage over which native speakers disagree, both across and within dialects. "Bring me it" is acceptable to many but not all speakers; "Bring it me" is likewise semi-acceptable, but only in parts of England. "Bring them them" is fine for me in spoken usage, though not in writing, and most native speakers seem to reject it in either mode. What matters for present purposes is that any given speaker you might ask is unlikely to respond that all these forms are perfectly fine. They will normally be quite certain that one is right, another possible but bad, a third simply meaningless. This is true even of people who might be quite non-judgmental on non-linguistic matters.

This singular capacity of language to be a locus of disagreement over what is correct is at the center of its social functioning. Issues of linguistic correctness go far deeper than the particular grammatical or lexical quibble at hand. They are interpreted as reflecting the speaker's intelligence, industry, social worthiness, level of exposure to the elders of the tribe. In modern societies, exposure to tribal elders has been institutionalized into systems of "education," but the fundamental principle remains unchanged from the earliest human groups and existing non-human primate groups.

Interpreting language use in this way is a political act. It determines who stands where in the social hierarchy, who is entrusted with power and responsibility. There is a further linguistic-political dimension in how those in power, or desiring power, deploy language in order to achieve their aims. This is traditionally the domain of rhetoric, defined by Aristotle as the art of persuasion. In modern times, particularly in the climate of twentieth-century ideas about the unconscious mind and the possibility of thought control, it has come to be classified under the still more loaded rubric of "propaganda." Applied linguistics, as the study of language in use, can be thought of as the approach to language that takes its political dimension directly into consideration, whereas theoretical linguistics attempts to abstract it away. Language teaching and learning, which occupy a privileged place within applied linguistics, are political in the sense that they always involve two languages with differing cultural prestige in the world at large and in the particular situation in which the teaching and learning are taking place. These differences are mirrored in the relationship of teacher and learner, and in the discourses they generate.

In the twentieth century, the understanding of language and politics was shaped by an ongoing conflict and tension between structuralism (and later "poststructuralism"), which treats language as a system of signs given in advance and structuring the unconscious minds of the members of a speech community, and a range of Marxist (and "post-Marxist") approaches focused on the social production and reproduction of signs and their political consequences. Since not everyone engaged in this "Marxist" line of enquiry has been a Marxist by political affiliation, and since official Marxist doctrine on language has repeatedly shifted, the label should be read as indicating intellectual genealogy only.
14.2 The Structuralist vs. Marxist Divide

Posthumously assembled and published in 1916, the *Course in General Linguistics* by Ferdinand de Saussure (1857–1913) would within a decade and a half assume the status of foundational text for structuralist linguistics. Saussure declared that *langue*, a language, is a social fact, and that social force holds the system together so powerfully that no individual can change the language. Changes occur in *parole* ‘speech,’ and if eventually the social community accepts the change, the system moves to a new state, a new *langue*. But the social space which language occupies for Saussure is not political: every member of the speech community possesses the language, he says, in identical form. There is no scope for one speaker to manifest power over another, for *langue* has no individual dimension – that belongs entirely to *parole*. Despite the apolitical nature of his analysis, the shadow of Saussure would loom large in subsequent attempts at a political account of language. If not reacting against Saussure’s idealization of a homogeneous speech community, such attempts are likely to be based on a methodology deriving from the structuralism Saussure is credited with founding, or perhaps reacting against that very structuralism.

Nowhere did Saussure’s *Course* have a deeper influence in the decade following its publication than in Russia, where it was initially received as consistent in spirit with the “formalism” then in vogue. But in the course of the 1920s serious questions were raised about the commensurability of formalism with the basic Marxist view that every central facet of human experience is *social* in its origin and operation. The widest-ranging critiques of the structuralist approach to language were launched by Mikhail Bakhtin (1895–1975) and members of the intellectual circle he led. The one who took on Saussure most directly was Valentin N. Voloshinov (1895–1936), in *Marxism and the Philosophy of Language* (1973, originally published 1929). Here, as in certain other works by those close to Bakhtin, his ideas are so closely interwoven with theirs that it remains unclear to what extent Bakhtin should be considered the co-author or indeed the author (see Todorov, 1984).

For Voloshinov, Saussure’s *Course* represents the most striking and thoroughly developed form of what he disparagingly terms “abstract objectivism” (Voloshinov, 1973, p. 58). It defines the boundaries of language to include “not the relationship of the sign to the actual reality it reflects nor to the individual who is its originator, but the relationship of sign to sign within a closed system already accepted and authorized” (p. 58, italics in original). Rather than deal with actual utterances, it considers only the language system abstracted away from them. (For Saussure’s part, he had insisted that the language system is not abstract but concrete because it is “psychologically real” for speakers.) Saussure does at least move beyond the Romantic view of language as facet of individual consciousness. Yet his refusal to engage with “history,” in the Marxist sense of the actions of actual people (the “base,” as opposed to
“superstructure”), denies his approach any claim to genuine social substance in the Marxist sense. For Voloshinov,

Every sign, as we know, is a construct between socially organized persons in the process of their interaction. Therefore, the forms of signs are conditioned above all by the social organization of the participants involved and also by the immediate conditions of their interaction. (1973, p. 21)

Signs are ideological in their very nature, and social existence is not merely reflected in them but “refracted” by them. For the sign is not like a smooth mirror, but one with a cracked and irregular surface, created by the “differently oriented social interests within one and the same sign community, i.e., by the class struggle” (Voloshinov, 1973, p. 23). When Voloshinov declares that “Sign becomes an arena of the class struggle” (p. 23), he makes language central to the “base,” a Marxist declaration that language and politics are inseparable, maybe even indistinguishable. “Linguistic creativity . . . cannot be understood apart from the ideological meanings and values that fill it” (p. 98).

No speech act is individual; they are always social, even if the addressee exists only in the speaker’s imagination. And indeed, every word we utter is generated in interaction with an imagined audience in our mind, before any real audience ever hears or reads it. Thus, according to Voloshinov and Bakhtin, language is inherently “dialogic,” and it is a fundamental error and illusion of “bourgeois” linguistics to conceive of it as monologic, generated simply by the individual psychology of a speaker. The discrete systems that linguists normally study co-exist with a multiplicity of different ways of speaking that are constantly intermingling with each other, a condition for which Bakhtin (1981, written 1934–5) introduces the term “heteroglossia.”

A unitary language is not something given but is always in essence posited – and at every moment of its linguistic life it is opposed to the realities of heteroglossia. But at the same time it makes its real presence felt as a force for overcoming this heteroglossia, imposing specific limits to it . . . (Bakhtin, 1981, p. 270)

This tension constitutes the arena of the class struggle where voices and signs are concerned.

Voloshinov’s and Bakhtin’s writings fell into obscurity until their rediscovery in the 1960s. By this time, many of their ground-breaking ideas had been arrived at independently by later Marxists, post-Marxists, and even non-Marxists, and when their work began to be translated into French and English, they seemed perfectly contemporary despite the 40-year remove. Thus Voloshinov (1973) is not historically the master text for as much modern thinking about language and politics as might superficially appear, though it is still the most important book on the subject yet written. (For a fuller account of Marxist theories of language, see Minnini, 1994b.)

Saussure and Voloshinov offer two clearly differentiated modes for approaching the social and political in language. Saussure’s is based on an understanding
of the social as what binds people together, Voloshinov’s as what keeps them apart. The latter accords better with what “social” has now come to signify in sociolinguistics and the social sciences generally. Yet so relentlessly does Voloshinov pursue the argument that language is ideological from top to bottom that he makes the terms “language” and “politics” appear tautological – it ceases to be clear what one can say about the relationship between them that would be meaningful.

The most interesting perspectives on language and politics of recent decades have come neither from linguistics or structuralism narrowly conceived, nor from orthodox Marxist thought, but from combining what is enlightening in each. From Saussure, a recognition that our very way of talking about “a language” implies a powerful social cohesion; from Voloshinov, that utterances come first, and that languages as abstract systems are artifacts of the analysis of politically contextualized utterances. From Voloshinov, a keen awareness of language as a field of political struggle; from Saussure, an admission that the arbitrariness of the link between signifier and signified, and the existential break between the signified (a concept) and things in the world, ultimately means that these political struggles are not directly tied to any sort of historical necessity, Marxist or otherwise.

14.3 Politics in Discourse: Approaches in the Marxist Line

In the English-speaking world, the connection between language and politics was first brought to general attention in a 1946 article by George Orwell (the pen name of Eric Arthur Blair, 1903–50), that anticipates the core problem of language he would address so memorably three years later in his novel Nineteen Eighty-Four.

Modern English, especially written English, is full of bad habits which spread by imitation and which can be avoided if one is willing to take the necessary trouble. If one gets rid of these habits one can think more clearly, and to think clearly is a necessary first step towards political regeneration... This invasion of one’s mind by ready-made phrases... can only be prevented if one is constantly on guard against them, and every such phrase anaesthetizes a portion of one’s brain. (Orwell, 1946, pp. 252–3, 263)

The linguistic “bad habits” consist of strings of words that form well-worn patterns, coercing their users to think in certain ways. “Clear thinking” demands that one start from mental images, visualizing things then finding words to describe them. Starting with words is likelier to produce purely abstract thinking.

The detachment of language from observable reality is what makes it possible for a political party to maintain an orthodoxy among its followers, and in the
most extreme cases, to dupe those it wishes to enslave. If the party uses language in a way that prevents concrete mental pictures from being called up, people will not understand what is happening to them, and they cannot rebel against what they do not understand. Orwell is not against abstract thinking so long as it is grounded in observable reality. Too great a distrust of abstractions can have catastrophic political consequences of its own. Tyranny and freedom, after all, are abstract concepts, yet resisting the one and defending the other is a matter of life and death.

In Orwell’s *Nineteen Eighty-Four* (1949), Newspeak is English re-engineered through massive vocabulary reduction and shifts of meaning. It is controlled by the Party, whose head, Big Brother, is a symbol rather than an actual person. A small Inner Party use Newspeak to control the minds of the larger Outer Party. The aim of Newspeak is “to make all other modes of thought impossible.” For instance, according to the Party, \(2 + 2 = 5\). The hero of the novel, Winston Smith, realizes from the evidence of his own eyes that this is wrong, but the Party already has enough control over his thought and language that he cannot put together the argument he intuitively knows would prove its falsity. The same is true with the Party’s operation for rewriting history, in which Winston himself is engaged, and indeed with its three slogans, “war is peace / freedom is slavery / ignorance is strength.”

Propaganda can only be combated by rational analysis and argument. This entails rephrasing propagandistic statements in a different form. If such rephrasing were made impossible through the loss of alternative words in which the same idea might be given a different linguistic shape, then it might no longer be possible to question the truth of any statement. As the ultimate language for the suppression of thought, Newspeak represents the horrific end of the road that Orwell (1946) describes English as traveling, where standardization of language goes hand in hand with standardization of thought.

(For more on Orwell on language, see Joseph, Love, & Taylor, 2001, ch. 3.)

A socialist writing squarely in the tradition of Marxist concerns about language, Orwell was nevertheless as critical of the Soviet politics of his time as he was of fascism or indeed his own country’s imperialism. Indeed, he can be read as turning Marxist linguistic thought against Stalin. Although by the time of his death in 1953 few in the west would claim any intellectual allegiance to Stalin, the radical left never forgave Orwell the enormously successful novels that so brilliantly exposed the linguistic means by which the totalitarian USSR maintained its tyranny. Even the Cambridge professor and novelist Raymond Williams (1921–88), the most intelligent and catholic of Marxist thinkers (see Williams, 1977), was deeply ambivalent toward Orwell, and Williams’ followers, such as Tony Crowley and Marnie Holborow, who do not maintain his arm’s length distance from Marxist orthodoxy, are openly antipathetic to Orwell. Williams’ most significant legacy to his followers was perhaps a sense of the crucial importance of the revolution within Marxism that had been introduced by Antonio Gramsci (1891–1937) and his concept of “hegemony,” which holds that political control is exerted even in the absence of direct rule, through the
operation of an invisible hegemonic power structure (see Lo Piparo, 1979; Minnini, 1994a). Crowley (1989, 1996) and Holborow (1999) have analyzed the phenomenon of Standard English in these terms, and the following passage encapsulates some of the key issues:

In the nineteenth century, the ideology of Standard English was part of a wider ruling-class project to extend its hegemony over a growing working class and to meet the demands of mass education on its own terms. However, this ruling-class ideology ran up against the narrowness of its social base, which, in the case of language, could be seen in the reality of the continued existence of non-standard forms used by the vast majority of society. (Holborow, 1999, p. 185)

By this view, in the nineteenth century there were rulers and workers, with the former using education and the ideology of Standard English to extend their hegemony over the latter. But what about the steadily growing middle class of the period – are they all meant to be part of the ruling class? What about the system of schools they created that made it possible for talented children of workers to rise to the ruling class – is this to be taken as part of the latter’s hegemony? Yes, the Marxist would answer, following Gramsci: the hegemonic structure being what it is, everything that happens, short of working-class revolution, works to the advantage of the ruling class. Any material improvement in the lot of workers is a means of co-opting them into the bourgeoisie, and thus is against the interest of the working class. So too with Standard English and education: indoctrinating all working-class children to speak and write like the ruling class would represent the latter’s ultimate triumph over the former. But, says Holborow, this ruling-class ideology failed because its social base was too narrow – the vast majority of society resisted and won by continuing to use non-standard forms.

Obviously, this is not the only possible interpretation of the facts. There is good reason to think that general education did not serve the interests of the important segment of the ruling class that depended upon the availability of a plentiful and pliable labor force. It was part of a longer-term improvement in quality of life that it would be utterly perverse to look upon as contrary to the interests of the working class. There is equally good reason to believe that many in the ruling class would have been horrified if the children of workers had begun en masse to speak just like their own children. If the “ideology of Standard English” was aimed at ensuring that such linguistic homogeneity did not happen, it succeeded. Language standards function precisely by running contrary to what most native speakers’ intuitions would predict. It is by mastering these arbitrary norms that an individual displays the will and the wherewithal to occupy a particular place in the social hierarchy.

In continental Europe, significant contributions to a Marxist account of language would be made by Ferrucio Rossi-Landi (1921–85) and Michel Pêcheux (b. 1938) (Rossi-Landi, 1975, 1983; Pêcheux, 1982). However, the most important turn in the Marxist line has been that of someone who is clearly post-Marxist,
Jürgen Habermas (b. 1929) (see Habermas, 1998). He was trained in the Frankfurt School, which took as one of its intellectual starting points the reformulation of Marxist theory by Georg Lukács (1885–1971). By rethinking the relationship of theory to practice, Lukács led the way to a less deterministic and mechanistic form of Marxism than Marx himself had instituted. Linking theory to practice has been at the center of Habermas’ thinking, not least in what has been described as his “leading idea,” namely “that human language and human communication in general already contain implicit intersubjective norms” (Jarvis, 1999, p. 435). In these norms of everyday language use, Habermas argues, lie the grounds for universal values and principles – in short, for truth. Habermas’ contribution has been less in analyzing the political content of language use than in establishing why it should be the central topic of philosophical concern. Since the Middle Ages philosophers have sought universal truth in logic-based theories of propositions and grammatical structures, while dismissing what people do with language as trivial. In arguing for the primacy of practice, Habermas has remained in the Marxist line, where the politics of language use is real, and its analysis trivial insofar as it is abstracted away from this reality.

14.4 Politics in Grammar and Discourse: Approaches in the Structuralist Line

In the 1920s the mainstream of linguistics shifted from the historical enquiry of the nineteenth century to the “structuralist” analysis of language systems at a given point in time, following the inspiration of Saussure. It was not therefore congenial to a political understanding of language, and the linguists who occasionally touched upon the subject, such as Benjamin Lee Whorf (1897–1941) and Alan S. C. Ross (1907–80), did so in popular writings rather than in articles for linguistics journals. Not until the 1950s did structuralist enquiry start to find a place for the political content of language.

In France, this was the period in which structuralism ascended from a linguistic method to a general intellectual paradigm, propelled by the great success of Lévi-Strauss (1955) (see Joseph, 2001). The two French structuralists who would have the most profound and lasting impact on language and politics, Michel Foucault (1926–84) and Pierre Bourdieu (1930–2002), would seem on the surface to have as much in common with the post-Marxist line represented by Habermas as with linguistic structuralism. There are indeed important points in common with Habermas, especially in Bourdieu’s case. But what essentially distinguishes Foucault from his Marxist counterparts is his belief that the objects of knowledge, including language as well as the concepts that constitute its signifieds, are not produced by subjects thinking, speaking, and acting intersubjectively. Rather, they are produced by “power” itself, with which they have a mutually constitutive relationship.
We should admit that power produces knowledge...; that power and knowledge directly imply one another; that there is no power relation without the correlative constitution of a field of knowledge, nor any knowledge that does not presuppose and constitute at the same time power relations... In short, it is not the activity of the subject of knowledge that produces a corpus of knowledge, useful or resistant to power, but power–knowledge, the processes and struggles that traverse it and of which it is made up, that determines the forms and possible domains of knowledge. (Foucault, 1977, pp. 27–8)

Foucault is often misrepresented by his enemies – a category that runs the gamut from Marxists to conservative “anti-relativists” – as holding that neither power nor knowledge nor any other reality is anything more than a linguistic construct. His critique of western thought is actually much more subtle than this. Power, operating through language, determines the parameters of what is knowable (the *episteme*), which change from epoch to epoch (see Foucault, 1970).

Bourdieu (1991) attempts to reconnect the Marxist and structuralist lines by renouncing the structuralist dismissal of the human “subject.” He conceives of every area of human activity as a socially charged “field,” in which the players are neither signs as in earlier structuralism, nor manifestations of power as in Foucault, nor the more traditional conceptions of the Romantic individual or the Marxist social subject, but instead instances of what he terms *habitus*, a “location” within a system, inhabited by an active human subject who is defined by the system but, crucially, not merely its passive object, but engaging in exchanges of symbolic power.

Independently of developments in France, a minority of linguists in the Anglo-American world began “politicizing” structuralism. The first linguist to acknowledge the relevance of Orwell to the general understanding of language was J. R. Firth (1890–1960), a self-proclaimed non-Saussurean, whose complex systemic analyses of language nonetheless share certain features with contemporary structuralisms (see Firth, 1950, 1951). It would be Firth’s students, notably M. A. K. Halliday (b. 1925), who would pave the way toward a form of text analysis based upon uncovering the hidden ideologies that structure the use of language. Halliday is both a Marxist and a structuralist – the perception of the two as opposed ideologies faded in the 1960s, when the prominent Marxist theorist Louis Althusser (1918–90) came to be labeled as a structuralist by everyone but himself. (Still, even now some Marxists, Holborow for example, insist that (post-)structuralism is the direct opposite of their own doctrine because it situates reality in language rather than uniquely in the class struggle.) By developing a “systemic–functional grammar” aimed at comprehending both the social and semiotic dimensions of texts, Halliday (see e.g., Halliday, 1978) provided the tools for the “critical linguistics” developed by Roger Fowler (1938–99) in collaboration with a group of younger scholars (see Fowler, 1987; Fowler, Hodge, Kress, & Trew, 1979). This in turn led to the “critical discourse analysis” (CDA) of Fairclough (1989, 1992), which marries
critical linguistics with the perspectives of Foucault and Bourdieu, and sees itself as capturing the “dynamic” nature of both power relations and text production by uncovering the hegemonic structures within texts. This is in contrast with earlier analyses, including those of critical linguistics, which concerned themselves with static relations and how they are encoded.

In the United States, structuralism was “politicized” by two papers delivered at conferences in 1958, one of which, Ferguson (1959), will be considered in Section 5. The other, “The Pronouns of Power and Solidarity,” was co-written by psychologist Roger Brown (1925–97) and Shakespeare scholar Albert Gilman (1923–89). The paper (Brown & Gilman, 1960) presented the distinction between familiar and deferential pronouns of address (Spanish tu/Usted, French tu/vous, German du/Sie, etc.) as a system for establishing and maintaining interpersonal relations that is directly embedded into grammar. It is an implicit critique of the structuralist view of the language system as autonomous and aloof from the mundane politics of parole, reminiscent of the then-forgotten Voloshinov’s conception of language as the arena of the class struggle, except that Brown and Gilman consider only interpersonal relations and not the broader political picture. They show how the tu-type forms are used to keep social inferiors in their place, but also to manifest tender intimacy to a child or a lover, political solidarity with one’s peers, or a personal bond to God. It can, in other words, function to break down the social boundaries between individuals as much as to maintain them, the meaning of each utterance being dependent upon the surrounding political context. Brown and Gilman paved the way for much research into such phenomena across a wide range of languages, and led ultimately to the “politeness theory” of another Brown, Penelope, and her co-author Levinson (1987).

The other major figure in American “late structuralism,” Noam Chomsky (b. 1928) has written a great deal about “propaganda” that might be considered in the (post-)Marxist line (see e.g., Chomsky, 1992). He is an “anarcho-syndicalist” and counts Orwell among his key early influences (1992, p. 21). But he has always insisted that there is no connection between his political writings and his linguistics, and though some have questioned this (e.g., Sampson, 1979; Joseph, 2002, ch. 9), superficially at least his syntactic and phonological analyses are in the true structuralist line. Nevertheless, among the group of talented students who broke away from him in the 1960s to practice what was loosely called “generative semantics” were George and Robin Lakoff, each of whom would go on independently to start a line of enquiry into the political dimensions of language. George examined metaphors and how they pervade language and thought, often injecting a political dimension into discourse that is not political in a literal sense. For example: “LOVE IS WAR. He is known for his many rapid conquests. He overpowered her. She is besieged by suitors” (Lakoff & Johnson, 1980, p. 49). Political discourse itself is conditioned by certain master metaphors such as that of the “race” for a political position, inter-party rivalry as a sort of “match” between “teams” who sometimes drop the “political football.”
Robin Lakoff (1973, 1975) argues that languages, in both their structure and their use, mark out an inferior social role for women and bind them to it. As with deferential address and interpersonal relationships, gender politics is incorporated directly into the pronoun systems of English and many other languages, through the use of the masculine as the “unmarked” gender (as in “Everyone take his seat”). Lakoff’s book fed into a movement to change such usage, so that now it is more common to say “his or her” or use “their” as a singular pronoun, a usage formerly considered solipsistic but now on its way to acceptability. Lakoff points to features that occur more frequently in women’s than in men’s English, such as tag questions, hedges, intensifiers, and pause markers, which as marks of insecurity and of the role women are expected to occupy are fundamental to maintaining the status quo in gender politics. Her interpretations received independent support from conversation analysis data (Sacks, Schegloff, & Jefferson, 1974; Sacks, 1992; Tannen, 1993) showing that in discussions involving both men and women, the occurrence of interruptions is very unequal, with women many times less likely to interrupt men than the other way round.

O’Barr (1982) would argue that in fact the features Lakoff identified should not be considered part of “women’s language,” but of “powerless language,” since their occurrence is in fact greater among men or women who occupy low-prestige jobs and are less well-educated, than among persons of the same sex with a higher level of education and more prestigious employment. O’Barr’s particular concern was with the effects which “powerless” and “powerful” language produce in the courtroom situation; his data show that juries generally give more weight to testimony that does not include the features Lakoff pointed out, although this depends somewhat on their preconceptions of where the witness testifying ought to be on the sociolinguistic scale. O’Barr’s findings have been taken as suggesting that the fairness of trial by jury is compromised by the inherent politics of language, though it is not at all clear that any attempt at remedying this would be either equitable or indeed possible.

Robin Lakoff’s work was soon followed up by Thorne and Henley (1975) and Spender (1980), and led both to the discourse analyses of women’s language practiced by Tannen (1994), and to the more politically oriented work of Cameron (1992, 1995). Tannen (1990), an international best-seller, would give rise to a very considerable industry of personal and marital therapy based upon the notion that men’s and women’s different modes of conversing box them into separate cultures, the walls of which need to be broken through in order for genuine communication to occur and the politics of marriage to be kept peaceful and productive. This is wholly inimical to the Marxist view that gender differences are trivial, class distinctions being the only ones that matter. But even many non-Marxists question whether it is ultimately in the interests of women or other “powerless” groups to insist on their cultural difference, rather than working for integration.

The conversation analysis practiced by Harvey Sacks (1935–75) and his collaborators, mentioned briefly above, have contributed greatly to the
understanding of the politics of everyday language within the structuralist tradition, as have the vast amounts of work on language attitudes carried out by the social psychologists Wallace Lambert (b. 1922), Howard Giles, and their students (for a fuller account see Bradac et al., 2001), and on language variation by William Labov (b. 1927) and his associates and students (see Joseph, Love, & Taylor, 2001, ch. 10).

14.5 The Politics of Language Choice

Within the structuralist linguistic tradition, the cultural politics of language was introduced by Charles Ferguson (1921–98) in a 1959 article entitled “Diglossia.” Ferguson originally proposed a “narrow” definition of diglossia as

a relatively stable language situation in which, in addition to the primary dialects of the language (which may include a standard or regional standards), there is a very divergent, highly codified (often grammatically more complex) superposed variety, the vehicle of a large and respected body of written literature, either of an earlier period or in another speech community, which is learned largely by formal education and is used for most written and formal spoken purposes but is not used by any sector of the community for ordinary conversation. (Ferguson, 1959 [1972], pp. 244–5)

The core examples Ferguson examines are Arabic, Modern Greek, Swiss German, and Haitian Creole. Other examples which he cites are Tamil, Chinese, and Latin in relation to the emerging Romance languages in the Middle Ages and Renaissance. He specifically excludes the standard-language-plus-dialects configuration familiar from western European languages as not encompassing the same level of “divergence” either structurally or functionally. Standard French is used for “ordinary conversation” in France, where it is not therefore in a diglossic relation with non-standard French dialects. Whereas, in Haiti only Haitian Creole is used in ordinary conversation, and therefore it is in a diglossic relation with Standard French. In such a case he calls Haitian Creole the L (“low”) and Standard French the H (“high”) language.

Within a few years, however, Ferguson’s narrow definition had been abandoned – because those who used it found that the differences of linguistic structure were of trivial importance compared to the cultural-political factors implicit in the functional differentiation of L and H. The new “broad” definition of diglossia, asserted for example by Fishman (1967), encompassed every case of a multilingual or multidialectal community in which the varieties used occupy different functional domains and have different levels of prestige. Subsequent investigation has suggested that every linguistic community fits this description.

The Marxist analysis of Standard English as a tool of class dominance has been discussed in Section 14.3. There is, however, another line of political
attack on the phenomenon of standard languages, based upon the fact that historically they have with few exceptions been the languages of nations or even empires. A recurrent theme in recent work by sociolinguists and linguistic anthropologists interested in language and national identity (Gal, 1998; Silverstein, 2000; Joseph, 2003) is that Anderson (1991) got only half the story right when he called the nation an “imagined political community” whose existence is built crucially upon a shared language. What is missing is an awareness that languages too are “imagined communities” whose very existence and maintenance depend on the belief in the nation. Language and nation are myths that construct each other reciprocally, rather than one constructing the other.

In reconsidering the relationship of linguistic to national identity, it is worth going back, as Anderson did, to Ernest Renan (1823–92), who said:

A nation is a soul, a spiritual principle. Two things that are actually one make up this soul, this spiritual principle. One is in the past, the other in the present. One is the common ownership of a rich legacy of memories; the other is the present-day agreement, the desire to live together, the will to continue validating the heritage that has been inherited jointly. (Renan, 1882, p. 26, my translation)

This astute insight into the general classical western European idea of the nation is grounded in the context of wars against external enemies. But when the memories are of great battles against internal enemies – usually divided along religious or sectarian lines – the national memories themselves became a textual battleground.

The national language becomes a major front in the battle, for its own symbolic sake and also because the text of memory will be constructed and transmitted in it. In the classical situation of the founding of a modern European nationalism, the “language war” takes the form of a question della lingua [language question], the Italian term having been generalized because it was in Italy that the first really significant struggle of this kind took place, starting already in the early fourteenth century (see Joseph, 1987; Milroy & Milroy, 1991). Similar debates about which particular dialect would be the basis of the national language raged during the Renaissance in France, the Iberian peninsula, Germany, Scandinavia, and the British Isles, and later in the Balkans, Poland, Turkey, and India, to name just a few of the most important cases. Their ferocity would defy belief, were it not that the location of the common “soul” was at stake.

It is in this sense that powerful “ideologies of language” may be said to condition language choice, from the level of selecting a national language down to what one will speak, and how, in a given conversational situation. For studies of specific cases of such ideologies in operation, and their interaction with the linguistic identities of speakers, see Edwards (1985), Gal (1989), Joseph and Taylor (1990). Further studies of the political issues involved in language choice can be found in Inglehart and Woodward (1967), Fishman,

In recent years, a fierce debate has raged within applied linguistics concerning the spread of English and its cultural and political consequences. Phillipson (1992) has very influentially promulgated the idea that the spread of English is being brought about through “English linguistic imperialism,” a set of practices through which “the dominance of English is asserted and maintained by the establishment and continuous reconstitution of structural and cultural inequalities between English and other languages” (Phillipson, 1992, p. 47). He calls English linguistic imperialism an example or sub-type of “linguicism,” defined as “ideologies, structures, and practices which are used to legitimate, effectuate, and reproduce an unequal division of power and resources ... between groups which are defined on the basis of language” (p. 47). However, in his treatment no other examples or sub-types are discussed. Phillipson follows closely Galtung’s (1971) cultural imperialism theory, which is based upon a division of the world into Center and Periphery. Hegemonic force means that the Center is always dominating the Periphery. When members of the “peripheral” population are themselves the ones opting for education in the “center” language or promoting it for their countrymen, this merely means that they have been co-opted into linguicism themselves; they are internal colonialists.

One of the most powerful tools of linguicism, according to Phillipson, is language teaching and multilingual education. “Linguicism occurs ... if there is a policy of supporting several languages, but if priority is given in teacher training, curriculum development, and school timetables to one language” (1992, p. 47). Skutnabb-Kangas, the other most important applied linguist working in the area of “linguistic human rights” (see Skutnabb-Kangas & Phillipson, 1995), regularly asserts that “Languages are today being killed and linguistic diversity is disappearing at a much faster pace than ever before in human history” (Skutnabb-Kangas, 2000). The perpetrators are globalization, which she calls “a killing agent,” and education. “Schools are every day committing linguistic genocide” (2000).

The basic premises of this movement have entered mainstream applied linguistics through work such as that collected in Graddol and Meinhof (1999). However there have also been serious criticisms of it from both “center” (Davies, 1996) and “periphery” (Bisong, 1995; Makoni, 1995), as well as from Marxists who see Phillipson as trying to reassert the nationalistic identities that stand in the way of class consciousness (thus Holborow, 1999). But the most significant development in opposition has been the concept of “linguistic hybridity” (see Pennycook, 1998). Hybridity denies that the spread of English wipes out other languages and cultures, providing evidence instead of how resilient and
adaptative languages and cultures are to intermingling. Rajagopalan (1999) argues that, because societies will always be stratified, language too will always be politically stratified. “There is violence in language because human relations are fraught with power inequalities” (1999, p. 203); “it is in the very nature of human languages, all of them, to be driven by power inequalities” (p. 205). To imagine that society could ever be otherwise is a romantic dream. To imagine that resistance to the spread of English could ever bring this dream about is delusional – it rests upon a notion of cultural and linguistic “authenticity” no longer relevant to the post-World War II world, in which large-scale migrations from the south to north have demolished the framework within which concepts like “native speaker” arose. The world today is one of “mestiza identities” in which multilingualism is the norm rather than the exception. Although the loss of local and regional languages occasioned by the spread of English is alarming, it is the direct result of political forces beyond the capacity of applied linguists and language teachers to do anything about.

Refuting this hybridity-based view, Canagarajah (1999) asserts that it leads to, and appears to justify, a passive stance toward inequality. He accuses Rajagopalan of misrepresenting the views of Phillipson and his followers, who “argue against English not because they believe in a new world where there will be no power inequalities, but because the exercise of unquestioned power is harmful” (Canagarajah, 1999, p. 208). Ultimately, “Though [his] purpose . . . may have been to liberate us from the paralyzing guilt complexes that hamper our work, Rajagopalan ends up making us even more powerless” (p. 211). Canagarajah’s principal strategy for combating the global hegemony of English is to (re)incorporate mother tongues into the teaching of the target language. This not only validates the mother tongue in the students’ eyes, but also helps challenge English by encouraging the encroachment of mother tongue structures into “the very grammatical and discourse system of English” (p. 212).

It seems that both sides of the linguistic imperialism debate are converging onto a view that hybridity is the answer, and disagree over whether it occurs spontaneously or needs to be brought about through acts of “resistance.” Such acts, as Canagarajah describes them, certainly challenge the most basic traditional assumptions of what language teaching is about. In so doing they are in line with the idea of a “critical pedagogy” (Rampton, 1999; Pennycook, 2001) that aims to make language teaching a vehicle of freedom rather than submission to hegemony. However, many question how well a pedagogy that encourages the encroachment of mother tongue structures into the target language really serves the interests of “peripheral” students, when educational systems and society at large continue to measure achievement in traditional target-defined ways.

The political dimensions of language are far more extensive than it has been possible to cover in this brief chapter. For other general treatments of the subject, each from a somewhat different perspective, see O’Barr & O’Barr (1976), Shapiro (1984), Chilton (1994).
See also 11 Language and the Law, 15 World Englishes, 30 Language Planning as Applied Linguistics, 32 Critical Applied Linguistics.
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15 World Englishes

KINGSLEY BOLTON

15.1 Introduction

The expression “world Englishes” is capable of a range of meanings and interpretations. In the first sense, perhaps, the term functions as an umbrella label referring to a wide range of differing approaches to the description and analysis of English(es) worldwide. Some scholars, for example, favor a discussion of “world English” in the singular, and also employ terms such as “global English” and “international English,” while others adopt the same terms in their plural forms. Indeed, in recent years, a plethora of terminology has come into use, including: English as an international (auxiliary) language, global English(es), international English(es), localized varieties of English, new varieties of English, non-native varieties of English, second language varieties of English, world English(es), new Englishes, alongside such more traditional terms as ESL (English as a Second Language) and EFL (English as a Foreign Language).

In a second narrower sense, the term is used to specifically refer to the “new Englishes” found in the Caribbean and in West African and East African societies such as Nigeria and Kenya, and to such Asian Englishes as Hong Kong English, Indian English, Malaysian English, Singaporean English, and Philippine English. Typically studies of this kind focus on the areal characteristics of national or regional Englishes, with an emphasis on the linguistic description of autonomous varieties of Englishes. In a third sense, world Englishes refers to the wide-ranging approach to the study of the English language worldwide particularly associated with Braj B. Kachru and other scholars working in a “world Englishes paradigm.” The Kachruvian approach has been characterized by an underlying philosophy that has argued for the importance of inclusivity and pluricentricity in approaches to the linguistics of English worldwide, and involves not merely the description of national and regional varieties, but many other related topics as well, including contact linguistics, creative writing, critical linguistics, discourse analysis, corpus
linguistics, lexicography, pedagogy, pidgin and creole studies, and the sociology of language (Bolton, 2002a).

Underlying each of these three broad approaches is an evident concern with monocentrism versus pluricentrism, i.e. one English (with all its geographical and social varieties), or multifarious Englishes (deserving consideration and recognition as autonomous or semi-autonomous varieties of the language). This tension between the centrifugal and centripetal dynamics of international English(es) also finds expression in discussions of “world English” versus “world Englishes.” Butler (1997), for example, writing as lexicographer, claims that in most contexts where English is establishing itself as a “localized” or “new” English “[t]here two major forces operating at the moment… The first is an outside pressure – the sweep of American English through the English-speaking world,” which Butler regards as synonymous with world English, because “[t]his force provides the words which are present globally in international English and which are usually conveyed around the world by the media” (Butler, 1997, p. 107). The other dynamic, at the level of world Englishes, is “the purely local – the wellspring of local culture and a sense of identity” (p. 109). Thus at the level of lexis, items like cable TV, cyberpunk, high five, and political correctness might be identified with “world English,” whereas items like bamboo snake, outstation, adobo, and sari-sari store would be items found in “world Englishes,” more specifically “Asian Englishes.”

When Kachru and Smith took over the editorship of the journal World Language English in 1985, it was retitled to World Englishes, and Kachru and Smith’s explanation for this was that World Englishes embodies “a new idea, a new credo,” for which the plural “Englishes” was significant:

“Englishes” symbolizes the functional and formal variation in the language, and its international acculturation, for example, in West Africa, in Southern Africa, in East Africa, in South Asia, in Southeast Asia, in the West Indies, in the Philippines, and in the traditional English-using countries: the USA, the UK, Australia, Canada, and New Zealand. The language now belongs to those who use it as their first language, and to those who use it as an additional language, whether in its standard form or in its localized forms. (Kachru & Smith, 1985, p. 210)

In an early article on this topic, McArthur (1987) postulates a core variety of “World Standard English,” which he then contrasts with the wide range of geographical Englishes used worldwide. This contrast between a common core of international “English” and geographically distinctive “Englishes” is currently maintained by a number of other commentators (notably Crystal, 1997).

In the last two decades, there has been a substantial change in approaches to English studies in recent years; a paradigm shift that began in the early 1980s. At that time, various branches of linguistics, including English studies, sociolinguistics, and applied linguistics, began to recognize and describe the remarkable spread of English worldwide which was then in progress. Early scholarship in this area included Kachru’s (1982) The Other Tongue and (1986)
The volume edited by Noss included a number of position papers, including one by Llamzon on the “Essential features of new varieties of English.” According to Llamzon, new varieties of English are identifiable with reference to four essential sets of features: ecological, historical, sociolinguistic, and cultural (Llamzon, 1983, pp. 100–4). In the last context, Llamzon discusses cultural features with reference to creative writing and a local literature in English, arguing that “works by novelists, poets and playwrights have demonstrated that the English language can . . . be used as a vehicle for the transmission of the cultural heritage of Third World countries. The appearance of this body of literary works signals that the transplanted tree has finally reached maturity, and is now beginning to blossom and fructify” (p. 104). The horticultural metaphor also finds expression in his conclusion, where he argues that a “new variety of English may likened . . . to a transplanted tree,” which, if properly nurtured “will grow into a healthy and vigorous plant and contribute to the beauty of the international landscape not only by virtue of its lush verdant branches and leaves, but more importantly by its fruits – the literary masterpieces of novels, short stories, poems, dramas and songs of its speakers and writers” (pp. 105–6).

Llamzon’s reference to the importance of creative writing and literatures in this context is significant. In many Asian societies, including India, Singapore, and the Philippines, there is a body of creative writing in English that reaches back to the colonial era, and since the early 1980s Commonwealth and postcolonial writers from a range of developing societies have increasingly won acclaim from the international literary world. The emergence of “new Englishes” in the early 1980s thus overlapped with and was influenced by the “new literatures” that were then gaining recognition (see, for example, King, 1980; Hosillos, 1982; Lim, 1984). In the 1980s, such postcolonial creative writing began to attract the interest of both the reading public and academics, and the end of the decade saw the publication of The Empire Writes Back (Ashcroft, Griffiths, & Tiffin, 1989). By 1993, the title of their book had been appropriated for a Time magazine cover story and feature article, which detailed the successes of the Booker nominees and prize-winners, such as Salman Rushdie and Vikram Seth (both of Indian parentage), as well as Kazuo Ishiguro (of Japanese descent), Timothy Mo (Anglo-Chinese), Michael Ondaatje (Sri Lankan), Ben Okri (Nigerian), and Nobel prize-winner Derek Walcott (Caribbean). In this article Pico Iyer describes such writers as “transcultural,” because “they are addressing an audience as mixed up and eclectic and uprooted as themselves.” Iyer argues for “a new postimperial order in which in which English is the lingua franca,” and quotes Robert McCrum to the effect that “There is not one English language anymore, but there are many English languages . . . each of these Englishes is creating its own very special literature, which, because it doesn’t feel oppressed by the immensely influential literary tradition in England, is somehow freer” (Iyer, 1993, p. 53).
The last three decades have seen a rapid growth of interest in the study of the “world Englishes” as well as a number of related fields, however these are glossed: English as an international language, global English(es), international English(es), localized varieties of English, new varieties of English, non-native varieties of English, and world English(es), etc. At present there are at least three international academic journals devoted primarily to this branch of linguistics (English Today, English World-Wide, and World Englishes), which have been supplemented by a substantial number of books on the subject. Currently, a number of distinct albeit overlapping, approaches to research (and publications) in the field of “world English(es),” “new Englishes,” and “new varieties of English” may be identified. These include the following (1) the English Studies approach, (2) sociolinguistic approaches (sociology of language, features-based, Kachruvian, pidgin and creole studies), (3) applied linguistic approaches, (4) lexicographical approaches, (5) the popularizers approach, (6) critical approaches, and (7) the futurology approach. These are discussed in some detail in the following sections of this chapter.

15.2 The English Studies Approach

The “English Studies” approach to world Englishes has developed historically from the description of English tradition, which dates back at least to the late nineteenth century and the work of scholars such as Henry Bradley (1845–1923), Otto Jespersen (1860–1943), Daniel Jones (1881–1967), Charles Talbut Onions (1873–1965), Henry Sweet (1845–1912), and Henry Wyld (1870–1945). More recently, this approach may be exemplified by the work of contemporary British linguists, such as Robert Burchfield, David Crystal, Sidney Greenbaum, Tom McArthur, Randolph Quirk, and John Wells.

Randolph Quirk was one of the first in the contemporary period to discuss varieties of English and the notion of “standards” of world English in his 1962 book, The Use of English. His Grammar of Contemporary English (Quirk et al., 1972) also surveyed varieties of English, although here the aim was to differentiate the “common core” of the language from such classes of variety as “regional,” “educational,” “social,” as well as varieties according to “subject matter,” “medium,” “attitude,” and “interference” (pp. 13–32). Quirk later (1990) assumed the role of a guardian of international “standards” of English and was drawn into a celebrated debate with Braj Kachru on “liberation linguistics,” but one obvious irony here is that Quirk seems to have begun his academic life as a “linguistic liberal,” with his 1962 essay arguing for tolerance and noting that:

English is not the prerogative or “possession” of the English . . . Acknowledging this must – as a corollary – involve our questioning the propriety of claiming that the English of one area is more “correct” than the English of another. Certainly, we must realize that there is no single “correct” English, and no single standard of correctness. (Quirk, 1962, pp. 17–18)
Some 20 years on, his 1990 paper was to see him arguing a rather different case, urging overseas teachers of English to keep in constant touch with “native speaker” norms, and praising the merits of a world “Standard English.”

In the mid-1980s, a number of books on world English(es) in the “English studies” tradition were published, including Burchfield’s influential *The English Language* (1985), Greenbaum’s *The English Language Today* (1985), and Quirk and Widdowson’s *English in the World: Teaching and Learning the Language and Literatures* (1985). Each of these attempted to address issues related to the learning and use of English from a global perspective. Burchfield (1985) attracted much attention when he discussed the possible fragmentation of English along the lines earlier seen with Latin:

The most powerful model of all is the dispersal of speakers of popular forms of Latin in various parts of western Europe and the emergence in the early Middle Ages of languages now known as French, Italian, Spanish, Portuguese, and of subdivision (like Catalan) within these languages, none easily comprehensible to the others...English, when first recorded in the eighth century, was already a fissiparous language. It will continue to divide and subdivide, and to exhibit a thousand different faces in the centuries ahead...The multifarious forms of English spoken within the British Isles and by native speakers abroad will continue to reshape and restyle themselves in the future. And they will become more and more at variance with the emerging Englishes of Europe and of the rest of the world. (Burchfield, 1985, pp. 160, 173)

Burchfield’s comparison of the dispersal of Latin in the Middle Ages with English in the 1980s provides the starting-point for Quirk’s (1985) discussion of “The English language in a global context,” in which Quirk argues the case for normativity, declaiming at one point that “the fashion of undermining belief in standard English had wrought educational damage in the ENL [English as a native language] countries” and that there is no justification for such an attitude to be “exported” to societies where English has the status of a second or foreign language: “The relatively narrow range of purposes for which the non-native needs to use English (even in ESL countries) is arguably well catered for by a single monochrome standard form that looks as good on paper as it sounds in speech” (Quirk, 1985, p. 6). By the mid-1980s, it seems that Quirk had transcended the linguistic radicalism of his youth, and that he was anxious to join battle on behalf of both “Standard English” and “standards” of English. His 1985 paper also represents a rehearsal for a later engagement against the forces of “liberation linguistics,” an engagement that would pit Quirk in debate against Kachru some five years later in the pages of *English Today*.

Another significant figure in this field since the 1980s has been Tom McArthur, the founding and current editor of *English Today* (from 1985), and the editor of *The Oxford Companion to the English Language* (1992). McArthur’s (1987) paper on “The English languages?” sets out part of his theoretical
agenda for the study of world Englishes. As the title of the article suggests, the notion of plural Englishes is foregrounded in the discussion, and McArthur asks “If there are by now ‘English literatures’ can the ‘English languages’ be far behind?” (McArthur, 1987, p. 9). Over the two decades, English Today has had a substantial impact on the discussion and debate about “English languages” around the world with many articles having a geographical focus (Africa, the Americas, Asia, Europe, etc.), while others have dealt with such issues as corpus linguistics, grammar and usage, history of English, language and gender, and English lexicography worldwide, etc. McArthur has also influenced scholarship on world English(es) greatly with his editorship of The Oxford Companion to the English Language (1992), a volume entitled The English Languages (1998), and the recently-published Oxford Guide to World English (2002).

A third influential figure in the 1980s and 1990s was Manfred Görlach, whose orientation has been described as “the study of varieties of English in a world-wide context” (Schneider, 1997a, p. 3). Görlach’s intellectual lineage was derived of “Anglistik” in the German academic tradition, and he rose to prominence in the field as the founding editor of English World-Wide, which began publication in 1980, and publishes a wide range of articles on dialectology, pidgins and creoles, and the sociolinguistics of English throughout the world. Görlach himself has identified his approach as part of “English studies,” commenting that: “As a sub-discipline of English Studies, a consideration of English as a world language would provide an ideal opportunity to expand the social, historical and geographical aspects of English Studies and . . . might well serve to enhance the appeal of a traditional and somewhat ageing discipline” (Görlach, 1988, pp. 37–8). Since Görlach’s retirement as general editor of English World-Wide in 1998, he has been succeeded by Edgar W. Schneider, who has also published widely in this field (e.g., Schneider, 1997a, 1997b).

Others following similar approaches include Quirk’s former colleagues on the Survey of English Usage, David Crystal and Sidney Greenbaum. Crystal’s early work centered on academically-oriented English studies (e.g., Crystal & Quirk, 1964; Crystal, 1969, 1975), but by the mid-1980s Crystal was moving away from detailed empirical research and embarking on his present career of academic entrepreneur, encyclopedist, broadcaster, and “popularizer” (see section 15.6 below). Greenbaum’s (1985) volume on The English Language Today was an important work at the time, and from 1990 until his death in 1996, Greenbaum also directed the International Corpus of English (ICE) research project, which is being run in around 15 countries worldwide (Greenbaum, 1996; Nelson, Wallis, & Aarts, 2002). Other British-based scholars include Wells (1982), Burchfield (1985, 1994), Graddol, Leith, and Swann (1996), and Goodman (Goodman & Graddol (1996). From the United States, further contributions to the study of varieties of English worldwide have also come from John Algeo (1991), Richard W. Bailey (1991), and Frederick Cassidy (1985).
15.3 Sociolinguistic Approaches to World Englishes

Sociolinguistic approaches to world English(es) may be regarded as subsuming four types of studies: (1) the sociology of language (Fishman, Cooper, & Conrad, 1977; Fishman, Conrad, & Robal-Lopez, 1996); (2) “features-based” approaches to world English(es) (Cheshire, 1991a; Trudgill & Hannah, 1994, etc.); (3) Kachruvian studies (Kachru, 1992, etc.); and (4) pidgin and creole studies (Todd, 1984, etc.).

15.3.1 The sociology of language

Two books by Joshua A. Fishman and his associates (Fishman, Cooper, & Conrad, 1977 and Fishman, Conrad, & Rubal-Lopez, 1996) have provided sociologically-detailed treatments of “the spread of English” and “post-imperial English” respectively. These studies were published 20 years apart, and the data cited, and commentaries given, chart a number of developments in the spread of English in the world. The 1977 volume addressed a number of topics, and also attempted to identify the relevant sociopolitical predictors of the use of English in postcolonial societies (former anglophone colonial status, linguistic diversity, religious composition, and educational and economic development). Fishman also noted that the “international sociolinguistic balance” at that time rested on three factors: (1) the spread of English; (2) the control of English; and (3) the fostering of vernacular languages (Fishman, 1977, p. 335).

Twenty years later in Post-Imperial English Fishman and his colleagues (Fishman, Conrad, & Rubal-Lopez, 1996) returned to a consideration of some of the same issues. In the first chapter (“Introduction: Some empirical and theoretical issues”), Fishman (1996a) poses three questions: is English “still” spreading in the non-English mother tongue world? (yes); is that continued spread in any way directly orchestrated by, fostered by, or exploitatively beneficial to the English mother tongue world? (to be judged); and, third, are there forces or processes that transcend the English mother tongue world itself and which also contribute to the continued spread and entrenchment of English in non-English mother tongue countries? (ditto). Fishman suggests that English is now less “an imperialist tool” and more “a multinational tool”:

Multinationals are pro-multinational rather than pro one or another imperial or national metropolitan center, and English can serve them parsimoniously almost everywhere. In this sense, English may well be the lingua franca of capitalist exploitation without being the vehicle of imperialism or even neo-imperialism per se. Perhaps, just as neo-colonialism has become merely a form of the world capitalist system rather than a form of imperialism itself, so English may need to be re-examined precisely from the point of view of being post-imperial . . . not directly serving purely Anglo-American territorial, economic, or cultural expansion without being post-capitalist in any way? (Fishman, 1996a, p. 8)
Fishman then goes on to claim that there is evidence to support the view that the world economy has entered a new capitalist phase, which has led to increased living standards globally; that in this new order the growth of English may be not necessarily at the expense of local languages; and that one effect of anglophone imperialism has been “the rise of local elites and counter-elites who became interested in both English and their local vernaculars in order to communicate with different constituencies.” With the end of the cold war, Fishman suggests, our thinking on English should also be “de-ideologized,” as it is possible that “the impact of English on cultures and societies throughout the world has been a variable one,” not one that can be summarized in “simple moralistic terms” (pp. 9–10).

Partly in response to Philippson’s *Linguistic Imperialism* (1992) (see section 15.6 below), Fishman also discusses English in the context of economic globalization:

Economically unifying and homogenizing corporate and multinational forces are increasingly creating a single market into which all societies – former colonial and non-colonial states alike – can be and, indeed, for their own self-interests’ sake, usually seek to be integrated. The language of these forces is now most frequently English . . . On the other hand, a similarly powerful trend is occurring in the opposite direction, in the direction of asserting, recognizing, and protecting more local languages, traditions, and identities – even at the state level – than ever before in world history. (Fishman, 1996b, p. 639)

The former British and American colonies that Fishman surveys are, he asserts, “participating in both trends, in various degrees and with differing priorities”; to characterize the former trend as “the imperialism of English” is both “anti-quated” and “erroneous” (p. 639).

### 15.3.2 “Features-based” approaches

In contrast to the sociology of language approach to world Englishes, a “features-based” approach has typically involved the linguist in identifying and making statements about the distinctive features of varieties in terms of pronunciation or “accent” (phonology), vocabulary (lexis), or grammar (morphology and syntax). One leading example of this approach is Trudgill and Hannah’s *International English* (1994, first edition published 1982) which describes “standard varieties” of English in terms of “differences at the level of phonetics, phonology, grammar and vocabulary” (p. 3). *International English* uses tape-recordings of English speech from Australia, India, Ireland, New Zealand, North America, Scotland, South Africa, Wales, West Africa, and the West Indies. The third edition added an expanded section on creoles, as well as descriptions of Singapore and Philippine English.

However, the merits of an approach based on a notional “standard” have been queried by linguists such as Cheshire, who asserts that:
Current descriptions, whether of a non-standard dialect, a “new” variety or even of a hypothetical international standard variety, are all too often given as lists of assorted departures from southern British standard English or from American standard English, with no attempt at determining the extent to which the local linguistic features function as part of an autonomous system. (Cheshire, 1991b, p. 7)

In the introduction to her own book on world Englishes, English Around the World (1991a), Cheshire advocates an approach based on empirical sociolinguistic research. The case studies included in this volume usually focus on the analysis of sociolinguistic variation and many might be more accurately described as “variation studies” (in the Labovian paradigm) rather than studies of linguistic features per se. Cheshire argues that in the case of “second language” varieties of English, sociolinguistic analysis can answer the question of where errors stop and where “legitimate features of a local variety” start (p. 11).

15.3.3 The Kachruvian approach

The work of Braj B. Kachru in this field is of central and enduring importance, and the influence of the Kachruvian approach to world Englishes (WE) extends across a range of subdisciplines including applied linguistics, critical linguistics, descriptive linguistics, discourse analysis, and educational linguistics. Indeed, the coining and promotion of the term “world Englishes” is chiefly associated with Braj Kachru, Yamuna Kachru, Larry Smith, and a sizable number of other academics who have adopted a world Englishes approach to research and teaching in this field. Kachru himself has had an enormous influence on such work. In addition to his many books and articles and his editorship of World Englishes, Kachru is also responsible for anchoring the annual conferences on world Englishes held by the International Association for World Englishes (IAWE), which provide a forum for research, discussion, and debate.

Historically, there is general agreement that the study of world Englishes can be dated from the two conferences on English as a world language that took place in 1978, one in April at the East-West Center in Hawai’i, and the second in June–July at the University of Illinois at Urbana-Champaign, and Braj Kachru played a major role in both conferences (see Smith, 1981; and Kachru, 1982). These conferences discussed the sociopolitical contexts of English in the world; the use of English in former anglophone colonies; the processes of “nativization” and “acculturation” in such societies; and the description of varieties of English (Kachru, 1992, p. 1). Throughout the 1980s, other conferences were organized through the auspices of such organizations as IATEFL (International Association for the Teaching of English as a Foreign Language), TESOL (Teachers of English to Speakers of Other Languages), the Georgetown University Round Table, and the East-West Center, and by the mid-1980s the term “world Englishes” was gaining currency (Kachru, 1985;
The term symbolizes the functional and formal variations, divergent sociolinguistic contexts, ranges and varieties of English in creativity, and various types of acculturation in parts of the Western and non-Western world. This concept emphasizes “WE-ness,” and not the dichotomy between us and them (the native and non-native users). (Kachru, 1992, p. 2)

In Kachru’s (1992) survey of “World Englishes: approaches, issues and resources,” he summarizes the study of world Englishes in terms of 11 related and overlapping issues, identified as: the spread and stratification of English; characteristics of the stratification; interactional contexts of world Englishes; implications of the spread; descriptive and prescriptive concerns; the bilingual’s creativity and the literary canon; multi-canons of English; the two faces of English: nativization and Englishization; fallacies concerning users and uses; the power and politics of English; and teaching world Englishes (Kachru, 1992, p. 2). In his discussion of the first issue, “the spread and stratification of English,” Kachru argues in favor of the strength of his model of the spread of English in terms of “three concentric circles,” the inner circle (ENL societies), the outer circle (ESL societies) and the expanding circle (EFL societies). In the second section on the “characteristics of the stratification,” Kachru critically examines such sociolinguistic metalanguage as “lect” and “cline,” before proceeding to a discussion of the “interactional contexts of world Englishes” and the “implications of the spread” of world Englishes for the outer and expanding circles in linguistic, cultural, terms.

The notion of “descriptive and prescriptive concerns” for Kachru involves a critical evaluation of such “sacred cows” of theoretical and applied linguistics as “interference,” “interlanguage,” “error,” “speech community,” the “native speaker,” and the “ideal speaker-hearer” of English. In addition there are issues linked to questions of the models, norms, and standards for English in the outer and expanding circles. In this context, Kachru distinguishes three types of varieties: First, the norm-providing varieties of the inner circle, including American English, British English, and the less-preferred varieties of Australian and New Zealand English. Second, the norm-developing varieties of the outer circle, where the localized (or “endocentric”) norm has a well-established linguistic and cultural identity, as in, e.g., Singapore English, Nigerian English, and Indian English. And third, the norm-dependent varieties of the expanding circle, e.g. as in Korea, Iran, Saudi Arabia, where the norms are external (or “exocentric,” i.e., American or British). Two other concerns relate to the identification of “errors” (as opposed to “innovations”), as well as the “variables of intelligibility” in world Englishes.

The issue of “the bilingual’s creativity and the literary canon” refers to the existence and development of the “new literatures in English” of Africa, Asia, and the Caribbean, and the extent to which these “contact literatures in
English” have undergone *nativization* and *acculturation*. Kachru argues that in South Asia, West Africa, and Southeast Asia, these literatures are thus “both nativised and acculturated” as instanced by the work of the 1986 Nobel Prize winner Wole Soyinka from Nigeria, and Raja Rao of India, and that the issue of the bilingual’s creativity is an important area for linguistic, literary, and pedagogical research. The notion of “multi-canon” attempts to accommodate the current sociolinguistic reality in world English where speakers of a wide range of first languages communicate with one another through English, so that, “a speaker of a Bantu language may interact with a speaker of Japanese, a Taiwanese, an Indian, and so on” (Kachru, 1992, p. 7). As a result English has become acculturated in many “un-English” sociolinguistic contexts, in many African and Asian societies where there is no shared Judeo-Christian or European cultural heritage, or shared literary canon. English then becomes multi-canonical English.

The issue concerning “the two faces of English: nativization and Englishization” focuses on the reciprocal effects of language contact: i.e., the effect on English in a localized context (nativization), and the effect on local languages in the same situation (Englishization). Instances of the borrowing of English vocabulary into local languages include Hong Kong, Japan, the Philippines, and many other societies around the world, but Englishization also extends to the level of grammar, as in the adoption of impersonal constructions in Indian languages; or the use of the passive constructions with a “by” equivalent in Korean, both of which have been traced to English. Finally, in the 1992 article, Kachru notes the pedagogical importance of world Englishes to the teaching of language, literature, and teaching methodology, emphasizing the need for a two-fold paradigm shift:

First, a paradigm shift in research, teaching, and application of sociolinguistic realities to the functions of English. Second, a shift from frameworks and theories which are essentially appropriate only to monolingual countries. It is indeed essential to recognize that World Englishes represent certain linguistic, cultural and pragmatic realities and pluralism, and that pluralism is now an integral part of World Englishes and literatures written in Englishes. The pluralism of English must be reflected in the approaches, both theoretical and applied, we adopt for understanding this unprecedented linguistic phenomenon. (Kachru, 1992, p. 11)

Kachru’s enthusiasm for the teaching of world Englishes was not shared by everyone in the early 1990s. In a landmark paper, Randolph Quirk, by then Vice-Chancellor of London University, was becoming increasingly worried by what he termed the “half-baked quackery” of English teachers preaching the gospel of “varieties of English,” and published a polemical paper taking issue with those he thought to be undermining the importance of Standard English (Quirk, 1990). This involved an attack on the growing study and teaching of “varieties,” and was to lead him into a celebrated debate against Kachru.
Central to Quirk’s (1990) paper, “Language varieties and standard language” was the distinction between non-institutionalized varieties and those varieties that are institutionalized (i.e., being fully described and with defined standards). Here he claims that: “Of the latter, there are two: American English and British English; and there are one or two others with standards rather informally established, notably Australian English” (Quirk, 1990, p. 6). Quirk then argues strongly that the distinction between a “native” variety and a “non-native” variety is crucial, or in his own words “the one that seems to be of the greatest importance educationally and linguistically” (p. 6). He also excludes the possibility that any non-native variety can be institutionalized, asserting that: “I exclude the possibility only because I am not aware of there being any institutionalized non-native varieties.” Quirk asserts that “[t]he implications for foreign language teaching are clear: the need for native teacher support and the need for non-native teachers to be in constant touch with the native language,” commenting that the research suggested that the “internalizations” of natives were radically different from those of non-natives. He later concludes that “the mass of ordinary native-English speakers have never lost their respect for Standard English, and it needs to be understood abroad too . . . that Standard English is alive and well, its existence and its value alike clearly recognized” (p. 10).

Kachru’s (1991) riposte to Quirk, “Liberation linguistics and the Quirk concern,” sets out to challenge a number of Quirk’s “concerns,” arguing (1) “that the recognition of a range of variation for English is a linguistic manifestation of underlying ideological positions”; (2) “that there is confusion of types of linguistic variety”; (3) “that the use of the term ‘institutionalized variety’ with the non-native varieties of English is inappropriate”; (4) “that there is a recognition of variation within a non-native variety”; (5) “that there is a widely recognized and justified sociolinguistic and pedagogical distinction between ESL and EFL”; and (6) “that there is recognition of the ‘desirability of non-native norms’” (p. 5). Kachru also questions a number of Quirk’s other arguments which are seen as grounded in a rejection of “sociolinguistic realities,” and the adoption of a perspective based on monolingual contexts. The actual realities of multilingual societies, Kachru argues, are linguistic realities, sociolinguistic realities, and educational realities that are quite distinct from those in Britain or North America, and here the core of his argument is that Quirk ignores the central issue of “sociolinguistic realities” in outer-circle societies and fails to specify how he might produce a “pragmatically viable proposal” for the “international codification” of English (pp. 11–12).

### 15.3.4 Pidgin and creole studies

There have been periodic discussions in the last 20 years in the field of world Englishes about the relationship between such new Englishes and the study of English-based pidgins and creoles. As the study of world English(es) took off in the 1980s, the specialist journals in the field had to decide on how to deal
with pidgin and creole varieties. Görlach (1980, p. 6) argues that because of the continua that exist in many societies linking pidgins and creoles with standard languages, their study “can therefore with some justification be regarded as being part of English or French or Portuguese studies, as is the study of the respective dialects,” citing Krio, Tok Pisin, and Sranan as cases in point. Over the years, Görlach published many such papers on English-based pidgins and creoles, and McArthur’s *English Today* has opted for a similar editorial policy, as has the journal *World Englishes*, with at least one special issue devoted to the topic (Mufwene, 1997). Other work in this field includes Todd (1984, 1995) who has commented on the indeterminacy of varieties in pidgin and creole contexts, noting, for example, in the case of Nigeria that:

The unidealised truth seems to be . . . that for many speakers in Nigeria it is now extremely difficult, if not impossible, to separate Nigerian English Pidgin from pidginised Nigerian English or anglicised Nigerian Pidgin. Today, in the spoken medium and in the writings of Aik-Imoukhuede, Oyekunle and Saro-Wiwa, we find not compartmentalized English and Pidgin, not even a continuum from basilectal through mesolectal to acrolectal, but a linguistic amalgam where the interinfluencing is so complete that even articulate linguists are not always certain which varieties they are using or why. (Todd, 1995, p. 37)

It seems clear that “creolistics” overlaps to an extent with the study of world Englishes, although even commentators such as Görlach remain ambivalent on this issue. In a 1996 paper entitled “And is it English?,” Görlach discusses the existence of varieties such as code-switching, pidgins, creoles, cants, and mixed languages. In the case of pidgins and creoles, Görlach asserts that these are “independent languages on all counts,” noting that varieties which are “marginally English” may persist as “one of the more messy facts of life” (p. 171).

### 15.4 Applied Linguistic Approaches

One of the first “applied linguistic approaches” to varieties of world English began in the 1960s with the work of Halliday, MacIntosh, and Strevens (1964), who sought to apply insights derived from “the linguistic sciences” to the newly-emergent field of applied linguistics, which in Britain and the USA was broadly concerned with theories of language learning, language teaching, and language pedagogy. In section 6 of the book the authors discussed the use of varieties of English around the world, noting that “during the period of colonial rule it seemed totally obvious and immutable that the form of English used by professional people in England was the only conceivable model for use in education overseas” (Halliday, MacIntosh, & Strevens, 1964, p. 292). By the 1960s, they argued, things were very different, and now there was choice available between American, British, Australian, and other regional variants. Thus, they argue (and this has a very contemporary ring) that:
English is no longer the possession of the British, or even the British and the Americans, but an international language which increasing numbers of people adopt for at least some of their purposes. In West Africa, in the West Indies, and in Pakistan and India...it is no longer accepted by the majority that the English of England, with RP as its accent, are the only possible models of English to be set before the young. (p. 293)

The publication of the Halliday, McIntosh, and Strevens (1964) book, and the expression of similar viewpoints in other academic papers, prompted Clifford Prator to publish a spirited yet historically misplaced attack on what he called "The British heresy in TESL" (Prator, 1968). This paper is of interest because it pre-dates the Kachru–Quirk debate (see above) by some 20 years; and also because of the fact that some of the issues it raises are still discussed today (see Romaine, 1997). Prator’s central argument is that "in a country where English is not spoken natively but is widely used as the medium of instruction, to set up the local variety of English as the ultimate model to be imitated by those learning the language" is "unjustifiable intellectually and not conducive to the best possible results" (Prator, 1968, p. 459). He identifies seven fallacies associated with the British heresy: (1) that second language varieties of English can legitimately be equated with mother tongue varieties; (2) that second language varieties of English really exist as coherent, homogeneous linguistic systems, describable in the usual way as the speech of an identifiable social group; (3) that a few minor concessions in the type of English taught in schools would tend to or suffice to stabilize the language; (4) that one level of a language, its phonology, can be allowed to change without entailing corresponding changes at other levels; (5) that it would be a simple matter to establish a second language variety of English as an effective instructional model once it had been clearly identified and described; (6) that students would long be content to study English in a situation in which, as a matter of policy, they were denied access to a native speaker model; and that (7) granting a second language variety of English official status in a country’s schools would lead to its widespread adoption as a mother tongue.

Peter Strevens was one of those singled out for opprobrium by Prator; and it is evidently true that Strevens consistently argued for a varieties-based approach to TESL and TEFL during his academic career (see Strevens 1977, 1980, 1985). Both his 1977 book *New Orientations in the Teaching of English* and his 1980 volume *Teaching English as an International Language* gave substantial coverage to what he glossed as “localized forms of English” (LFEs), arguing that:

in ESL areas where local L2 forms have developed and where they command public approval it is these forms which constitute the most suitable models for use in schools, certainly more suitable than a British or American L1 model...the native speaker of English must accept that English is no longer his possession alone: it belongs to the world, and new forms of English, born of new countries with new communicative needs, should be accepted into the marvelously flexible and adaptable galaxy of “Englishes” which constitute the English language. (Strevens, 1980, p. 90)
High heresy indeed, but over the next two decades the influence of such heresy was to change the way that many applied linguists would approach their subject, particularly at the level of theory. Thus, throughout the 1980s and 1990s, issues related to world Englishes began to be communicated regularly to an applied linguistics audience through such publications as The Annual Review of Applied Linguistics, Applied Linguistics, English Language Teaching Journal, TESOL Quarterly, and other journals in the field.

15.5 The Lexicographical Approach

The domestic English dictionary tradition as exemplified by Samuel Johnson’s (1755) A Dictionary of the English Language and J. A. H. Murray’s Oxford English Dictionary (1884–1928) embodied two principles: (1) the potential of dictionaries for “fixing” and standardizing the language (however unrealistic this might turn out to be); and (2) the identification of a “nucleus” or core of the language, defined according to “Anglicity.”

Arguably, the first dictionaries of world Englishes were glossaries produced in the United States at the beginning of the nineteenth century. These included Pickering (1816), Bartlett (1848), etc. Noah Webster, by contrast, was concerned to produce a national dictionary, for reasons partly if not wholly political, because “As an independent nation, our honor requires us to have a system of our own, in language as well as government.” Webster further predicted that: “These causes will produce, in a course of time, a language in North America, as different from the future language of England, as the modern Dutch, Danish and Swedish are from the German, or from one another” (1789, pp. 220–3).

His first dictionary appeared early in the nineteenth century (1806), but it was not until 1828 that his major work, An American Dictionary of the English Language, was published. In the twentieth century, Webster’s was complemented by a number of other works on American English including Craigie and Hulbert (1938–44), Mathews (1951), and a number of dialect dictionaries including Cassidy (1985). Earlier dictionaries of Canadian English include Avis (1967), which has recently been superseded by The Canadian Oxford Dictionary (Barber, 1999). Australian lexicography can be traced back to Morris (1898), which was intended as a supplement to the OED, and to the list that Lake compiled as a supplement to Webster’s (1898) (cited in Görlach, 1995). It is only in recent years that Australia has had its own “inclusive” national dictionary, The Macquarie Dictionary (edited by Susan Butler), which was first published in 1981. In 1988, Oxford University Press published The Australian National Dictionary, subtitled A Dictionary of Australianisms on Historical Principles. In 1997, the Dictionary of New Zealand English appeared, edited by Orsman (1997). South Africa has its own dictionary tradition, starting with Pettman (1913), and continuing to the present with Branford (1987), and Silva’s (1998) A Dictionary of South African English on Historical Principles.
India developed its own tradition of glossaries and wordlists, including Whitworth’s *An Anglo-Indian Dictionary* (1885) and Yule and Burnell’s *Hobson-Jobson: A Glossary of Anglo-Indian Words and Phrases* ([1886] 1969). Later works have included Rao (1954) and Hawkins (1984), but as yet no fully autonomous national dictionary for India or other South Asian societies has appeared. In West Africa, there have been plans for a number of years to complete a *Dictionary of West African English*, but so far this project remains incomplete (Banjo & Young, 1982). For the Caribbean, there is Cassidy and Le Page’s *Dictionary of Jamaican English* (1967), and Holm and Schilling’s *Dictionary of Bahamian English* (1982), as well as the recent *Dictionary of Caribbean English Usage* (Allsopp, 1996).

Dictionaries are profoundly important for the recognition of world Englishes. As Quirk (1990) has pointed out, it is only when a world variety of English is supported by codification (chiefly expressed through national dictionaries) that one can make a strong claim that such a variety is “institutionalized.” Perhaps the best example of this in recent times has been the case of Australia where the *Macquarie Dictionary* has been largely accepted as a “national dictionary” or, in their own words, as “Australia’s own.” By the 1990s the editors of *Macquarie* had also become activists for the promotion of world Englishes in Asia, and are now planning a dictionary focusing on English in the Asian region with extensive coverage of the vocabularies of the new Englishes of Southeast Asia, particularly those of Hong Kong, Malaysia, Singapore, and the Philippines. Susan Butler, *Macquarie’s* editor, argues that:

this dictionary will shift attitudes in the region to English. Rather than being seen as an alien language, and a conduit of Western culture, it will be evident that English can also express Asian culture. The flexibility of English, its ability to serve as a vehicle for the expression of local culture, has been one of its great characteristics since it left English shores. (Butler, 1997, p. 123)

15.6 The Popularizers, Critical Linguists, and Futurologists

15.6.1 The popularizers

During the 1980s, at the same time as interest in the study of international varieties of English was quickly growing within universities in the west, a number of popular accounts of the spread of English were being published in Britain and North America. The best-known of these was perhaps McCrum, Cran, and MacNeil’s (1986) *The Story of English*, which was accompanied by the worldwide broadcast of a nine-part BBC documentary on the history of the English language. Although the series and the book were a popular success in both Europe and North America, they provoked a strong reaction from both linguists intolerant of descriptive inaccuracies, and from cultural critics resentful of the perceived triumphalism.
That the charges of triumphalism were somewhat justified seems hard to deny. The first part of the television series, “An English-speaking world,” contained such clichés in Robert MacNeil’s commentary as “World War II was the finest hour for British English”; “The sun set on the Union Jack, but not on the English language”; and “English, the language of the skies, is now becoming the language of the seven seas”; with the American newspaper pundit William Safire declaiming: “I think it’s a glorious language... it’s growing, it’s getting more expressive, it’s getting more global, getting more accepted around the world.” The book, largely authored by McCrum, fiction editor at Faber and Faber and a novelist in his own right, was somewhat more restrained, and McCrum, Cran, and McNeil do at times temper their celebration of English with mention of “[t]he darker, aggressive side of the spread of global English,” which includes the elimination of linguistic diversity and “the attack on deep cultural roots” (p. 44), as in Québec. Later they are moved to explain the “peculiar genius” of English, which it emerges, is essentially democratic and freedom-loving:

Its genius was, and still is, essentially democratic. It has given expression to the voice of freedom from Wat Tyler, to Tom Paine, to Thomas Jefferson, to Edmund Burke, to the Chartists, to Abraham Lincoln, to the Suffragettes, to Winston Churchill, to Martin Luther King. It is well equipped to be a world language, to give voice to the aspirations of the Third World as much as the inter-communication of the First World. (pp. 47–8)

Another eminent popularizer from the late 1980s to the present, has been David Crystal, whose first work in a popular vein was the (1988) Penguin paperback, The English Language. This was followed by his (1995) The Cambridge Encyclopedia of The English Language, and the (1997) English as a Global Language, and it was this last work which probably attracted the most criticism. As Crystal himself explains in his introduction, the book was originally prompted by the suggestion of Mauro Mujica, one of the leaders of the US English campaign in the United States. Its aim was to “to explain to members of his organization [US English], in a succinct and factual way, and without political bias, why English has achieved such a worldwide status” (1997, p. ix). Crystal also explains that the report was intended originally for private circulation, but he later decided to rework and expand it into a book for wider circulation. In spite of the fact that the suggestion for the study came from Mujica, Crystal claims that “this book has not been written according to any political agenda,” and that he was chiefly concerned to present an account of “the relevant facts and factors” relating to the description of a “‘world language,” the place of English, and the future of English as a global language (1997, p. x). This slim book is distinguished by a number of arguments, including his assertion that the “remarkable growth” of English is, simply stated, explicable largely in terms of the fact that “it is a language which has repeatedly found itself in the right place at the right time” (1997, p. 110). In a
similar vein, most arguments in Crystal’s analysis of the future of “global English” are reducible to the evocative slogan of “having your cake and eating it,” a phrase for which Crystal qua popularizer appears to have a particular fondness (1997, p. 138).

The book drew particular flak from Robert Phillipson, who took Crystal to task in a lengthy review in the journal Applied Linguistics, charging that the work was “Eurocentric” and “triumphalist,” accusations that Crystal countered in a response in the same journal (Phillipson, 1999; Crystal, 2000). By this time, Phillipson had already established himself as one of the leading critical linguists in this field.

15.6.2 Critical linguists

In fact, the discourse on world English(es) changed gear dramatically in 1992 with the publication of Phillipson’s book Linguistic Imperialism. Whereas the 1980s saw relatively restrained arguments from Kachru and other enthusiasts in the world English(es) “movement” on the need for a paradigm shift in the study of English as an international language, this discourse was formulated according to the game-rules of an essentially western liberal perspective. Phillipson’s arguments, however, represent a harder-edged Marxian, if not Marxist, response to the subject.

At the core of Phillipson’s theoretical approach to “linguistic imperialism” are a series of arguments about the political relations between what Phillipson characterizes as the “core English-speaking countries” (Britain, the USA, Canada, Australia, and New Zealand) and the “periphery-English countries” where English either has the status of a second language (e.g., Nigeria, India, Singapore), or is a foreign and “international link language” (e.g., Scandinavia, Japan) (1992, p. 17). The nature of this relationship, Phillipson argues, is one of structural and systemic inequality, in which the political and economic hegemony of western anglophone powers is established or maintained over scores of developing nations, particularly those formerly colonies of European powers. The political and economic power of such nations in the Third World is, moreover, accompanied by “English linguistic imperialism,” defined by Phillipson in the following terms:

A working definition of English linguistic imperialism is that the dominance of English is asserted and maintained by the establishment and continuous reconstitution of structural and cultural inequalities between English and other languages... English linguistic imperialism is seen as a sub-type of linguicism. (1992, p. 47, original emphasis)

Finally, Phillipson asks whether ELT can help create “greater linguistic and social equality,” and whether “a critical ELT” can help fight linguicism (p. 319). In the final chapter on “Linguistic imperialism and ELT,” Phillipson asks who has been responsible for the global spread of English in recent decades,
and for the “monolingual and anglocentric” professionalism that has accompanied its teaching worldwide. The “allies in the international promotion of English” were Britain and the USA, but they, or their political leaders and cultural agencies (such as the British Council and United States Information Service (USIS)), have only been partly responsible, as the main force, Phillipson claims, has been structural and he charges that: “The ELT policy-makers themselves, in Center and Periphery, in Ministries of Education, universities, curriculum development centers and the like are part of a hegemonic structure” and that “The structure of academic imperialism has ensured that Center training and expertise have been disseminated worldwide, with change and innovative professionalism tending to be generated by the Center” (p. 305).

Phillipson’s book attracted an immediate response from applied linguists and sociolinguists. Fishman and Spolsky, two heavyweights active in both disciplines, gave favorable reviews, and World Englishes even devoted a special issue to a symposium on the book (Kachru, 1993). Less favorable reviews varied from the “mixed” (McArthur, 1993, p. 50, “painstaking, fascinating, informative, frustrating but patently well-meant book”), to the dismissive (Conrad, 1996, p. 27, “a kind of toothless Marxism”).

Another important theorist and commentator from a critical perspective has been Alastair Pennycook. Pennycook’s (1994) The Cultural Politics of English as an International Language endorses Phillipson’s critique of the role of applied linguistics and ELT in “helping to legitimate the contemporary capitalist order” (1994, p. 24), and seconds his view that anglophone countries (Britain and America) have promoted English throughout the world “for economic and political purposes” and “to protect and promote capitalist interests” (p. 22). The final chapter calls for a radical pedagogy, concerned with the creation of “counter-discourses,” “insurgent knowledges,” “common counter-articulations” so that “critical English language educators” (formerly known as English teachers) join the struggle for “a critical, transformative and listening critical pedagogy through English” (p. 326). Throughout his other writings, Pennycook has sought to advance and refine a critical perspective on both world Englishes and applied linguistics. In his latest book, Critical Applied Linguistics (2001), he explains that:

Critical applied linguistics . . . is more than just a critical dimension added on top of applied linguistics: It involves a constant skepticism, a constant questioning of the normative assumptions of applied linguistics and presents a way of doing applied linguistics that seeks to connect it to questions of gender, class, sexuality, race, ethnicity, culture, identity, politics, ideology and discourse. (Pennycook, 2001, p. 10)

Both Phillipson and Pennycook have been influential in establishing the agenda for the critical discussion of world English(es) is the last ten years or so. Related work by other authors includes Tollefson (1995, 2002), Eggington & Wren (1997), Holborow (1999), Ricento (2000), and Skutnabb-Kangas (2000).
15.6.3 Futurology

Two fairly recent works that have attempted to discuss the future prospects for English in the world are Crystal (1997) and Graddol (1997). Crystal, in the final chapter of *English as a Global Language*, highlights a number of issues related to the “future of global English.” The issues he discusses include the anxiety about the mother tongue in societies such as India, the debate about the official English movement in the USA, and the existence and growth of the new Englishes. The first issue he addresses is that of “ownership,” noting that “when even the largest English speaking nation, the USA, turns out to have only about 20 percent of the world’s English speakers . . . it is plain that no one can now claim sole ownership” of English, and that “[t]his is probably the best way of defining a genuinely global language” (Crystal, 1997, p. 130). There are those, he continues, especially in Britain, who are “uncomfortable” about this, but they have no alternative:

Within ten years, there will certainly be more L2 speakers than L1 speakers. Within fifty years, there could be up to 50 percent more. By that time, the only possible concept of ownership will be a global one . . . An inevitable consequence of this development is that the language will become open to the winds of linguistic change in totally unpredictable ways. The spread of English around the world has already demonstrated this, in the emergence of new varieties of English in the different territories where the language has taken root. The change has become a major talking point only since the 1960s, hence the term by which these varieties are often known: “new Englishes.” (pp. 130–1)

Instead of fragmented unintelligible varieties, however, Crystal identifies a new, unifying dialect, that of “World Standard Spoken English” (WSSE), which he now sees developing worldwide:

People would still have their dialects for use within their own country, but when the need came to communicate with people from other countries they would slip into WSSE . . . People who attend international conferences, or who write scripts for an international audience, or who are “talking” on the Internet have probably already felt the pull of this new variety. It takes the form, for example, of consciously avoiding a word or phrase which you know is not going to be understood outside your own country, and of finding an alternative form of expression . . . it is too early to be definite about the way this variety will develop. WSSE is still in its infancy. Indeed, it has hardly yet been born. (pp. 137–8)

Graddol’s (1997) *The Future of English?* was commissioned and published by the British Council’s English 2000 project, the final section of which is devoted to “English in the future.” Graddol identifies two major issues linked to the notion of “world standard English”: (1) whether English will fragment into many different languages (the Quirk/Kachru debate); and (2) whether US and
British English will continue to serve as models of correctness, or whether a “new world standard” will emerge. In contrast to Crystal, Graddol rejects world standard English and predicts a “polycentric” future for English standards in the future, presenting a number of analyses of the economic and sociopolitical effects of the spread of English. Graddol’s “state-of-the-art” report on English also illustrates the rapid shift in the last 30 years from a focus on “the linguistic” (as in early studies of varieties of English) to an increasing preoccupation with “the extra-linguistic,” e.g., the socioeconomics of globalization in Graddol, and the Marxism, dependency theory, and postcolonial theorizing of Phillipson and Pennycook.

15.7 Endword: From Theory to Practice

The review of the literature in the preceding section demonstrates just how far the debates and discourses on world English(es) and new Englishes have come since the identification of this topic in sociolinguistics and applied linguistics in the late 1970s and early 1980s. As is indicated above, there are currently a number of overlapping and intersecting approaches to this field of inquiry. What also emerges from this survey, however, is a changing disciplinary and discoursal map, marked by a series of paradigm shifts in the last 20 years. In this final section, we might now pause to consider the implications of such approaches for applied linguistics. The kinds of responses that are possible in this context will depend on a range of factors, including different understandings of the field of “applied linguistics.”

For some, applied linguistics has the status of an independent discipline associated with its own body of theory and methodologies, while, for others, it is seen as “mediating” between such parent disciplines as education, linguistics, psychology, sociology, etc. and various forms of problem-solving activities, especially those associated with language learning and language teaching. In this latter context, for example, Widdowson has commented that applied linguistics is “an activity which seeks to identify, within the disciplines concerned with language and learning, those insights and procedures of enquiry which are relevant for the formulation of pedagogic principles and their effective actualization in practice” (1990, p. 6, cited in Cook & Seidlhofer, 1995, p. 8). For the purposes of this short conclusion, I will assume that the term is capable of two broad definitions: in the first sense, as a wide-ranging area of interdisciplinary theory and activity of relevance to such fields as linguistics, psycholinguistics and sociolinguistics; and, in a second sense, as a rather narrower field of activity mainly concerned, following Widdowson, with pedagogic principles and practices.

The significance of world Englishes for applied linguistics in the first and wider sense is profound, challenging the discipline to come to terms with a wide range of issues, descriptive and theoretical, linked to the unprecedented impact of English throughout the world. Current estimates suggest that there
are now an estimated 375 million users of English in inner-circle societies, 375 million in outer-circle (ESL) societies, and around 750–1,000 million in the expanding (EFL) circle (McArthur, 2001). Other statistics suggest that in Asia alone the number of English users now totals over 600 million people, including over 300 million in India, and over 200 million in China. Virtually every Asian city has an English language newspaper, and many societies in the region also provide English language programs on radio and television. English is also an important pan-Asian lingua franca in the business world, so that, for example, when a factory manager from Vietnam sells garments to a Singaporean merchandiser, the language of choice is usually English. The dominant trend over recent decades is that more and more Asian people are speaking more and more English, and they are speaking it mainly to other Asians (Kachru, 1997b).

The vast majority of teachers of English as a second and foreign language in the world today are “non-native” teachers working in a wide range of settings in outer-circle and expanding-circle societies. The number of secondary school teachers of English in China alone now totals around 500,000 (Bolton, 2003). In outer-circle Asian societies such as Hong Kong, India, Malaysia, Singapore, and the Philippines (as well as a host of African societies), such teachers operate in sociolinguistic contexts where English has established de facto intranational norms, often at variance with the exonormative targets of traditional teaching materials. In situations such as these, the maintenance of traditional target norms of English proficiency may not only lack realism but may also contribute to the stigmatization of the norms of local users (including teachers and learners), contributing to a “culture of complaint” rather than “a culture of confidence” (Bolton, 2002b).

In addition, the “nativization” of English in many such societies has been accompanied by the “Englishization” of many indigenous languages, leading to complex patterns of contact linguistics, including lexical transfer, code-switching and code-mixing, and discoursal and syntactic change and accommodation. The interface of English with both local languages and national vernaculars throughout many parts of the world presents applied linguistics (in “sense 1”) with a series of challenges: *linguistic* (the description and analysis of language systems), *sociolinguistic* (providing adequate accounts of context and language use), and *psycholinguistic* (in assessing or reformulating extant models of first and second language acquisition). In this latter context, the notion of “native speaker” has come under increasing scrutiny (Davies, 1991; Singh, 1998).

At the same time, despite the greater recognition accorded to the Englishes of Africa and Asia in recent years, considerable problems for applied linguistics still exist in the area of pedagogic principles and practices (applied linguistics in “sense 2” terms). In many outer-circle societies, questions linked to norms and codification are typically unresolved. For example, even though some educationalists in societies such as Hong Kong and the Philippines have started to recognize local norms of educated speech, official attitudes frequently remain ambivalent at best. Attitudes vary considerably from one society to the
next, with Filipino teachers often rejecting the imposition of American norms, while Hong Kong teachers continue to express deference to the norms of the “native speaker.” Nor is it clear that the official endorsement of “local standards” would necessarily further the world Englishes cause, especially when one considers that varieties are typically caught not taught, and questions of norms and standards are invariably embedded in the particular language cultures and traditions of such societies. One possible innovation that might be considered here, however, is a much-increased provision of courses on “language awareness” (dealing with issues related to world Englishes) for teachers, teacher trainers, and other educators not only in outer- or expanding-circle societies, but also for comparable groups in such inner-circle societies as the USA, UK, Australia, Canada, etc. The expanded accessibility of programmes of this kind may help to clear the space for new and creative approaches to language education and the teaching of English, in a range of contexts worldwide.

Kachru himself discusses these and related issues in a 1990 paper entitled “World Englishes and applied linguistics,” where he notes the limitations of traditional applied linguistics perspectives on world Englishes, suggesting that these had been skewed by the ethnocentrisms of inner-circle practitioners, reliance on interlanguage and error analysis frameworks, and misconceptions concerning the sociolinguistic realities of multilingual outer-circle societies (Kachru, 1990). A later paper by Kachru and Nelson (1996) goes on to explore the ways in which the world Englishes approach might be adopted within the language classroom, suggesting a number of imaginative strategies that might be employed in teaching Englishes across a variety of educational settings, including multicultural education, the teaching of discourse pragmatics, and the teaching of new literatures in English (see also Kachru, 1997a).

Brown (2000) surveys the resources for research and teaching in the field, and suggests a range of research and applied agendas for world Englishes. At the level of applied linguistics research, these include longitudinal studies of values and attitudes, textual studies in multicultural communities, empirical studies of attitude development and change, and world Englishes-based research on second language acquisition. Related educational research might then involve comparative classroom-based studies across the three circles (what have elsewhere been dubbed ENL, ESL, and EFL contexts), and the evaluation of learning/teaching materials. Brown also suggests an activist role for world Englishes scholars in organizing conferences, publishing, designing texts and curricular, and playing a leadership role in professional communities worldwide (see also, Kachru, 1997a; and Matsuda, 2002).

In the last ten years or so, there has been a growing awareness of the world Englishes paradigm among applied linguists and others in outer-circle English-using African and Asian societies. There has also been an evident response to the world Englishes paradigm in many academic circles in the USA, partly in resonance, one speculates, to the relatively high levels of immigration to the United States from Asian societies in recent years, and a
nascent awareness of world Englishes in an immigrant context (Lippi-Green, 1997). In other educational settings, such as Europe, with its own crowded ecology of former colonial languages such as French, German, and Spanish, the academic response to the world Englishes paradigm has been mixed.

One particularly acute problem at present remains the center-periphery domination in what has been called “English language industry” (McArthur, 2001) throughout the world. Academic publishing and textbook publishing in both applied linguistics and English language teaching is largely controlled by a small number of publishing houses based in the UK and USA, who rely on a relatively small number of experts for their expertise and professionalism. Historically, however, applied linguistics in both these societies did not arise in a sociopolitical vacuum, but came out of two rather different sets of experiences. In the case of Britain, applied linguistics emerged as a discipline during the 1960s and 1970s when significant numbers of English language specialists were recruited to assist in various educational projects in decolonizing Commonwealth societies. In the USA, in recent decades, the greatest impetus to applied linguistics and TESOL has come from immigrant education and ESL programs in the college and university context. Both approaches seem now to have coalesced around a body of shared practices, professionalism, and theory (see, for example Candlin & Mercer, 2001; Carter & Nunan, 2001; Kaplan, 2002). Despite what may be the best intentions of western practitioners to develop an unbiased or at least politically neutral applied linguistics at the level of theory as well as pedagogic principles, it is difficult to ignore the imbalance between the developed and developing world in many of the contexts of English language teaching today. English language teachers in many of the outer-circle and expanding-circle contexts face difficulties in terms of conditions, facilities, and resources undreamed of in comparable western institutions. Academics from these societies have parallel difficulties in finding a voice in major journals in the field (although notable exceptions include English Today and World Englishes), as well as in book production.

In this context, the Kachruvian approach offers a politics that is balanced between the pragmatic recognition of the spread of English(es) and the critical scrutiny of native speaker ideologies from the inner circle. It also affirms the pluricentricity and inclusivity signposted by Kachru and Smith in their first editorial statement for the World Englishes journal: “The editorial board considers the native and non-native users of English as equal partners in deliberations on uses of English and its teaching internationally... The acronym WE, therefore aptly symbolizes the underlying philosophy of the journal and the aspirations of the Editorial Board” (Kachru & Smith, 1985, p. 210). Whether that vision is realizable depends partly on the flow of ideas and insights in at least two directions. A consideration of world Englishes is important to applied linguistics for a range of reasons. Not least because researchers and teachers from Europe and North America may have much to learn from the experiences of the outer and expanding circles, both at levels of theory and description, and in the consideration of pedagogic “principles” and “practice.”
At an individual level, the English language now plays an important role in the lives of a rapidly increasing proportion of the world’s population. From a global perspective, the sociolinguistically complex sites of English-using African and Asian societies are no mere exotic sideshow, but important sites of contact, negotiation, and linguistic and literary creativity. From the perspective of applied linguistics, perhaps the major challenge from world Englishes is how the center-periphery balance might be best redressed, or “re-centered” and “pluricentered.” This however is likely to be no easy task, given the continuing tendency at present, within both academia and publishing, toward the apparent commodification and homogenization of much of the work in this field, both theoretical and pedagogical.

See also 9 Language Thought, and Culture, 14 Language and Politics, 17 The Native Speaker in Applied Linguistics, 20 Second Language Learning, 30 Language Planning as Applied Linguistics.
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FURTHER READING

16 The Philosophy of Applied Linguistics

KANAVILLIL RAJAGOPALAN

16.1 Introduction

Upon being asked to explain what philosophy was all about, the English philosopher G. E. Moore is famously said to have gestured toward his crowded bookshelves and remarked: “It is what all these are about.” Philosophy has no precise boundaries. Almost anything under the sun (or, for that matter, above it) will lend itself to a philosophical treatment. Now, what this also shows is that professional philosophers are likely to disagree about almost everything. A philosopher will most certainly say that the expression “philosophy of x,” where the x stands for an object (as in “philosophy of mind”), a practice (as in “philosophy of religion”), a phenomenon (as in “philosophy of language”), a topic or a subject matter (as in “philosophy of human rights”), or a field of inquiry (as in “philosophy of history”) is multiply ambiguous. Incidentally, even this way of putting things is unlikely to satisfy everyone concerned. For instance, someone might argue that the mind is an epiphenomenon rather than an object properly speaking, or that religion has to do more with belief systems than a set of ritual practices or, for that matter, that mind, religion, language, and so forth are all fields of inquiry, just as much as history is.

The expression “philosophy of history,” for instance, may be understood to mean: (1) a philosophically informed account of actual events as they get played out along the path of history; (2) a philosophically illuminating overview of history insofar as it constitutes a distinctive and clearly demarcated field of inquiry, with special emphasis on its academic and scientific credentials; or (3) an examination of the philosophical underpinnings of a particular academic discipline, namely history, with a view to teasing out unresolved or poorly resolved issues of a philosophical nature and discussing possible ways of better addressing them.

As only to be expected, the term “philosophy of applied linguistics” is capable of being interpreted in any one of the three senses distinguished above as well. It may be understood to mean a philosophically informed account of
the nature of applied linguistics (hereafter AL) as well as of the important landmarks in the history of its development over the years. For instance, an interesting topic in the philosophy of AL understood in this sense might be the philosophical import of the way the field evolved from an initial preoccupation to define itself as an appendix to linguistics proper – primarily concerned with applying insights from linguistic theory to a set of practices, notably language teaching – to an autonomous field of inquiry concerned with a broad range of questions involving language.

The term “philosophy of AL” may also be understood to mean philosophy of science with its attention riveted on AL as a scientific discipline in its own right. On this interpretation, the term refers to the investigation of all those questions that are relevant to an appraisal of the scientific status of AL as a field of inquiry. Among the questions raised in this regard will inevitably be the one that most researchers in the area have been concerned with ever since AL became an autonomous field of inquiry: What precisely is the nature of the relation between AL and its parent discipline, theoretical or general linguistics? Is AL destined to remain forever subaltern to its parent discipline, dependent upon the latter for its theoretical sustenance as well as claims of scientific credibility? Or could it be the case that exaggerated subservience to its parent discipline has only stifled the growth of AL and its potential for expansion into as yet uncharted territories? Alternatively, has the time come for scholars in AL to look for other sources for inspiration and, possibly, chalk out a brand new research program for it, based on a multitude of neighboring disciplines, but with goals, methods, and priorities fashioned in entirely independent terms?

Finally, the term “philosophy of AL” may also be understood to cover a broad range of philosophically important issues that have of late begun to capture the attention of scholars in AL in their efforts to, on the one hand, reflect upon how they have traditionally conducted themselves in their scientific practices and, on the other, redefine their research priorities in light of new challenges and rethink the very scope of their field. On this third interpretation, questions such as the underlying ethics of certain professional practices (methods used in collecting data, for instance), the desirability or otherwise of making sure that the researcher’s political commitments are kept at bay and not allowed to interfere with the work of analysis, the responsibility – including possible ties of moral indebtedness – of field workers vis-à-vis their informants, etc., begin to take center stage. Needless to say, discussion of these and other issues of cardinal importance is bound to affect future developments in AL and possibly result in major changes in the way researchers currently view their own work as well as research priorities.

Before proceeding to unpack each of these distinct senses of the expression “philosophy of AL,” it is important to point out that they overlap partially. For instance, the growing concerns among the practitioners of AL with the ethical implications of their work may be discussed as belonging to the “philosophy of AL” in any one of the three senses distinguished above. Beyond the
shadow of a doubt it constitutes an important landmark in the history of the discipline. Equally truly, one can discuss the issue of whether or not ethical issues can be directly addressed within the remit of AL without jeopardizing its claims to being a science. Finally, it hardly needs pointing out that to raise the thorny issue of ethics is to call forth an entire range of other philosophically loaded questions.

16.2 Landmarks in the History of AL and Their Significance

16.2.1 Early beginnings

Just when AL became a field of inquiry in its own right is difficult to pin down, as indeed it is with practically every other field of academic inquiry. As Giddens (1995, p. 5) has perspicaciously remarked: “All disciplines have their fictive histories, all are imagined communities which invoke the myths of the past by means of both charting their own internal development and unity, and also drawing the boundaries between themselves and their neighboring disciplines.” Some of the earliest recorded uses of the term, for example in the title of a book called World Economy: An Essay in Applied Linguistics by Lockhart – mentioned by the editors of Language Learning, subtitled A Quarterly Journal of Applied Linguistics, in its very first issue (cited in van Els et al., 1984, p. 11) – bear little resemblance to the contemporary understanding of the term. For this reason, Howatt (1984) well advisedly takes the year 1948 – when the journal just referred to was itself launched – as the date of birth of the modern discipline of AL. On the other hand, it is an acknowledged, though seldom remembered (or, conveniently forgotten?), fact that some of the very ancient works of grammar such as Panini’s trail-blazing Asthadhayi (? fourth century BC) were undertaken with a keen interest in the preservation and teaching of the Sanskrit language (Lyons, 1968) – in other words, in the application of the results of the study to practical goals, which is clearly one way of describing what AL is all about. The indisputable point often made that Panini’s work is “about as far removed as could be from one’s [present day] conception of a teaching grammar” (Robins 1967, p. 144) does not detract from the force of the argument being advanced here. In fact, a case can be made that the very enterprise of theoretical linguistics itself was, from a historical perspective, born of eminently practical concerns such as the one that inspired Panini.

It has also been observed by many scholars that the history of modern linguistics, especially in the USA, was directly influenced by the perceived prospects for immediate application of its findings to such matters of strategic interest as designing and conducting crash courses in unfamiliar languages for soldiers selected for overseas assignments during World War II, automatic machine translation and the cracking of enemy military codes, etc. Arguably then, the history of modern linguistics itself (as indeed that of perhaps every
other discipline) has been, in some measure, determined by purely pragmatic factors such as the channeling of public funds to specific areas of practical concern where there was hope of immediate returns for the money invested (Newmeyer & Emonds, 1971, pp. 300–1).

Considerations of the sort made in the two paragraphs above properly belong to so-called “sociology of knowledge” rather than “philosophy of science,” because what is being claimed is that some of the major developments in the history of linguistics were the result of factors not intrinsic to the study of language itself, but primarily having to do with the sociopolitical milieu prevailing at given historical moments. While such observations do make sense as far as they go, there can be little doubt either that the operation by which AL came to be viewed as a fall-out from its putatively more “scientific” parent discipline, namely theoretical linguistics, rather than the other way round as the actual history of events would seem to suggest, is very much of a piece with the positivist thought – or what Holliday (1996) calls the “culture of positivism” – that dominated linguistics as it rose to the status of the “queen of human sciences” in the early decades of the twentieth century. And, by and large, scientists with a theoretical frame of mind have been given to thinking that genuine scientific work can only be carried out by keeping at bay practical considerations, or for that matter the consequences of their discoveries on other spheres of human concern.

Having said that, it is important to register that it is from the enormous prestige of theoretical linguistics in the first half of the twentieth century that AL initially borrowed its scientific credentials (Mackey, 1966, p. 197). And, from its early stages until fairly recently, AL was practically identified with language teaching. Robert Lado’s book Language Teaching bore the carefully chosen subtitle A Scientific Approach (Lado, 1964). Allen and Corder (1975) began their editorial preface to volume 2 of the Edinburgh Course in Applied Linguistics with the following words:

Our aim in AL is to make use of the knowledge and insights gained from scientific investigations into the nature of language, in the hope that we may solve some of the problems which arise in the planning and implementation of language teaching programs.

In his contribution to that landmark volume of papers, Corder did note that “AL in its broadest sense is concerned with many activities apart from language teaching,” but made a point of stressing that “[t]he starting point of every application of linguistics to any practical tasks is a description of the language or languages involved in the task” (Corder, 1975, p. 5), thus reiterating the classic position assumed by Halliday, McIntosh, and Strevens (1964).

In so characterizing the nature of AL, Halliday, McIntosh, and Strevens and Corder presumably had at the back of their mind the way descriptive linguistics, principally in the USA, had been put to the service of foreign language teaching in the first half of the twentieth century – although it must
be noted that Corder (1973, p. 276) did recognize the importance of researchers in
AL keeping pace with developments in linguistics. In the heyday of American
structural linguistics, the field linguists were primarily concerned with
describing, classifying, and cataloguing native Indian languages, many of which
were on the verge of extinction. When all of a sudden called upon to face the
challenge of designing and implementing crash courses in foreign languages,
these linguists naturally transferred the kind of professional expertise they
had accumulated over the years to the unfamiliar task of teaching fellow
Americans to speak little-known languages. Another field of practical concern
that came to be strongly influenced by structural linguistics was translation.
The translator, claimed Nida (1969, p. 79), “goes through a seemingly round-
about process of analysis, transfer, and restructuring.” Since so much of the
emphasis in those days was on an accurate description of living languages to
be followed by an effort to classify them in accordance with their common
structural properties, it was but a small step to conclude that the key to
the learning of other languages – and, mutatis mutandis, translating from one
language to another – was primarily a matter of perceiving structural differences
between them and the learner’s own mother tongue.

Teaching methods and techniques were developed by focusing on the sim-
ilarities and dissimilarities between the learners’ native language (in general,
English) and the language that was to be taught. This explains why so-called
contrastive analysis became the mainstay of AL in its infancy. The underlying
assumption was that the closer the two languages in terms of their structural
similarities, the easier would be the learning process. Dissimilarities, on the
other hand, would induce negative transfer or interference. This meant that
language teachers would optimize their efforts by concentrating on those
areas of the grammar of the language being learned (L2) which showed marked
differences with the grammar of the learners’ native language (L1).

Teaching techniques such as pattern practice which were developed and
perfected as part of so-called audiolingual method during those days also
drew inspiration from behaviorist psychology which many prominent linguists
like Leonard Bloomfield had come to embrace. Referring to the materials pre-
claimed: “We offer them with confidence in their extraordinary efficiency.”
And two decades later, Lado (1964, p. 6) still spoke enthusiastically of “the
powerful idea of pattern practice” which he went on to define as “practice that
deliberately sets out to establish as habits the patterns rather than the indi-
vidual sentences, particularly where transfer from the native language creates
learning problems.” The contrastive approach also gave theoretical sustenance
to the technique of error analysis – the analysis of the kind of errors made by
language learners with a view to devising appropriate remedial measures –
although, the technique itself, in its modified versions, long survived interest
in the approach (Richards, 1974). Work done in subsequent years also uncovered
the enormous potential of error analysis for providing insights into the processes
involved in the learning of second and foreign languages (Selinker, 1992).
16.2.2 The Chomskyan revolution and its impact

But all this was thrown into total disarray with the appearance of Noam Chomsky on the scene. With the introduction of Generative Grammar, the very rationale behind behavioristically oriented structural linguistics was rejected and, along with it, teaching methods and techniques based on that approach to the study of language were also discredited. Here we have yet another proof of how AL, at least in its early stages, evolved in tandem with its parent discipline, theoretical linguistics. Every major development in theoretical linguistics was bound to have immediate repercussions in AL.

However, Chomsky’s theoretical stance also presented some insuperable problems to AL. If, on the one hand, it helped dethrone an entire language teaching methodology based on insights from an earlier way of doing linguistics, on the other hand, it held little promise of anything like a new method based on it. In point of fact, some of the claims made by Chomsky and his followers seemed to indicate precisely the impossibility of ever coming up with one. For a central element of Chomsky’s conception of language was the claim that one does not learn a language (one’s first language) as such; instead languages manifest themselves as part of an individual’s natural growth from infancy to adulthood. To make matters worse, Chomsky himself contributed to the prevailing state of perplexity by confessing to being “rather skeptical about the significance, for the teaching of languages, of such insights and understanding as have been attained in linguistics and psychology” (Chomsky, 1966, p. 43).

The full impact on AL of the growing suspicion that Chomskyan linguistic theory, concerned primarily with native speakers and how they acquired their first language, may have precious little to contribute to how adults learn a second language (let alone problems of language teaching, be it the first or a second language) can only be gauged by taking into account the fact that many scholars concerned with second language teaching and learning had by then come to take it for granted that, despite obvious differences, the two processes followed identical paths. In fact, in spite of Chomsky’s own reservations on the matter, many Chomskyans persisted on sticking to that line of inquiry. As Schachter (1988, p. 219) points out, the idea had been entertained by Corder (1967) as a working hypothesis, subsequently transformed into a claim by Dulay and Burt (1974) and Krashen (1981), and finally elevated to the status of an “article of faith” by Krashen (1985) and Cook (1985). The following remark by Cook (1994, p. 45) shows just how noble the research goals had been all along, yet how paltry turned out to be the actual results: “Universal Grammar is concerned with the core area of language acquisition; its very centrality means that it can be taken for granted and much of it does not need to be taken into account in language teaching, which has other more pressing concerns” (emphasis added).

Some theoretically oriented scholars have opted to found a separate sub-discipline – of theoretical linguistics – called second language acquisition (SLA),
leaving problems related to teaching and other matters to specialists in AL. Thus Gregg considers it a mistake to classify L2 learning research as “part of a field called AL” and argues that “progress in L2 acquisition theory, as in any other scientific discipline, comes by focusing on the explanatory problem, and not by looking over one’s shoulder at the possible applications.” (Gregg, 1996, pp. 74–5). They invoke the authority of other researchers like Newmeyer and Weinberger (1988) who, in Gregg’s words, “nowhere belittle the importance of practical applications of science,” and “merely make the claim, which is supported by empirical evidence from the history of science, that successful sciences divorce themselves from direct concern with practical applications” (Gregg, 1989, pp. 289–90). In the words of Ritchie and Bhatia (1996, p. 18):

By the mid-1980s, inquiry into SLA had emerged as a basic discipline with an agenda of research and methodology fully distinct from its applied sister discipline. This agenda was (and is) theory-driven with close relationships to basic research in other domains, including research on the structure and use of language, the study of L1 acquisition, of language variation and change, and human cognition in general.

That SLA continues to be an intensely disputed territory can be verified by Larsen-Freeman’s (2000, p. 165) equally confident assertion that it is by all means one of the sub-fields of AL.

No doubt, over the years there have been several other attempts to tone down the thrust of Chomsky’s remark (Newmeyer, 1987) and to rehabilitate generative linguistics as a prime source of inspiration and new insights for language teachers, but with limited or little appreciable success. The state of affairs portrayed in the following remark by Cook (1985, p. 16) does not seem to have changed significantly since then: “A recent characteristic of AL has been its dissociation from contemporary theoretical linguistics; a bare handful of articles have attempted to relate the Chomskyan position to AL...” Such complaints have only helped create annoyance in some quarters at the self-reassuring “reference to a specialization as though it were the whole field” (Edge, 1993, p. 44).

In retrospect, perhaps a more lasting but sadly deleterious impact of Chomsky’s revolution in linguistics on developments in AL, especially from the 1960s to the 1980s, was what I have elsewhere referred to as “the apotheosis of the native speaker” (Rajagopalan, 1997). In part, this was the result of a precipitate transformation of a linguistic rule of thumb into a pedagogic motto. Even before Chomsky appeared on the scene, descriptive linguists had always looked to the native speaker as “the only true and reliable source of language data” (Ferguson, 1983, p. vii). What underwent a dramatic change as a result of Chomsky’s influence was the way linguists began to look upon the native speaker: as not merely a source of indispensable data but also as someone who was uniquely privileged to analyze the data introspectively – a practice which the structural linguists used to condemn in the name of scientific objectivity.
Now, to claim that the native speaker has an intuitive knowledge of his/her language of which she/he is (in principle) a consummate speaker and that such knowledge ought to count as data for linguistic analysis is one thing; to jump from there to the rather smug conclusion that a native speaker is, eo ipso, a person ideally qualified to teach that language to speakers of other languages is a totally different thing. Unfortunately, many language educators fell into the trap of thinking that the second claim logically followed from the first. It took some years before the realization dawned on them that there was more to language teaching than was dreamt of in the highly abstract and sophisticated theories about language that professional linguists are wont to propose every now and then. As we shall see later, the idea that “knowledge of what” is sufficient to guarantee “knowledge of how” has been one of the most enduring dogmas of rationalist thought and is largely responsible for the widespread belief that applied sciences are eternally dependent on knowledge produced by their “pure” counterparts.

A welcome consequence of the “dethronement” of the native speaker in language teaching was ably summed up by Davies (1989, p. 169) in the following words: “If it is accepted that the native speaker is no longer at the center of communicative competence, then that liberates language teaching because it means that worthwhile goals are suddenly accessible – intermediate goals perhaps, but at least not unlike the knowledge/ability of many native speakers.” Davies’ use of the term “communicative competence” also testified to a growing dissatisfaction amongst AL practitioners with Chomsky’s more abstract and idealized notion. What finally led to disenchantment among language teachers with the Chomskyan paradigm in linguistics was its exaggerated and exclusive emphasis on the knowledge of language – or “linguistic competence,” as Chomsky called it – to the utter neglect of what the speakers actually do when they put such knowledge to real use in communicating with fellow members of the particular speech community to which they belong. In 1979, Brumfit and Johnson (1979, p. 3) summed up the state of the art when they wrote:

Linguistics – in Chomsky as in Bloomfield – is by and large the study of language structure. Perhaps this is why transformational grammar, so revolutionary in linguistics, has had such little effect on language teaching. After all, the most it can offer is alternative strategies for teaching grammar – new ways of teaching the same thing.

16.2.3 Post-Chomskyan developments

In the late 1960s, the American anthropologist-cum-linguist Dell Hymes advanced the notion of “communicative competence” in opposition to Chomsky’s “linguistic competence.” Roughly around the same time, in Britain, Michael Halliday was engaged in elaborating what was later to become known throughout the world as the “systemic-functional linguistic theory.” Both
Hymes and Halliday approached language from a broader perspective and claimed that speaking a language was not simply a matter of putting to use an abstract set of rules a speaker has internalized, largely in virtue of an innate endowment called “universal grammar,” as Chomsky had insisted. In a seminal paper entitled “Language as social semiotic,” Halliday (1974, p. 17) announced a radical departure from Chomsky’s more restrictive view of linguistics as a branch of cognitive psychology when he wrote:

Probably the most significant feature of linguistics in the seventies is that man has come back into the center of the picture. As a species, of course, he was always there; his brain, so the argument ran, has evolved in a certain way – ergo, he can talk. But truly speaking man does not talk; men talk. People talk to each other; and it is this aspect of man’s humanity, largely neglected in the dominant linguistics of the sixties, that has emerged to claim attention once more.

Halliday was referring to an earlier period in the history of linguistics, especially in Britain, when language was studied as “part of the social process” (Firth, 1957, p. 180), anticipating developments in the 1970s and 1980s.

The so-called communicative approach to language teaching was in large measure a response to these developments in linguistics. More and more scholars were being won over to the position that language teaching cannot be reduced to the teaching of grammatical structures. To learn a (second) language successfully is to be able to perform real-life activities with and through it and not simply to internalize a set of grammatical rules. Thus Widdowson (1972, p. 16) proposed a distinction between signification and value, the former referring to the meaning “which language items have as elements of the language system” and the latter to “that which they have when they are actually put to use in acts of communication.” Widdowson went on to argue that, instead of expending their energies on exploring the signification of language items, language teachers should focus on the communicative value of those items, making the students familiar with the specific communicative functions those items have in given situations of actual use. The new emphasis on the functions of language as embodied in so-called notional and functional syllabuses also drew on important work done in the philosophy of language (Austin, 1962; Searle, 1969) that, from 1960s on, had begun to make its impact felt on theoretical linguistics.

Yet, as early as the 1980s, scholars were slowly becoming aware of the fact that the adoption of a theoretical stance was itself no guarantee of success when it came to actual practice in the classroom. Canale (1983, p. 5) for one lamented that the term “communicative competence” had become a buzzword and that “[t]he distinction between communicative competence and actual communication remains poorly understood and, somewhat surprisingly, of marginal interest in the second language field.” Newmeyer (1982, p. 97) complained that the term was an unfortunate one in that “it creat[ed] a pernicious ambiguity where none existed previously.” Proposals for teaching based on the
notion of communicative competence also came under scathing attack from scholars like Swan (1985) who argued that some of the theoretical claims made on their behalf had been largely exaggerated or grossly mistaken. However, the majority of applied linguists did agree on one thing, namely that “[t]he introduction of the notion of communicative competence solved a problem, that of the chilly inadequacy of linguistic competence” (Davies, 1989, p. 157).

Armed with hindsight, one may today put forward the following as a possible explanation for what had apparently gone wrong: One major problem with the way Hymes’ concept of “communicative competence” was received by the scholarly community was that it was widely interpreted to mean just another kind of competence. This meant that, far from being understood as a concept advanced in opposition to Chomsky’s concept of “linguistic competence” as Hymes had originally intended it to be, it was seen by many as good old Chomskyan competence, duly enriched in order to accommodate considerations about communication and speech community (Taylor, 1988, p. 163). Hymes’ own idea of “what is ‘possible,’” which he offered as a way of describing “linguistic competence” in contradistinction to “what is ‘feasible’” as a way of adequately describing his own “communicative competence” (Hymes, 1972), easily lent itself to an interpretation according to which the latter was nothing but a function (in the mathematical sense) of the former or alternatively, the latter was to be derived from the former by taking into account limitations imposed by the condition of feasibility (along much the same lines as Chomsky had taken pains to distinguish “competence” from “performance” – i.e., knowledge of language as opposed to its use in real-life situations). A case in point is the following remark by Johnson (1982, p. 12): “What is communicative competence? Clearly it is something which involves systemic competence – the ability to form grammatically correct sentences. . . . Systemic competence is a part (and a very important part) of communicative competence, whether we are talking about the student learning a foreign language or the child learning its first language.”

Such a limited and limiting view of communicative competence evidently came into conflict with a growing body of work done in the tradition of error analysis, in particular on what is referred to as the second language learner’s “interlanguage” (Selinker, 1972, 1992; Corder, 1981; Kasper & Blum-Kulka, 1993). Drawing on Weinreich’s groundbreaking study on languages in contact (1953), the defenders of the interlanguage hypothesis and its variants argued that learners do construct their own makeshift grammars whose distinctive characteristics include a tendency toward fossilization (when learners stop progressing after having reached a reasonable degree of proficiency in the target language) and overgeneralization of rules. As noted early on by Candlin (1974, p. viii), results from research done in error analysis and on interlanguage “raise issues of validity of the competence/performance distinction.” In other words, there was a growing awareness in some quarters that what was urgently needed was not simply to build on a view of language already in place (namely, the generativist conception of language, centered on the knowledge of
language as possessed by an ideal speaker), hoping to make it suit the requirements of practical issues such as second language learning and teaching, but to look for ways of breaking new ground, untrammeled by theories that, for all their prestige and penetration, only seemed to stand in the way. In the eyes of many, the need of the hour was a complete overhaul of the theoretical apparatus used so far, not a partial repair or superficial refurbishing.

But the apologists of the theory-first approach to AL – the approach centered on the key belief that applied fields such as AL depended on the prior availability of ready-made theories that were themselves formulated with no concern for their possible application – still managed to hold on to their ground by strategically conceding that such practical matters as language teaching were in general far too complex and multifaceted to be handled by any one theory or, for that matter, any one field of inquiry. Once admitted, such a claim would allow for the possibility that a theory of SLA could still be claimed to be valid and perfectly in order as it is only useful for purposes of language teaching and other practical matters to the extent its lessons are used in conjunction with results from other fields of inquiry (to wit, cognitive science, social psychology, pedagogy, and so forth). Thus it was that, from the 1980s on, more and more researchers in AL were being won over to the idea that theirs was a cross-/multi-/interdisciplinary field.

16.2.4 Coming of age in AL

Initially at least what the claim of interdisciplinarity effectively meant was that AL was from now on to be viewed as a discipline at the meeting point of several other, independently constituted disciplines that did not otherwise communicate to one another. No doubt, the move from a bridge discipline to what now came to be regarded as a crossroads discipline was salutary, inasmuch as it gave expression to a growing perception among AL practitioners that they needed to look to a wider range of disciplines instead of hoping to derive all the theoretical sustenance from theoretical linguistics alone.

Although not many scholars seem to have realized it, there was some irony in the fact that talk of interdisciplinarity, in part at least as a way of getting AL out of its exclusive subservience to its parent discipline, was still in large measure encouraged by developments within mainstream linguistics itself, as well as such kindred areas as cognitive psychology. By the early 1980s, the thesis of modularity of mind, already anticipated in some of Chomsky’s earlier writings, had become part of the received wisdom in linguistics, especially within the generative paradigm (Fodor, 1983; Chomsky, 1984). Succinctly put, the thesis of modularity is a claim to the effect that our knowledge of language is modular, that is, made up of distinct sub-systems or modules. For a full understanding of how the mind functions, the contribution of every module is absolutely necessary, although none is sufficient on its own. From modularity as a thesis in the philosophy of mind to interdisciplinarity as a claim in the philosophy of AL it was but a small step.
It is because of this somewhat timid and rather conciliatory nature of the thesis of interdisciplinarity that the idea of transdisciplinarity, which replaced it in the 1990s, is philosophically significant in the history of the evolution of AL as an autonomous discipline. We shall look into the full implications of this development in the next section.

16.3 The Status of AL as a Science

16.3.1 The road to autonomy

We have already seen that, in its early stages, AL flourished in the shadow of theoretical or general linguistics. The very name of the burgeoning field, as well as its self-assumed status as a sub-discipline, underscored the prevailing mood among its practitioners that they only stood to gain by association, albeit one of subservience, with their colleagues on the theoretical side of the divide constantly providing them with the theoretical anchorage that they so badly needed lest their own reflections should be seen as going adrift with no principle or sense of direction.

But it is important to point out that even as early as the early 1970s there were some scholars who felt that the relation between AL and its parent discipline should not be thought of in such straightforward or totally unproblematic terms. Wilkins went as far as conceding that “[f]or the teacher’s practical purposes there may not be much in a linguist’s description that he did not already know” and “[w]hat seems good linguistics might turn out to be bad psychology” (Wilkins, 1972, pp. 3, 216). But he stopped short of dismissing the usefulness of linguistics to the language teacher. Thus, the last two sentences of his book read as follows: “It is possible that linguistics is not even one of the most important elements in the preparation of a language teacher. The value of linguistics is that, by increasing his awareness of language, it makes him more competent and therefore a better language teacher” (Wilkins, 1972, p. 229).

“Linguistics,” wrote Widdowson (1979, p. 215), “stands in need of interpretation,” proceeding to explain his claim saying “linguistics . . . requires the mediation of an interpreter for its potential usefulness to language teacher to be realized” (p. 217). In Widdowson’s view, the process by which such mediation was to be achieved was “one of adaptation” which would consist in “the selection of insights from the whole range of theoretical and descriptive studies of language, stripping them of their formal integuments where these are cumbersome” (p. 217). In other words, AL was to be, from now on, viewed as essentially a “bridge” or “link” discipline, serving as an intermediary between linguists and language teachers (and all others working at the applied end of the chain).

What these and several other remarks by the leading applied linguists of that period reveal is that a certain consensus was beginning to emerge among scholars with regard to the importance and relevance of theoretical linguistics.
to those who work in AL. In the words of Brumfit (1980, p. 161): “if AL were to be considered *merely* the application of linguistics to anything to which it could be applied, then it would be no more than a mirror for linguists to peer into – for the only issues which linguists can confront are linguistic issues, not applied ones.” There was a general perception that insights borrowed from the parent discipline did not on their own guarantee success in the SL classroom. Some empirical studies such as an ambitious survey referred to in the literature as the “Pennsylvania Project,” designed to test the efficacy of teaching methods inspired by work in theoretical linguistics, turned out exactly the opposite results, to the utter dismay and disappointment of the researchers involved (Diller, 1971). While, no doubt, scholars were cautious enough not to jump to precipitate conclusions, these studies did help fuel the already growing suspicion that uncritical transfer of insights from theoretical linguistics to applied domains such as language teaching could no longer be justified.

Yet the earliest reactions from scholars in AL were rather timid and betrayed a somewhat ambivalent attitude toward the parent discipline. Most were reluctant to announce anything like a total break with linguistics. But they also felt that it was no longer possible to tie the fortunes of AL to the whims and fancies of those who did “pure” research and the new models of grammatical analysis they came up with every once in a while. Spolsky (1970, p. 145) expressed the prevailing mood when he suggested that the term AL itself was partly to blame: ‘The term ‘applied linguistics’ is not particularly a happy one: in one way, it is too broad, failing to suggest what linguistics is applied to; in another, it suggests a level of practicality that lacks the dignity of ‘pure linguistics’.” Although Spolsky himself did not plead for a break with linguistics, which he felt had a lot to contribute to AL, he did suggest “educational linguistics” as an alternative designation for the field (Spolsky, 1978). To judge by its continued acceptance by others over the following several years (cf. Stubbs, 1986; van Lier, 1994), the term did enjoy a fairly respectable lease of life. In van Lier’s words “the linguistics in AL has veered off in the direction of theory (in a sense, therefore, has left AL), leaving pedagogy to cope with the practical side of things” (van Lier, 1994, p. 203). But, if the original term was too broad, as Spolsky alleged, one might equally well object that its substitute is too narrow and excludes a number of other areas – to wit, translation, lexicography, bi- (or multi-) lingualism, speech pathology, forensic analysis of texts, literacy, language planning, language teacher education, and so forth – which one would want to see under the rubric of AL.

Be that as it may, the time was now ripe for AL researchers to declare the autonomy of their discipline. As Edge (1989, p. 407) put it: “As far as English language teaching is concerned, AL may be seen to have grown out of a desire to liberate language teaching from an intellectual subservience to linguistics.” That such a decisive move did send some alarm signals to many scholars in mainstream linguistics is evidenced by early admonitions from researchers like Newmeyer (1982) who urged that AL still had a lot to gain from linguistics, its principal if not sole feeder discipline until then.
16.3.2 Signs of maturity

From the perspective of philosophy of science, what the declaration of AL’s autonomy meant was that researchers recognized the need to turn to disciplines such as sociology, anthropology, education, cognitive science, and so forth in addition to linguistics in order to formulate their own theoretical frameworks suited to their applied goals. In other words, AL was slowly being transformed into an interdisciplinary field, which was no longer exclusively tied to developments in theoretical linguistics. This was indeed a far cry from an earlier attitude best summed up in Corder’s famous dictum: “The applied linguist is a consumer, or user, not a producer, of theories” (1973, p. 10). However, there were skeptics too who saw in the new development a claim to the effect that “language teachers should not rely on linguistics to inform its practice” (Flynn, 1991) – which it by no means was. It is noteworthy that even nearly a decade after talk of interdisciplinarity had become common currency in AL, Phillipson (1992, p. 256) could still complain: “AL drew heavily on linguistics, and only lightly on education, cultural theory, sociology, international relations etc. This still appears to be the case.”

The 1990s were however marked by a growing awareness of the need to conceive of AL as a transdisciplinary field of inquiry. This meant traversing (and, if it comes to the push, transgressing) conventional disciplinary boundaries in order to develop a brand new research agenda which, while freely drawing on a wide variety of disciplines, would obstinately seek to remain subaltern to none. The move from interdisciplinarity to transdisciplinarity highlights, in addition, a growing awareness on the part of AL practitioners that it was not enough to look for inspiration in a number of neighboring disciplines. The challenge to AL, as Fairclough (1997, p. 4) put it, “is to reshape its tradition in engaging with and trying to ‘operationalize’ new thinking about language – including post-structuralist and postmodernist thinking – in new ways of analyzing language” (emphasis added).

Rampton (1995, p. 233) has observed that there is a clearly discernible tendency in AL, especially in Great Britain, to move away from the influence of linguistics, pedagogy, and psychology to areas such as sociology, anthropology, media studies, and so forth as the source of inspiration and fresh ideas. Writing specifically about the teaching of English as an international language, McKay (2002, p. 128) emphasizes the need for being “culturally sensitive to the diversity of contexts in which English is taught and used.” Rampton’s sharp criticism of the notion of native speakerhood and its implications for teaching English as a foreign language (Rampton, 1990) and Cook’s idea of “multi-competent language users” (Cook, 1999) give us a clue as to how far scholars are willing to go after relinquishing wisdom inherited from mainstream theoretical linguistics in order to attend to the new realities that have come into existence as a result of large-scale migratory movements across the globe and the resultant cultural intermixing currently taking place at an
unprecedented level. If these developments are any clear indication, one could hazard the guess that AL is on the verge of a major paradigm shift in the sense of Kuhn (1962).

16.3.3 Neo-empiricist turn

From the perspective of philosophy of science, there can be little doubt that AL is currently going through some radical changes. Worth special mention in this regard is the emergence of corpus linguistics. Interested in looking at the use of language in real-life situations and arriving at inductive generalizations concerning tendencies in progress, corpus linguistics may be seen as a fine example of the empiricism that has been the hallmark of British thought. Small wonder, therefore, that it is in Great Britain that corpus linguistics is today most robustly consolidated as a research program with significant results already made available to the scholarly community and promises of more in the pipeline (Aimer & Altenberg, 1991; McEnery & Wilson, 1996; Biber, Conrad, & Reppen, 1998).

What corpus linguistics produces are snapshots of language in a constant process of evolution. Rather than purport to capture the putative “essence” of, say, word meanings, its findings point to statistical tendencies of collocation, colligation, and so on, which are subject to constant change and are thus by definition unstable. In lexicography, which is one area that stands to benefit directly from work done in corpus linguistics, this new development has meant a corresponding diminution of the importance of lexicology understood as a branch of intensional lexical semantics (semantics of word meanings explicated in terms of language-internal relations). The thoroughly applied nature of lexicography was highlighted by Hartmann (1981, p. 297) when he affirmed “that lexicography is linguistics applied hardly needs debating, but we should try to argue and possibly agree on what kind of linguistic (and non-linguistic) knowledge the dictionary compiler draws and what purpose he hopes to serve.”

Corpus linguistics entails an entirely new approach not only to lexicography (Sinclair, 1987), but to every other realm of practical concern to which its findings are applied. It is true of even grammar, considered the pièce de résistance of modern linguistics ever since the Chomskyan revolution (Sinclair, 1990). An early breakthrough was signaled by the publication of the landmark book *A Comprehensive Grammar of the English Language* (Quirk et al., 1985), based on a corpus of data manually assembled by a team of experts under the pioneering leadership of Sir Randolph Quirk from 1953 on.

It is important to register that the history of corpus linguistics provides some crucial evidence as to how advances in theoretical linguistics have not always necessarily been salutary to developments in AL. For, if anything, the advent of generative linguistics in the late 1950s actually put a damper on work in corpus linguistics, whose practitioners could only go full steam ahead with their project after it had become clear that the Chomskyan
paradigm was itself of limited relevance as far as practical affairs involving language (such as language teaching) were concerned and also after computer technology had become sophisticated enough to perform the kind of laborious tasks that needed to be undertaken at a fraction of the time it would otherwise take.

It is interesting at this juncture to recall that, when some two decades ago Strevens (1980) defined AL as “what applied linguists do,” not everyone thought that such a definition went a long way toward explaining what AL was about. According to Evensen (1997, p. 35), the author even “earned considerable ridicule.” What Strevens’ detractors failed to realize was that he was simply being faithful to that long tradition of British empiricism and sober, down-to-earth sense of practicality of which Moore’s gesture (mentioned at the outset of this chapter) of pointing at his bookshelves in response to a request for a definition of philosophy is a fine example. Empiricism in this sense is thoroughly opposed to the “theory-first” attitude that characterizes much of Continental rationalism which in turn harks back to the “definition-first” attitude reflected in the notoriously annoying insistence by the Socrates of Plato’s earlier dialogues that one can be said to know what $x$ is all about just in case one is able to provide a definition for $x$ beforehand.

The neo-empiricist swing in AL today is an unmistakable and, from the looks of it, irreversible trend – at least as far the foreseeable future is concerned. As more and more AL scholars are becoming convinced that the theory-first approach has only stood in the way of real progress in the field, there has been an increasing concern with thinking of new ways to bring theory and practice closer together. As we have already seen, perhaps nowhere else is the interest in practice as a pretext for doing theory more evident than in SLA. This has prompted many applied linguists to demand a thorough rethinking of past attempts to make theory and practice mesh with each other. Thus, in response to the claim made by Gregg (1989, p. 15) that “[t]he ultimate goal of SLA is the development of a theory of SLA” (emphasis added), van Lier (1991, p. 78) contends that such a position in medicine would lead to “statements such as ‘The ultimate goal of AIDS research is the development of a theory of AIDS’ rather than the understanding of the disease and its prevention.” On his part, Gregg (1993) remains unrepentant and continues to insist that without a proper theory of the disease no cure would be forthcoming. On the strength of his conviction that “theoretical linguistics is currently in a stagnation of crisis proportions,” de Beaugrande (1997, p. 279) has argued that the applicability of a theory to actual practice should be one of the criteria to be used for judging the very validity of that theory. Evensen (1997, p. 39) points to “a fundamental dialectic between applied and basic research which still remains to be properly understood.” Among recent attempts to address the issue is that of Davies (1989) who makes a convincing case for foregrounding reflective personal experience while “doing being applied linguists.”
16.4 Some Philosophical Issues Arising from AL

16.4.1 The ethical question

Of particular significance in the recent history of AL is the growing interest among scholars in the ethical implications of work done in the field. Now, there is a long and respectable tradition in western thought according to which ethical considerations are to be made at the level of practical reasoning, leaving pure theory entirely free from them. It is grounded on the assumption that pure knowledge knows no ethics, which only makes its presence felt when one is dealing with human action and agency. In philosophy, this tradition often asserts itself in the form of an injunction, discussed at some length by David Hume, against attempting to derive moral conclusions (such-and-such ought to be the case) from factual premises (such-and-such is the case) or vice versa. In his *Principia Ethica*, Moore was to condemn the non-observance of the distinction between “facts” and “values” as the naturalistic fallacy. It is hardly surprising therefore that theoretically oriented linguists have typically tended to shy away from the ethical considerations arising out of their work. When asked if there were any possible links between his scientific writings and his political activities, Chomsky (1977, p. 3) categorically denied that there was any “direct connection” between the two.

Given its early self-image as an activity rather than a field of theoretical inquiry (Corder, 1973, p. 10), one would expect that AL is the privileged space for raising ethical issues which it no doubt is. In fact many on the theoretical side of the divide appear to be perfectly happy to leave ethical issues to the care of those concerned with applied matters. But recent research in AL indicates that any such complacency may be misguided. It is increasingly becoming clear that work done in AL can have important implications for mainstream theoretical linguistics. That is to say, theory may have important lessons to learn from practice. Corpus linguistics is a case in point. As Halliday (1993, p. 1) has remarked:

Work based on corpus studies has already begun to modify our thinking about lexis, about patterns in the vocabulary of languages; and it is now beginning to impact on our ideas about grammar. In my view, this impact is likely to be entirely beneficial. Corpus linguistics brings a powerful new resource into our theoretical investigations of language.

The emergence in the last two decades or so of what is variously referred to as “critical linguistics” (Fowler and Kress, 1979; Hodge and Kress, 1979), “linguistic criticism” (Fowler, 1986), “critical language awareness” (Fairclough, 1992), “critical discourse analysis” (Fairclough, 1989, 1995; Cameron et al., 1992) or “critical applied linguistics” (Pennycook, 2001) may be viewed as a major development in this regard inasmuch as it goes against the time-honored tradition of keeping ethical questions at bay while doing science. In fact,
what these scholars have demonstrated is that the very line separating theory and practice is blurred. Today, more and more researchers are actively engaged in critically examining practices that for long seemed exempt from ideological or political connotations. A case in point is language testing. Scholars are increasingly becoming aware of the important consequences of testing on language teaching and learning— the so-called “washback” effect (Davies, 1990). More recently, Shohamy (2001) has made a compelling case for her thesis that tests are not isolated events, nor for that matter events that unproblematically partake of the process of language teaching/learning, but are embedded in wider contexts brimming over with social, political, and ideological meanings.

Central to the critical orientation is the conviction on the part of its advocates that linguistic analysis ought to move beyond the mere discovery of the structural configurations in given texts to uncovering the ideological forces that help maintain those structures and in so doing contribute to correcting historically instituted social injustices and pave the way for the emancipation of those on the seamy side of the social order. To achieve this, critical linguists undertake a thorough ideology critique, for their point of departure is the claim that all texts are shot through with ideological connotations. In this sense, contemporary critical turn in AL is heir to the so-called Critical Theory that became the hallmark of the Institut für Sozialforschung (Institute for Social Research), better known as the Frankfurt School, founded in the wake of World War I. The working motto of critical theorists is summed up in Horkheimer’s celebrated observation that, unlike traditional theory which consisted in “the sum-total of propositions on a subject, the propositions being so linked that a few are basic and the rest derive from there,” critical theory is “the unfolding of a single existential judgment,” namely, “that it need not be so; man can change reality” (Horkheimer, 1972).

The philosophical significance of the critical turn in AL can hardly be overestimated. Following a tradition going back to Kant, Hegel, and Marx, among others, critical theorists are intent on bridging the proverbial gap between theory and practice. Instead of treating the latter as a mere handmaiden to the former, they endeavor to bring the weight of dialectical thinking to bear on the task of coordinating theory and practice. In the context of AL, this has meant rethinking the very relation between linguistic theory and the various practices involving language. There is an emerging consensus that theory with no practical goal is just as worthless as practice devoid of solid theoretical foundation.

Assuming a Foucauldian perspective, Cameron et al. (1992) insist that social science is never neutral or value-free and that, thanks to the inevitable interplay of knowledge and power, social science research helps constitute distinctive “regimes of truth” which in turn help legitimate certain social prejudices and stereotypes by creating classificatory grids like “criminality,” “sexual deviance,” and “teenage motherhood.” In other words, the construction of theories is itself a form of social practice (Cameron, 1994).
Rampton (1997) argues that the key to an appreciation of the critical role of theorists is the recognition of their “situatedness.” In his words, “researchers can’t help being socially located, with biographies and subjectivities that are brought to bear at every stage of the research process, influencing in some form or another the questions they ask and the way they try to find the answers” (p. 11).

16.4.2 The road ahead

There is still a long way to go and many stubborn resistances (cf. Widdowson, 2000) to be overcome. As Corson (1997, p. 167) puts it:

AL began to flourish well before any hermeneutic, critical, or postmodern epistemology had become influential in setting the course for inquiry in the human sciences . . . Although many applied linguists are deeply involved with issues of human emancipation, these interests have been rather muted and have had little abiding impact on AL generally. This is especially true of its central language teaching functions . . . Indeed, just this perception that “language teaching” is its central function, may have distorted the epistemological foundations of AL in general.

Still, if one may hazard a guess, the critical orientation of AL is here to stay. And, from the looks of it, it is now the turn of theoretical linguistics to be influenced by these exciting new developments in the applied domain – thus fulfilling, who knows, what was always already its destiny (Rajagopalan, 1999). No doubt, there are immense challenges ahead, not the least urgent of which is the threat posed by globalization to local cultures and regional and minority languages (Celani, 2000). The following words by Martin (2000, pp. 123–4) may be seen as providing a fitting conclusion to this chapter:

Developing an adaptive framework for AL is one great challenge for a new millennium! The other great challenge, along with keeping their own house in order, is that applied linguists will have the job of resuscitating linguistics as a discipline – one with a more socially responsible role to play in a post-colonial, post-modern world.
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**FURTHER READING**
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As with the first part of this volume, we have organized the 16 chapters in this A-L component of the volume on a cline, this time, in the opposite direction starting from what we have classed as “weak” A-L (i.e., drawing on multiple disciplinary sources often including linguistics; concerned to some extent with practical issues but not ameliorative in its goals) and moving toward “strong” A-L (again transdisciplinary, but concerned little if at all with linguistics and focused predominantly on corrective action or praxis) at the end. Putting both parts of the volume together this can also be viewed as moving from the most linguistic – Chapter 1 – to least linguistic – Chapter 32. There are five sections divided as follows.

Section 7 contains three chapters linked to one another by virtue of their concern with the problem of definition and categorization. These chapters draw together different disciplinary strands to create taxonomies or frameworks which explain phenomena central to work in applied linguistics: the native speaker (in a chapter by Alan Davies), language minorities (by John Edwards), and research methodology (by JD Brown). There would certainly be a case for putting the Edwards and Davies chapters in Section 3 of the L-A bundle, since both explore the connection between speakers and their language, but each of these authors expressly frames his contribution in terms of its applicability to other A-L research efforts.

Davies opens his chapter with the question “How useful is the concept of native speaker to applied linguistics?” and offers definitions of the concept from both sociolinguistic (native speaker as user) and psycholinguistic (native speaker as font of knowledge) perspectives. He draws on these definitions to deconstruct and illuminate discussions of such issues as linguistic imperialism, the status of world Englishes and their speakers, and the validity of non-native models as standards for English teaching, arguing that all of them boil down to the question of identity, or that sense of self which “is closely associated with the power that being a native speaker gives.” Disagreement about these issues stems, in his view, from different interpretations of the native
speaker concept which functions as both “metaphor and embodiment of the language-parole and of the competence-performance distinctions.”

Any investigation of minority groups and languages is, as John Edwards points out, a central theme for a number of disciplines – he includes sociology, political science, and social philosophy on his list. All are concerned with what constitutes groupness, with notions of pluralism, and with the problems posed by inter- and intragroup tensions. Edwards, like Davies, links the A-L study of minority groups to issues of identity which, he argues, are at the heart of any investigation concerned with the social life of language. He sees language minorities as a special case of the social, worthy of attention because of their fragility, but also because their group dynamics offer information which is generalizable to the larger applied linguistic enterprise. His chapter deals at the outset with issues of definition and categorization, highlighting the importance of both geographical and temporal dimensions as well as structural relations in making distinctions between majority/minority and indigenous/immigrant groups. Edwards offers his tentative typology of minority language situations not as an explanatory model of social behavior, as would a linguist concerned with building a theory, but as a kind of checklist which other researchers can use to locate their particular activities within a broader research context.

JD Brown has in common with the previous two authors his desire to impose some kind of external order on a very broad field of enquiry. Research in A-L, as he defines it, is united only by a common interest in language related problems and comprises an extraordinarily diverse range of investigations embracing multiple methods of enquiry. What this chapter does is to sketch the parameters of this diversity, with the aim of assisting applied linguists to locate their endeavors at one or other point on the various continua he identifies (quantitative/qualitative, interventionist/non-interventionist and so on) and to ensure optimum fit between the approach they adopt and the relevant institutional context. In the absence of any unity of approach (of the kind that one might find in certain areas of L-A), what becomes important is a set of standards or principles against which this highly amorphous field can be held accountable. Ethics, he says, “is an area where all research methods and techniques come together and tend to agree.”

The four chapters in Section 8 (by Littlewood, Ellis, Barkhuizen, and Williams respectively) share a common concern with language learning, although in the case of Williams’ chapter on literacy studies, the process of learning to read and write is only one of a range of issues he engages with. The considerable weight given in this volume to language learning (and even more so to language teaching – see Section 9) was dictated by its status as one of the most central and commonly investigated issues or “problems” in applied linguistics. Language learning is here located toward the weak end of the A-L continuum, both because it continues to rely at least partly on linguistic description and because it does not necessarily involve institutional intervention.

William Littlewood’s chapter frames second language learning in practical terms: his fundamental purpose is to explain the phenomenon in the interests
of improving the learning outcomes and, where relevant, enhancing the effectiveness of teaching. Explanations of language learning, as Littlewood points out, range widely, some invoking general learning principles derived from educational psychology and sociology and others focusing on language itself. Littlewood sketches some of the major processes involved in acquisition (transference, generalization, simplification, and imitation) and some typical developmental sequences. In addition, alongside these linguistically-oriented accounts, he looks more globally at a number of cognitive and contextually based models or theories which attempt to explain the task confronting the learner.

The chapter by Rod Ellis, Individual Differences in Language Learning, reviews research into learner-related variables – both cognitive and affective – that help explain why second language learning proceeds in very different ways, at varying rates, and with different degrees of success from one learner to another. Again, the starting point is the language problem: the variability of language learning attainment. Ellis reminds us that the driving force behind early research efforts in this area was the need to select (via measures of aptitude, motivation, and the like) those learners most likely to benefit from language instruction. Educational ideology has now changed and, as he notes, the impetus for current individual difference research is more often the need to choose the best instructional approach for the learner, rather than the reverse – hence the current proliferation of studies on individual learner strategies and styles. Ellis is also interested in whether individual differences are amenable to change, posing practical questions such as “How successful are pedagogic interventions directed at training learners to use specific strategies?” Here we see evidence of the quintessentially A-L concern with intervention. In this sense Ellis sets himself apart from second language acquisition researchers in the L-A tradition (e.g., see Birdsong in Part I). He is nevertheless aware that adequate explanations of the rate and success of learning rely on theory. His vision for individual difference research is an ambitious one, involving the building of an overarching model which accounts for the relative contributions of acquisitional processes, opportunities for learning, abilities, strategies, cognitions, and consciousness in an individual’s learning, while at the same time accepting that language learning is always situated and that these factors will configure differently for different learning tasks and in different settings.

This yearning for an all embracing model of SLA is also implicit in the chapter by Gary Barkhuizen, although one may surmise that he would give more weight to the social in such a model than would Ellis. His Social Influences on Language Learning offers “a broad overview of the many dialogues which have tried to explain how language learning and the social context in which it takes place relate to each other,” again with the express A-L type aim of improving the efficiency of learning. He touches on various dimensions of the social (e.g., age, social class, ethnicity, and gender) and reviews models of language learning (e.g., Schuman’s acculturation theory,
Giles’ intergroup model, and Norton’s social identity model) which emphasize the complex interactions between learners and their social environment. Barkhuizen’s discussion of contextual influences and constraints incorporates language education and language-in-education policies, with particular reference to current efforts in South Africa to redress past linguistic imbalances by actively promoting the learning and use of African languages. His interest in educational intervention takes him beyond the realms of SLA as traditionally conceived and puts him squarely within the realm of A-L.

What is notable in the more socially embedded approaches to language learning of the kind described in Barkhuizen’ chapter is the marginal role they accord to linguistics as a feeder discipline. This is nowhere more true than in the case of recent literacy research, dealt with in the review of literacy studies prepared by Eddie Williams. Although Williams, as already noted, concentrates mainly on mainstream cognitive approaches to the study of literacy which do concern themselves with the language system, he gives some space is his chapter to the work of Street and his followers and to their distinction between “autonomous” and “ideological’ research traditions. The latter, which views literacy as a social practice, eschews the study of the component skills or processes involved in reading and writing, dismissing such research as narrowly focused, decontextualized, and apolitical. Discussions of pedagogy amongst literacy researchers in the ideological tradition tend to deemphasize the skills of decoding, focusing mainly on mastery of the discourse conventions of powerful genres along with the ability to contest and critique these conventions. Williams, while conceding that there is merit in such approaches, argues that there is a continuing and important role for the “autonomous literacy” model in language teaching “in the sense that if one cannot read, then one cannot read anything” whether critically or otherwise.

Section 9 deals more explicitly with issues of pedagogy than Section 8 and hence moves a little closer to the strong end of the A-L continuum since the issue under investigation is what is done with/for/to learners, rather than how learning unfolds. This section includes a discussion of fashions in language teaching methodology by Bob Adamson, of computer-assisted language learning” (CALL) by Paul Gruba, of language teacher education by Richard Johnstone, of LSP (Languages for Specific Purposes) by Helen Basturkmen and Catherine Elder, and of bilingual education by Heather Lotherington. CALL is included with teaching rather than learning because the introduction of technology as a teaching tool can be said to turn learning into a form of instruction. The focus of the LSP chapter is also on delivery, both in classrooms and test situations, and hence fits better here than with other work in L-A (such as LANGUAGE AND THE LAW) which we noted was oriented more toward language description than intervention.

Discussion of developments in language teaching methodologies are often cast as evolutionary, moving from early misguided attempts involving grammar-translation toward more sophisticated approaches which aim to produce autonomous learners able to use language effectively in a range of
communicative contexts. Adamson's chapter on Fashions in Language Teaching Methodology is skeptical, making the point (also mentioned by Rajagopalan in Part I) that the advent of different methods is often a matter of historical accident rather than intelligent design, and stems from the ideologies and imperatives which arise in different social contexts. His outline of the history of English language teaching approaches in China makes this point very clearly. Adamson's strongly relativist view of methodology and his attempt to give coherence to the field by offering flexible guidelines rather than a one-size-fits-all recipe, is akin to Brown's proposal (above) that ethical guidelines or standards be used as a means of unifying the highly disparate repertoire of research methods within A-L.

The objective of CALL, as characterized in Gruba's chapter, is again one of amelioration: to enhance language learning and teaching using computerized means. To do so CALL draws insights selectively from a range of disciplines including psychology, artificial intelligence, computational linguistics, instructional technology and human–computer interaction. Gruba's discussion of CALL encompasses four key areas: the role of computers, students, teachers, and researchers. Theories and approaches to CALL, according to Gruba, tend to follow on the heels of those in language teaching (moving from structuralism and behaviorist inspired models toward more holistic, communicative, and socially-embedded approaches). Again, however, these developments are constrained by context, perhaps even more so than is the case with teaching methodology, because the implementation of CALL relies utterly on access to technology. Gruba notes that, despite the proliferation of CALL activity within the language teaching profession, thus far there have been few attempts to evaluate CALL achievements or indeed to critique the ideological underpinnings of the CALL enterprise.

Language teacher education (LTE) is an obvious example of A-L as practical intervention, in this case by teacher educators (sometimes in collaboration with teacher practitioners and language researchers) to further the goals of successful language teaching and learning. Johnstone, like Adamson, stresses that LTE is necessarily constrained by and responsive to local conditions, supporting this contention with examples from a variety of European contexts. There are two problems which LTE must address: namely, the what (of the LTE curriculum) and the how (of delivery). After sketching the areas of knowledge and competence teachers might be expected to master in the process of becoming professional, Johnstone outlines the factors likely to influence the provision of these inputs (international support, teacher supply, access to professional contact, working conditions). He goes on to discuss issues of ideology and process (teacher beliefs, novice–expert interactions, links between LTE and SLA research), highlighting the problematic relationship between knowing/reflecting and doing and the role of LTE in mediating this divide.

The instrumental orientation of A-L appears in high relief in Basturkmen and Elder's chapter The Practice of LSP. The activity of LSP, as they have construed it, is motivated by the need to teach and test language efficiently
and in a way which fits as closely as possible with the needs of the students or test-takers in the academic or professional contexts in which they are required to operate. Working out what language skills are required of students or teachers or tour guides or doctors and then teaching or testing those skills is reliant to some extent on prior linguistic descriptions or characterizations of the relevant genres (of the kind referred to in some of the L-A chapters in this volume). But the A-L challenge is not only to identify the critical features of communication in the relevant domain, it is also to reconstruct them in the form of classroom or test tasks which are subject to their own sets of contextual constraints. This bridging process is sometimes fraught with difficulty, as the authors acknowledge, pointing to problems in determining and prioritizing needs, in achieving appropriate levels of task authenticity, and getting the right balance between specificity and generality. While the LSP enterprise has been dismissed by some as overly pragmatic, the authors argue that the practice of LSP invites reflection about the value of considering language skills separately from other equally important aspects of professional or academic communication, thereby contributing to theories of language in use.

The issue of language as object versus language as medium for communication of academic content knowledge is also central to the study of bilingual education, although Lotherington defines bilingual education rather more broadly, as any educational arrangement in which two languages are used instructionally, regardless of whether language is the object or vehicle of instruction. Thus her discussion embraces a vast range of social contexts and institutional arrangements for teaching languages, including limited exposure second language instruction programs for majority learners in primarily monolingual contexts and minority language maintenance programs for indigenous and immigrant groups in language contact situations. One of the key foci of A-L research into bilingual education over the years has been the practical question: does it actually work? But, as Lotherington notes, research findings on this topic are controversial. This is partly due to the ideological nature of the bilingual education debate (also discussed by Lo Bianco – see below), but also to the problem of determining what constitutes success in programs with very different goals and to the difficulty of extrapolating from one institutional context to another, given the multiple variables involved.

Section 10 is concerned with language based institutional arrangements or practices which are more broadly focused than language teaching (although they may also encompass teaching concerns). Chapters included here are those by Anne Pauwels on language maintenance, by Joseph LoBianco on language planning and by Tim McNamara on language testing. Investigation of these practices requires, as always in A-L, an understanding of a range of issues beyond language and draws on different disciplines and modes of enquiry.

Discussions of language maintenance, according to Pauwels, bring together “(sub)disciplines such as sociology, sociology of language, anthropology, in particular anthropological linguistics, social psychology, sociolinguistics,
contact linguistics and applied linguistics as well as others such as (linguistic) demography and political science.” Pauwels takes what she identifies as an A-L stance in her treatment of this topic, considering the question of how and why languages are or are not maintained and what action can be taken to foster maintenance in situations where they are endangered. (Such actions may involve individual strategies such as the application of the “one parent one language” principle for raising children in the home, or institutional intervention to introduce the language as medium of instruction for compulsory education.)

One might ask how language maintenance, as characterized by Pauwels, differs from language attrition, which we have classified as L-A and which is in some sense the mirror image of maintenance/revival. One answer would be that attrition studies are less likely to be concerned with corrective action and more likely to focus on the linguistic code rather than non-linguistic factors. Linguistics, writes Lo Bianco, because of its choice to “reify language as a subject of analysis within the formal conceptual apparatus of autonomous linguistic science, is an inadequate basis for characterizing a discipline involving action for intervention”. Lo Bianco is here talking about language planning, which he locates within A-L because it aims beyond understanding or explanation toward what he terms “scholarly legitimation of particular courses of public action.” He critically reviews past and current attempts to define and theorize the discipline and sketches different forms of language planning activity (both current and historical). The diversity of goals and conflicting interests he uncovers in his analysis of language planning efforts and the constraining and shaping effects of context lead him to question the feasibility of a “unified ethics of practice”. He nevertheless sees the need for reconceptualizing and revitalizing this ever-expanding field. He proposes that language planning frameworks should add new conceptual models to their repertoire, including critical and political linguistics as well as those areas of enquiry that deal with the professional identity formation of the actors engaged in the process of planning and with the discourses whereby language planning problems are formulated and resolved.

Language testing, dealt with in the chapter by McNamara, is generally agreed to be at the “strong” end of the A-L continuum because the impetus for its activity is typically practical – tests offer an efficient means of solving institutional imperatives such as the need to select suitably proficient foreign students to enrol in English-medium universities or to evaluate the effectiveness of particular language policies or approaches to language teaching. Language testers also draw on various disciplinary sources (for example psycholinguistics, discourse analysis, educational measurement) in deciding how to elicit and measure the relevant language abilities and in their efforts at validation. Current models of test validation, as McNamara indicates, require testers to adduce multiple sources of evidence and argument to support score inferences, paying due attention to the values and ideologies underpinning test constructs and to the consequences of test use. The process of validation is thus the tester’s
means of “scholarly legitimization of particular courses of public action,” as LoBianco puts it (see above). The tendency of these stronger forms of A-L is to theorize the very process of doing.

However, as with many of the other A-L topics in this volume, the focus is not merely practical, and cross-disciplinary links are bidirectional. McNamara declares that language tests also play a critical role in operationalizing and inviting reflection on theoretical models (or constructs) of language ability, thereby informing the research areas from which these models are drawn (a point also raised in the chapter on LSP).

Section 11 contains a single chapter, Critical Applied Linguistics, by Alastair Pennycook, which could be seen as performing a similar function to the philosophy chapter at the end of Part I, in that it stands back and reflects on the meaning and purpose of A-L activity.

Pennycook gives examples of significant work in an emergent area which he claims is “pushing forward the intellectual and empirical boundaries of the discipline.” Amongst the domains he considers are critical discourse analysis and critical literacy, critical approaches to translation, language education and language testing, language planning and language and literacy in workplace settings. The themes identified as central include poverty, racism, gender difference, and inequality. The role of critical applied linguistics, as he puts it, is to “make applied linguistics matter” and he makes no bones about declaring linguistics as irrelevant to this goal. The intellectual underpinnings of critical applied linguistics are also discussed and what it means to be critical defined in opposition to liberal humanist and neo-Marxist formulations. Pennycook concludes his chapter with a biting rebuttal of attacks on critical applied linguistics mounted by his critics.

The very existence of a transgressive critical applied linguistics which attacks the foundations and goals of applied linguistics is perhaps a sign that applied linguistics is a discipline which has come of age. It has matured to a point where it has spawned an enfant terrible who bites the hand that has fed it. Critical applied linguistics both sets itself in opposition to applied linguistics, seeing any normative discipline as complicit in perpetuating unequal relations of power, and spurns the very notion of discipline as unifying force, defining itself as anti-disciplinary. Pennycook’s characterization of the critical applied linguistics agenda is ameliorative, but not in the traditional A-L sense of attempting to reflect upon, intervene in, and where possible remedy particular language problems. Critical applied linguistics aims to uncover the ideological forces and discoursal practices which underlie the very formulation of language problems and defines itself as socially transformative in a more radical and far-reaching sense. Quite how this social transformation will take place remains unclear since Pennycook’s characterization of this emergent field shies away from any attempt to formulate a modus operandi, arguing the case for what he terms “movable praxis,” which evolves and reshapess itself in response to the multiple contexts in which it operates.
17 The Native Speaker in Applied Linguistics

ALAN DAVIES

17.1 Introduction

In this chapter, I discuss the role of the native speaker in applied linguistics and set out the different interpretations of the concept. I begin with the issue of the native speaker as identity; then I consider various definitions of the concept. I then examine the relation between the native speaker and the non-native speaker and raise the question of whether a second or foreign language learner who starts learning after puberty can become a native speaker of the target language. This brings us back to the issue of identity: I consider four ways of coping with the issue of loss of identity as a native speaker. I conclude that the native speaker concept remains ambiguous, necessarily so, since it is both myth and reality.

17.2 Native Speaker as Identity

The concept of native speaker occupies a curious position in applied linguistics. On the one hand it is widely used as a benchmark for knowledge of a language (and as such attracts opposition because it excludes those who are not native speakers), and as a criterion for employment; on the other hand a definition of the native speaker is elusive. How useful is the concept of native speaker to applied linguistics? That is the theme of this chapter.

Ferguson comments: “Linguists . . . have long given a special place to the native speaker as the only true and reliable source of language data” (Ferguson, 1983, p. vii). He continues:

much of the world’s verbal communication takes place by means of languages which are not the users’ mother tongue, but their second, third or nth language, acquired one way or another and used when appropriate. This kind of language use merits the attention of linguists as much as do the more traditional objects of their research. (p. vii)
This is a plea from sociolinguistics. But is Ferguson right to conclude as follows: “In fact the whole mystique of native speaker and mother tongue should preferably be quietly dropped from the linguist’s set of professional myths about language” (p. vii). As my discussion shows, there is no doubt about the myth-like properties of the native speaker idea. The question remains, however, of whether it is also a reality. I attempt to answer that question.

Theoretically, as we shall see, the native speaker concept is rich in ambiguity. It raises, quite centrally, the issue of the relation between the particular and the universal. Chomsky, as a protagonist of the universalist position, conveys to Paikeday’s questioning approach about the status of the native speaker (Paikeday, 1985) the strongest possible sense of the genetic determinants of speech acquisition which, as he sees it, must mean that to be human is to be a native speaker.

What Chomsky does is to equate language development with other normal human development, finding no value in questions about developmental states or stages which he regards as contingent and essentially of no theoretical interest. In the same vein Chomsky finds distinctions between synchronic states of language or languages and dialects uninteresting, “the question of what are the ‘languages’ or ‘dialects’ attained, and what is the difference between ‘native’ and ‘non-native’ is just pointless” (Chomsky quoted in Paikeday, 1985, p. 57). Chomsky’s whole argument depends on a rationalist opposition to “incorrect metaphysical assumptions: in particular the assumption that among the things in the world there are languages or dialects, and that individuals come to acquire them” (Paikeday, 1985, p. 49). This is the argument from psycholinguistics (or cognitive linguistics).

And so Chomsky must conclude that “everyone is a Native Speaker of the particular language states that the person has ‘grown’ in his/her mind/brain.” In the real world, that is all there is to say” (p. 58). Chomsky’s view is uninfluenced by any social factor or contextual constraint. Variety and context, he seems to argue, are trivial. This is a thoroughgoing unitary competence view of language in which language use is contingent and the native speaker is only a realization of that competence at a linguistic and not a language-specific level. For Chomsky, like many theoretical linguists, is not interested in languages: what he studies is language.

For our present purpose, however, we note that Chomsky does in fact acknowledge the real individual, living, as he says, in the real world, whose speech repertoire is multiple. His view may take no account of social or sociolinguistic analysis or parameters, but he is not unaware that the real word consists of complex variation. Our concern in this chapter is to explore the real-world parameters of the native speaker since it is there that applied linguistics has its role.

The native speaker/non-native speaker distinction is hardly as dramatic as the difference between the sexes; and it does not contain the crucial genetic difference. If we accept the model of Universal Grammar (UG), different
languages are the same language (or set of principles) but with different parameter settings. From this point of view it has been maintained that languages differ essentially in terms of vocabulary. I can express the argument as follows. A child draws on UG to construct his/her first language (L1) on the basis of input from parents or other caretakers using their L1. The child is then in time socialized into a standard language (see below). Parameters are set and reset at all points. The same procedure is said to apply to the second language (L2) learner, who first regresses to UG and then adds or exchanges one L1 for another L1 through resetting of parameters.

A child may be a native speaker of more than one language as long as the acquisition process starts early and necessarily prepuberty. After puberty (Felix, 1987), it becomes difficult – not impossible, but very difficult (Birdsong, 1992) – to become a native speaker. Unlike male/female differences, native speaker/non-native speaker differences are not innate but learnt, but the learning is so well imprinted that the “membership” it bestows is real and fixed. What this means is that the concept of the native speaker is not a fiction, but has the reality that “membership,” however informal, always gives. The native speaker is relied on to know what the score is, how things are done, because she/he carries the tradition, is the repository of “the language.” The native speaker is also expected to exhibit normal control especially in fluent connected speech (though in writing only after long schooling), and to have command of expected characteristic strategies of performance and of communication. A native speaker is also expected to “know” another native speaker, in part because of an intuitive feel, like for like, but also in part because of a characteristic systematic set of indicators, linguistic, pragmatic, and paralinguistic, as well as an assumption of shared cultural knowledge.

The native speaker, who remains a learner of new words and new registers (not to mention additional languages) and who is able to balance that role with the proper authority role necessarily attained, can only be a valued resource for others. McCawley (1986) notes the difference between the native and the non-native speaker as learner since the native speaker has to combine being also the authority. Indeed, we might hazard that a non-native speaker can claim that they have achieved the steady state of being a native speaker in the second language when they are prepared to accept the fragility of the knowledge they have so carefully acquired, acknowledging that there is always more to learn. Adulthood as a native speaker is no different from being an adult in any other field.

By remaining a learner, the native speaker gains access to the standard language. Note that it is membership of the group of native speakers that determines behaviour, in this case, adoption of the standard language, rather than the other way round of behaviour determining membership. And it is membership as a native speaker that determines the choice of the code to be used in an encounter, including the standard language.

Such a stress on identity relates this view of the native speaker to the work in social identity theory of Henri Tajfel. His comment on the typical
majority-minority situation is relevant: “minorities are often defined on the basis of criteria originating from, and developed by, the majorities. They are different from something which, itself, need not be clearly defined” (Tajfel, 1981, p. 317). There is a relief in this saving comment that allows us to admit that a failure to define the native speaker may indicate that, like other majorities, native speakers define themselves negatively as not being non-native speakers. To be a native speaker means not being a non-native speaker. Such a conclusion reminds us of the central importance to all discussions of language behaviour of the non-native speaker. Before we consider the non-native speaker, what is it we know about the native speaker?

17.3 Definitions of the Native Speaker

Let us rehearse what seems to be agreed about the native speaker:

- Everyone is a native speaker of his/her own unique code: this allows us to reject as illogical the notion of semilingualism (Martin-Jones & Romaine, 1986).
- Everyone accepts and adheres to the norms of a standard language, either an informal (standard) language, which might be a dialect, or a codified standard (typically called a language). The relation between informal (standard) language(s) and a codified standard is that the codified standard is flexible enough to permit a good deal of tolerance to the informal (standard) language(s), except in situations where for extraneous cultural or political or religious reasons there is norm conflict leading to misunderstandings and refusal to communicate. Examples of informal (standard) languages might be Singapore English and Newfoundland English.
- Those near what Bartsch (1988) called the “point” that is the centre or model of the standard language, are favored and advantaged. They suffer less from insecurity, are less likely to practice hypercorrection, and above all have less of a learning problem in using the standard language for public purposes (for example in education) because their home language use is nearer to the standard language. Meanwhile those near the extremes are disfavored and disadvantaged, they are more likely to feel insecure and to have their version of the standard language stigmatized, as well as to stigmatize it themselves. In public uses (such as education) they have more of a learning problem. It is possible (though this is quite unclear) that they may also have a cognitive problem because they have learnt to think in their own variety of the standard language, a difficulty compounded by possible lack of intelligibility of input by teachers whose standard language may be nearer the point. Nevertheless, this is the situation of social life and of a non-homogeneous community and it is possible, if difficult, for those disadvantaged initially by their own L1 to accumulate and later gain full access to a more central version.
• Native speakers all do indeed have intuitions about their standard language, but in those cases where there is tolerance but flexibility it is likely that their knowledge of and performance in those norms will be shaky. And where they are uncertain they will guess, or admit ignorance, or fall back on some basic UG principle. What this means is that intuitions are learnt not innate: the grammar of the standard language is not built into the head of the child any more than is the grammar of his/her own individual idiolectal version of the standard language.

• All native speakers have access to some kind of language faculty, which may be called UG and which has to operate at a very high level of abstraction. The apparent polar arguments seeking to explain acquisition, whereby the learner moves across from an L1 (some version of the old contrastive analysis model) or regresses to the primary UG state and then moves forward again into an L2, are in a serious sense non-arguments since both must be true. Since the L1 grammar is a version of UG and underlying it is UG, then it is a matter of generative arrangement how I draw the connection between L1 and L2 since UG must occur there somewhere.

The native speaker (and this means all native speakers) may be defined in the following six ways (Davies, 1991, 2003):

1. The native speaker acquires the L1 of which she/he is a native speaker in childhood.
2. The native speaker has intuitions (in terms of acceptability and productiveness) about his/her idiolectal grammar.
3. The native speaker has intuitions about those features of the standard language grammar which are distinct from his/her idiolectal grammar.
4. The native speaker has a unique capacity to produce fluent spontaneous discourse, which exhibits pauses mainly at clause boundaries (the “one clause at a time” facility) and which is facilitated by a huge memory stock of complete lexical items (Pawley & Syder, 1983). In both production and comprehension the native speaker exhibits a wide range of communicative competence.
5. The native speaker has a unique capacity to write creatively (and this includes, of course, literature at all levels from jokes to epics, metaphor to novels.
6. The native speaker has a unique capacity to interpret and translate into the L1 of which she/he is a native speaker. Disagreements about the deployment of an individual’s capacity are likely to stem from a dispute about the standard or (standard) language.

17.4 Native Speaker or Native Speaker-Like?

To what extent can the L2 learner become a target language native speaker? We will consider this question in relation to L2 learners in general. Let us again consider the six criteria in section 17.3 above:
1 Childhood acquisition  No, the second language learner does not acquire the target language in early childhood. If she/he does, then she/he is a native speaker of both L1 and the target language (TL), or in her/his case of L1x and L1y; that is, she/he is a bilingual native speaker.

2 Intuitions about idiolectal grammar  Yes, it must be possible, with sufficient contact and practice, for the second language learner to gain access to intuitions about his/her own idiolectal grammar of the target language (although, as I will show, this makes an important assumption about criterion 1, childhood acquisition).

3 Intuitions about the standard language grammar  Yes again, with sufficient contact and practice the second language learner can gain access to the standard grammar of the target language. Indeed in many formal learning situations it is exactly through exposure to a target language standard grammar that the target language idiolectal grammar would emerge, the reverse of L1 development.

4 Discourse and pragmatic control  In practice it is very difficult for a non-native speaker to gain the discourse and pragmatic control of a native speaker; difficult but not impossible in special cases.

5 Creative performance  Yes again, with practice it must be possible for a second language learner to become an accepted creative artist in the target language. Among writers, there are of course well-known examples of such cases – Conrad, Becket, Senghor, Narayan. There is also the interesting problem of the acceptability to the L1 community of the second language learner’s creative writing; this is an attitudinal issue, but so too is the question of the acceptability to the same community of a creative writer writing not in the standard language but in a non-codified (standard) language, e.g., Scots. Equally in doubt is the acceptability of a standard variety of a language to readers from other standard varieties: too American or too Australian, a Brit might say; and, of course, the reverse.

6 Interpreting and translating  Yes again, this must be possible although international organizations generally require that interpreters should interpret into their L1. (It remains, of course, unclear what judgments are made of an applicant for an interpreter’s post; no doubt proficiency tests are carried out, but it might be difficult to deny the claim of an applicant that she/he is a native speaker.)

All except (1) are contingent issues. In that way the question: Can a second language learner become a native speaker of a target language? reduces to: Is it necessary to acquire a code in early childhood in order to be a native speaker of that code? Now the answer to that question, and this is where the circularity lies, is to ask a further question: What is it that the child acquires in acquiring his/her L1? But I have already answered that question in my criteria (2)–(6) above, and so the question again becomes a contingent one.

We need in (2) and (3) above to ensure a cultural dimension since the child L1 acquirer has access to the resources of the culture attached to the language
and particularly to those learnt and encoded or even imprinted early. The post-puberty second language learner does not have this experience, which puts a question mark against my assertion about gaining access to intuitions about the idiolectal grammar if those intuitions lack a childhood cultural component. Still, having said that, what of sub-cultural differences between, for example, the Scots and the English; of different cultures with the same standard language (for example the Swiss, the Austrians, the West Germans, and the East Germans); or of different cultures with different standard languages (for example the British and the American)? What too of International English and of an isolated L1 in a multilingual setting (for example Indian English)?

Given the interlingual differences and the lack of agreement on norms that certainly occur among such groups it does appear that the post-pubertal second language learner has a difficult but not an impossible task to become a native speaker of a target language which can contain such wide diversities. The answer to the question of whether L2 learners can evolve into native speakers of the target language must therefore be “Yes”: but the practice required, given the model of the child L1 acquirer who for five to six years spends much of his/her time learning language alone, is so great that it is not likely that many post-pubertal second language learners ever become native speakers of their target language. The analogy that occurs to me here is that of music, where it is possible to become a concert performer after a late start but the reality is that few do. The more exact analogy of learning to play the piano as a child and switching to, say, the cello later on is common and is perhaps more relevant.

Coppieters’ empirical investigation (Coppieters, 1987) into the differences between native speakers of French and advanced learners of French in grammatical judgments produced results which indicated a significant difference between the two groups. She concluded that the difference between native speakers and non-native speakers repeats the elaborated/restricted code difference which Bernstein (1971–5) reported and with the same implication. For what holds back the non-native speaker (like the speaker of a restricted code) is the early acquired generalizing capacity.

It is difficult for an adult non-native speaker to become a native speaker of a second language precisely because I define a native speaker as a person who has early acquired the language. However, the limitations imposed by the later acquisition, when it is very successful, are likely to be psycholinguistic rather than sociolinguistic. The adult non-native speaker can acquire the communicative competence of the native speaker; she/he can acquire the confidence necessary to membership. Leaving aside the matter of accentual difference, what is more difficult for the non-native speaker is to gain the speed and the certainty of knowledge relevant to judgments of grammaticality. But as with all questions of boundaries (for the native speaker is a boundary that excludes), there are major language differences among native speakers. Native speakers may be prepared to make judgments quickly about grammaticality but they do not necessarily agree with one another. And so I am left asking to
what extent it matters. If a non-native speaker wishes to pass as a native speaker and is so accepted, then it is surely irrelevant if she/he shows differences on more and more refined tests of grammaticality. That may be of interest psycholinguistically, but for applied linguistic purposes I maintain that it is unimportant.

The differing positions of the psycholinguistic and the sociolinguistic are probably irreconcilable. For the psycholinguist no test is ever sufficient to demonstrate conclusively that native speakers and non-native speakers are distinct: once non-native speakers have been shown to perform as well as native speakers on a test, the cry goes up for yet another test. For the sociolinguist there is always another (more) exceptional learner who will, when found, demonstrate that (exceptional) non-native speakers can be equated to native speakers on ultimate attainment. The problem is that we cannot finally and absolutely distinguish non-native speakers from native speakers except by autobiography. So Cook (1999) is right to make a strong case for the native/non-native speaker distinction being one above all of biography. However, making the cut by biography shows only some problems and hides away the exceptions, the bilinguals, the movers away, the disabled intellectually, the exceptional learners. The fact is that mother tongue is not gender, it is not a given from the womb. It is, classically, social, just as culture is. We cannot distinguish between native speakers and non-native speakers because our premises are inherently flawed, as Hyltenstam and Abrahamsson (2000) point out, since there are different views of what being a native speaker means. They include:

1. native speaker by birth (that is by early childhood exposure),
2. native speaker by virtue of being a native user,
3. native speaker (or native speaker-like) by being an exceptional learner,
4. native speaker through education in the target language medium,
5. native speaker through long residence in the adopted country.

What is at issue is whether claiming to be a native speaker, to “own” the language, requires early childhood exposure. Let us consider this issue of ownership with regard to English.

## 17.5 Losing a Native Speaker Identity

The global expansion of English in the twentieth century has been widely discussed and analyzed (Crystal, 1997; Holborow, 1999; Graddol, 1999). It has been seen in both a favourable and in a critical light. Those who regard the expansion favourably (Fishman, Cooper, & Conrad, 1975; MacArthur, 1999) comment on the empowering role of English, the values of openness it brings, the access it provides both to knowledge and to markets. Those who regard the expansion negatively discuss the hegemonizing of the weak by the strong,
the ways in which English is used by the powerful west and their allies to dominate through globalization, much as they dominate through economic and military means. They also point to the loss of choice, first linguistic, and then, inevitably it is suggested, cultural. What the spread of English does, it is argued (Phillipson, 1992), is to squeeze other languages into less and less central roles, eroding their functions until eventually they are marginalized to the private and the home and finally lost. That, it is suggested, is what is happening in a society such as Singapore where English is now the only school medium of instruction for all Singaporeans. It is what has already happened in Guyana. And this destruction of the local language(s) is not confined to the Third World, to poor countries which do not have the resources at hand to combat the rise of English. It applies equally to the developed world, where it remains for the present possible to operate a language policy of the local language plus English in countries such as Denmark, the Netherlands, Sweden. Such countries are often held up as models of successful language learning and teaching: successful because they succeed in acquiring the foreign language, English, and becoming proficient in it while at the same time not losing their first language, Danish, Swedish, Dutch, and so on. But the picture of easy (and stable) bilingualism in these western countries is queried by observers such as van Els (2000), who take the view that English in these settings could well be the cuckoo in the European nest, meaning that in another couple of generations, these local languages could be in terminal decline. That, of course, is the problem with the argument from function: if language is primarily a matter of functional distinction and adequacy, then once a world language such as English starts to encroach on the local language functions, there is really nothing to stop it from taking over all functions. Except sentiment of course, except the sense of distinctness, except the concern that it is possible to be truly oneself (a Dane, a Swede, a Singaporean) only in the local language or in one of the local languages (Holborow, 1999; wa’ Thiongo, 1986). At the back of such a sentiment is the two-fold awareness of language in personal and in group identity. On one side there is the central role accorded to language as the transmitter and carrier of the sense of self, both inclusiveness to the in-group and exclusiveness to those who are seen to belong to other ethnicities. On the other side is the meaning attached to the local language(s) itself, meaning that derives from its cognitive and psychological importance in the ontogenetic growth of cognition and other aspects of “normal” development. The first of these concerns what you do with language, its sociolinguistics, the second with what language does to you, its psycholinguistics.

Both have to do with the sense of self which is, or seems to be, bound up with the language(s) in which one grew up as a child, one’s first language, mother tongue. The sense of self, one’s personal identity is, on this basis, closely associated with the power that being a native speaker gives. Such power is very hard to attain in any additional acquired language, however successful the acquisition.
And that identity is threatened by the sense of not being valued for one’s self (one’s language is perceived as not good enough), of someone else’s language being presented not just as different (so much is obvious), but as better than yours, and of the pervading feeling that whatever you do you will never achieve “proper” command over the incoming language, that “inferiority complex” of which Medgyes (1994, p. 10) wrote.

One’s personal sense of identity is bound up with one’s language: this is true both for the social aspects – sharing being a native speaker with others (and the opposite, not sharing it with those who do not belong); and the psycholinguistic aspects – mapping one’s way through the basic interpersonal communicative skills (BICS) and cognitive/academic language proficiency (CALP) that are claimed to be necessary to effective cognitive development (Cummins, 1984).

This being so, or rather if this is so, then we would expect the growth of English to be condemned as an aspect of postcolonial imperialism because it erodes the pride of native speakerness appertaining to local languages and never somehow replaces it with the gift (or the attainment) of being a native speaker in the acquired and desired English. Here, the stereotyped attitude of the excolonialists to themselves, native speakers of English, is not dissimilar to the attitude the British took in their colonial heyday: the attitude that allowed the “natives” to remain native, that accorded them large measures of local autonomy (indirect rule) but which took for granted that it was never going to be possible for the colonized to become British.

Underlying many of the remarks by postcolonial apologists is their failure to acknowledge that English in the world at the start of the twenty-first century is a special case, if only because the inferiority complex, to which we have referred, is more likely to be found in relation to a global language such as English than to a language of more limited provenance. This denial of a special status for native speakers of English is surely ideological, belonging to an argument about the role of English in a world filled with new or world Englishes, where most speakers of English are second language learners. In this context there is a political point to be made in comparing the privileged position of the Old Variety of English (OVE) speaker, say of British or American English, and the New Variety of English (NVE) speaker, say of Nigerian or Indian English. Rajagopalan maintains that: “the quest for the pure native is part of a larger agenda that in other epochs manifested itself – and in some quarters still does – as the quest for the pure race” (1997, p. 229). Since there are no “viable and fool-proof criteria for identifying a native” (p. 228), then all that is left is the “myth of nativity” (p. 229).

Are such sentiments specific to English because English is a special case? Or are the sentiments generalizable? Would these critics make the same point about Welsh or Basque or Menomini or Kikuyu? Clearly they are making a political point and an understandable one, given the inequities of the world. It is worth remembering that English is not itself a cause of those inequities, rather, it is a correlative. There are after all countries and societies with high
levels of English (e.g., Kerala) which remain very poor. But that said, if
native speakers’ privilege is controlled, by for example choosing a different
language for schooling, as happened in Malaysia in the 1970s, English still
appears today to enjoy a special status. True, Graddol writes of the “decline
of the native speaker” and asks the “tantalising question: . . . large numbers of
people will learn English as a Foreign Language in the 21st century . . . But
will they continue to look towards the native speaker for authoritative norms

It is this question of authority that worries Greenbaum when he writes of
the inherent instability of a New Variety of English (NVE) and wonders whether
the real question is the acceptance of the national characteristics and their
institutionalization (Greenbaum, 1985).

Where does this leave the postcolonial English speaker, such as the native
speaker/user of Singaporean English? James (1999) maintains that there is
good documentary evidence for the existence of Singapore English, a view
attested to by Gupta (1994). Surely, the answer is that it leaves Singapore
English exactly where it leaves, say, Glasgow English. Singapore is in fact in a
stronger position: it has statehood and therefore is a centralizing force for
language planning and norms. We might speculate on what would be the posi-
tion of English if Scotland became independent. Would there be a deliberate
scotizing of norms? Or would Scotland go the way of Ireland? There, the rich
vein of creative writing in English has never been supported by – or itself
supported – the demand for the development of a Standard Irish English.

True, there has been research into and discussion of Hiberno-English (Harris,
1985), but little sign of different norms for education and publishing and the
media (as in the USA, Australia). Perhaps Ireland – the oldest British colony –
has had enough confidence not to insist on making that difference explicit. Or
perhaps the presence of the Irish Gaelic language has provided a sufficiently
separate identity and taken up the space that a Standard Irish English
movement might have filled.

The theoretical debate about native speakers may be unresolved, but in the
daily practice of language teaching and testing resolution is necessary and
agreement on a model and a goal required. Even so Leung, Harris, and Rampton
(1997, p. 1) argue for flexibility: “Little development of such an expanded
pedagogy is possible without the displacement of conventional notions of the
‘native speaker’ of English (what we here label the ‘idealised native speaker’).”

While this approach makes sense for individuals it is hard to see how it would
lead to a language teaching policy for whole populations. Cook (1999) argues
for the second language (the non-native speaker) model to replace the native
speaker in order to consider the harmful effects of privileging an inappropriate
communication model in countries such as Japan.

What both Rajagopalan (1999) and Canagarajah (1999) helpfully do is to
argue strongly (as Medgyes, 1999, does) for the valorizing of the L2 teacher of
English while at the same time reassuring professional colleagues that in teach-
ing English as a Foreign Language (or indeed English as a Second Language)
they are not acting as instruments of linguistic imperialism. Rajagopalan attacks
the “alarmist thesis that the teaching of English to speakers of other languages
is an outrageous act of aggression” (1999, p. 202). And Canagarajah, a doughty
critic of the power of English in the periphery, makes very clear that scholars
and teachers in the periphery are not dupes, that they are perfectly capable of
operating “subtle forms of resistance to English,” appropriating from it what
they need (1999, p. 3). And he puts a question mark against the absolutist
strategy advocated by the Kenyan writer James Ngugi (Ngugi wa’ Thiongo)
who renounced English as his medium in order to write in his first language,
Kikuyu: “there are many reason why [his] oppositional strategy may be ill
conceived . . . this is not a solution to the ideological challenges, but an escape
from it. (Canagarajah, 1999, p. 177). This is the argument presented by Agnihotri
and Khanna (1997) following their survey of young people in India’s views on
“the space of English in tomorrow’s India” (p. 50). They conclude that English
is indeed an Indian language and needs to be problematized in the Indian
context, that it must be accorded its proper role within the “complementarity”
of the English language (p. 139).

17.6 Four Ways of Coping with Loss

This sense of loss of identity as a native speaker of one’s own language through
domination by English (or, of course, of any other widely spoken language)
attracts four kinds of comment. The first is that of the attack on the cult of the
native speaker, usually as teacher of his/her L1. This reminds us of the Paikday
argument (1985) and is presented typically by those who have suffered from
discrimination on the grounds of themselves not being regarded as native
speakers. The second comes from the special case of so-called world Englishes,
the term used to legitimate the Englishes spoken in the British non-white colonies
(Indian English, Malaysian English, Kenyan English, and so on). The position
taken up here is again one that complains of discrimination against users of
world Englishes by those who are native speakers of metropolitan English
varieties (British English, American English, and so on). The third concern
with identity takes the world English critique further. It presents the linguistic
imperialism argument which states that English (and by implication any world
language) rides roughshod over all local languages with which it comes in
contact and particularly those in the ex-colonies: so now the critique is not just
of the attitude of native speakers of metropolitan English to new Englishes,
but also to all other languages. These three attacks are all on the sociolinguistic
side, claiming that belonging to desired groups is made difficult by the loss of
or denial of native speaker status. The fourth attack takes on the psycholinguistic
argument and concerns the claimed need for all normal development to take
place in the language of the home. It is an argument for the rewarding of first
language importance in child development and therefore may be regarded as
a claim not just for the fact of native speaker status but for its pre-eminence.
Commentators take up very different positions on the issue of native speaker power. But we can, I think, postulate that they separate into those writing from the foreigner perspective and those writing from the “other-native” perspective. The foreigner view is of two kinds, “traditional” and “revisionist.” The traditional view is that native speakers have special advantages but that these advantages are not unfair, just given; and in any case it is possible for non-natives working in professions such as language teaching to gain high levels of proficiency and to use their own learner background to deploy particularly relevant pedagogic skills. Medgyes (1999) provides an excellent summary of this type of view, as do several of the contributors to Braine (1999). They argue that being a non-native-speaking teacher of English is a powerful position to be in.

17.6.1 The traditional foreigner

Medgyes looks for cooperation between native and non-native-speaking teachers “The ideal NEST [native English-speaking teacher] and the ideal non-NEST arrive from different directions but eventually stand quite close to each other” (Medgyes, 1999, p. 74). Or as Kramsch and Lam (in Braine, 1999) make clear from the title of their chapter (“Textual identities: the importance of being non-native”) being a non-native has advantages. This is an appealing view, given the fact that by far the majority of the world’s language teachers are teaching what is to them a foreign language. A supportive view, though not directly concerned with the language of teachers, is found in Mohanan (1998), who takes a very traditional line: “For a given speaker, a non-native system is one that s/he has acquired after the acquisition and stabilisation of some other linguistic system” (p. 50). And he challenges those who argue the issue from the position of righting social justice: “the plea for ‘endonormative’ standards as a means of preventing social injustice contains a logical contradiction. We should be willing to abolish all standards or to accept exonormative standards” (p. 53).

What Mohanan is drawing our attention to here is how even a variety which is subordinate to a distant standard (say Singapore English to British English) has the tendency to assume a dominant normative status with respect to some marginalized speakers (e.g., of Singlish) in Singapore. And Annamalai makes a similar point with regard to the relation between Telugu and Tamil in India and ponders whether bilingual speakers of both may be regarded as native speakers of Tamil: “Nativity . . . is a shifting construct and is correlated with political perceptions” (Annamalai, 1998, p. 154).

Holborow (1999) offers a similar argument from a Marxist perspective. “Often attempts to revive and impose a former national language can be a nationalist cloak under which new rulers’ interests are hidden” (Holborow, 1999, p. 79). The traditional foreigner view is, at bottom, an acceptance of the strong view, that the native speaker is so by virtue of early childhood experience. That is seen to be an inescapable fact and it is pointless to pretend otherwise.
### 17.6.2 The revisionist foreigner

Observing the sense of deprivation of which Medgyes writes, Seidlhofer (2000) takes the bold step of recommending the abandonment of the traditional native speaker model, echoing Kramsch who suggests that it is time to “take our cues not from monolingual native speakers . . . but from the multilingual non-native speakers that constitute the majority of human beings on the planet” (1993, p. 49). The problem with such boldness is that it takes learners into a mapless setting. For indeed the state of mind she describes among non-native speakers of English as a lingua franca is surely one of anomie. Seidlhofer quotes Medgyes on non-native-speaking teachers of English: “We suffer from an inferiority complex caused by glaring defects in our knowledge of English. We are in constant distress as we realize how little we know about the language we are supposed to teach” (Medgyes, 1994, p. 10). (Skeptics among us might wonder how far this lament applies to native speakers also.) But the point Medgyes is making is that native speakers do not need this knowledge in an explicit form, while non-native speakers do because that is their way into the language.

And so Seidlhofer recommends that attention be given to the variety of English used by speakers of English as a Lingua Franca (EliF) communicating with one another. She claims that the appeal to the native speaker as model for all English is not appropriate now that the numbers of EliF speakers far outnumber the English L1 speakers, especially since the L1 model is neither desired by nor relevant to communication between EliF speakers, “it is important to realise that native-speaker language use is just one kind of reality, and not necessarily the relevant one for lingua franca contexts” (Seidlhofer, 2000, p. 54). So it is English as a lingua franca that needs to be investigated and described, now that EliF is spreading “with a great deal of variation but enough stability to be viable for lingua franca communication” (p. 54).

Seidlhofer proposes a research project which works toward “mapping out and exploring the whole spectrum of Englishes across the world” (p. 65). Such a project may be thought timely now that the methodology exists for the compilation of a corpus of English as a lingua franca. Indeed, work on such a corpus (the Vienna EliF corpus) has already begun. The end point of the research is to provide a description of EliF use which “would have potentially huge implications for curriculum design and for reference materials and textbooks.”

It is understandable that Seidlhofer should wish to overturn the native speaker model. “There is” she claims “really no justification for doggedly persisting in referring to an item as ‘an error’ if the vast majority of the world’s L2 English speakers produce and understand it” (p. 65). As she points out, her iconoclasm is widely shared in the linguistic imperialism English postcolonialist literature (Paikeday, 1985; Phillipson, 1992; Medgyes, 1994; Canagarajah, 1999).
17.6.3 The "other native"

The "other native" view is very well represented in both the Braine (1999) and Singh (1998) volumes. A number of the contributors to the Braine volume are involved in teaching English in North America where they have met with prejudice about their lack of native speaker status. And so the prevailing theme of the book is critical, protesting at not being accorded the same status as native speakers. This was, it will be remembered, the complaint of Thomas Paikeday (1985), pointing to his experience of job discrimination. But it is worth noting that such discrimination is typically found in mother tongue English settings. In the great majority of situations where English (or any language) is taught, the teachers are not native speakers, but members of the local community who themselves have acquired the language they teach as a foreign language. What the argument is really about is whether language use in a NVE setting, which involves English and no doubt other languages as well, provides participants with sufficient exposure to English to make them native users and furthermore in so doing gives them everything that the traditional native speaker has acquired in absorbing the language from childhood. Such native users – this is agreed – speak a different variety of English, a NVE, but this is, it is argued, in no way inferior to the variety spoken by those brought up in the UK or in any other setting Kachru (1982) has called the inner circle. And it therefore follows, so the argument runs, that there should be no discrimination (in teaching or in any other occupation) on the grounds of group membership of such NVEs.

This is the argument that Singh (1998) puts forward. It is the postcolonial argument. It is the argument that says that American English is different from British English and yet is not regarded as being full of errors. Therefore, Indian English (etc.) should be considered different, not inferior. It is an argument that appeals to social justice. So much is clear. But is it an argument that convinces in applied linguistic terms?

Singh (1998) is not comfortable with the term "native speaker," preferring to speak of "native user." In this his approach is similar to that of Ikome (1998) and Kandiah (1998). For Ikome, “native speaker” is a political designation for social empowerment or for peer recognition (p. 37). Kandiah attacks: “the mainstream discourse on the native speaker (which) can be seen to be a strongly normative discourse that is heavily invested ideologically against considerable numbers of people on our globe.” (1998, p. 92). He insists that “it ought not to be necessary to repeat here the demonstration that these varieties of English [the NVEs] are the equal of any other variety of the language, being not mere hodge-podges of errors, mere deviations from the norms of the ‘mother’ language, but viable rule-governed systems in their own right which sustain and are sustained by speech communities of their native users” (p. 93).

He admits that the argument is not fundamentally about what distinguishes one variety from another, nor about whether a variety of native users (rather
than native speakers), maintained by a speech community largely made up of non-monolingual speakers of English whose English has not necessarily been acquired as their first childhood language, should be regarded as “the equal of any other variety.” What the argument is about is whether the boundary between the NVE and the OVE is seen to be a real boundary by the NVE native users.

This is the appeal to the Barth social boundary theory (Barth, 1970) and ultimately is about the attitudes of native users to their own NVE: “The critical feature of the group then becomes self-ascription and ascription by others on the basis of features, signs, signals, value orientations and standards which the actors themselves regard as significant and by which they judge themselves and expect others to judge them” (1970, p. 96). Barth’s model of ethnicity is helpful here, since what it does is to emphasize, as Kandiah realizes, membership before content. This is the conclusion that Medgyes comes to, quoting Davies (1991, pp. 8, 16): “I believe that (native speaker) membership is largely a matter of self ascription, not of something being given . . . We should bear in mind, however, that such a choice carries responsibilities in terms of confidence and identity.”

Medgyes is concerned with the status of an individual near-native speaker, unlike Kandiah whose concern is for group membership. The confidence Medgyes refers to applies equally to both. But while the Medgyes individual near native needs to identify with the norms of English, both in a linguistic and a cultural sense, which in his case means the norms of OVEs, the identity Kandiah is concerned with is identity with the NVE group; and confidence for him means asserting that the English variety which his NVE members speak relates to the norms of their own NVE. This is the postcolonial imperative, that just as the Australian native speaker of English no longer admits allegiance to the norms of British English, similarly the NVE native user (say of Singapore English) no longer takes account of the norms of British English.

How far the norms differ is an empirical question, but it seems likely that as far as the written language is concerned, the differences are minimal. I am still of the opinion I expressed in 1991, that: “on linguistic grounds Singaporean English does not exist, but nor of course does British English . . . what does exist is the individual speaker. If a speaker identifies him/herself as a native speaker of Singaporean English then that is a sociolinguistic decision” (Davies, 1991, p. 67). Which means, of course that it is a decision about identity.

17.6.4 International English

We have considered three ways of coping with the sense of losing one’s identity as a native speaker – the traditional foreigner, the revisionist foreigner, and the other native. There is a fourth way, that of a globalized international language. One approach would be via an artificial language such as Esperanto or Idaho, where everyone gives up their national identity (or adds to it) for the sake of an international ideal of community. The other approach is via an
existing lingua franca, such as English, and here we are close to the revisionist foreigner position where we discussed the proposal of Seidlhofer. The difference between that and what has come to be known as International English is that International English is not just for L2 users, but for all. The question which arises for applied linguistics is whether International English (Smith, 1983; Kachru, 1985; Davies, 1989) means a special variety of English with its own norms which are distinct from any national official standard English, or whether it means a use of English in international conferences and settings, for example the United Nations, academic conferences, trade missions, business negotiations. If the latter, then International English becomes like Elif. My own view is that International English usually means using one or the other standard English in international settings. Therefore, from an applied linguistic point of view, it is more appropriate to designate the activity as English as an International Language rather than as International English. The emphasis is then firmly put on the use of English and not on a separate language.

17.7 Conclusion

Disputes and differences of opinion about the native speaker arise because the concept is interpreted differently. That is why it has been referred to as both myth and reality (Davies, 2003). Discussions of the native speaker concept get trapped in the very different ideas of what is being talked about. One main type of approach sees the native speaker as the repository and guardian of the true language – this is the linguistic view; the other, the social view, concerns the native speaker as the standard setter. The two views are related and merge into one another. But what they reflect is that different positions can be taken on the basis of interest in and concern for the same phenomenon, because what is at issue is the individual speaker in relation to his/her social group, and to its community norms, i.e., the standard language. At bottom the native speaker is both metaphor and embodiment of the language/parole and of the competence/performance distinctions.

See also 3 Second Language Acquisition and Ultimate Attainment, 15 World Englishes, 18 Language Minorities, 20 Second Language Learning, 31 Language Testing.
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18 Language Minorities

JOHN EDWARDS

18.1 Introduction

On his arrival in England in 1930, Gandhi was asked by a journalist what he thought of modern civilization. His famous response: “That would be a good idea.” Less well known, perhaps, is his observation (made to his biographer, Louis Fischer, in 1946) that “civilization is to be judged by its treatment of minorities.” Such a litmus test has often been suggested and, more broadly, many writers have argued that the moral standing of societies can best be appraised through a consideration of how they treat their poorest members, the most socially disadvantaged, those marginalized by accident or by design. If, indeed, we pay attention to the gaps between the “haves” and the “have-nots” (however defined), we often add substantially to cruder views based upon overall wealth, power, and productivity. Modern rhetoric about “leveling the playing fields” or “equal access” reflects some of the salient concerns here, concerns that are, in fact, central to liberal-democratic sensitivities. Traditional liberal attitudes – such as the desire to ameliorate social conditions so that individuals may have the best opportunity to fulfill their potentials, to enjoy self-defined lives – are of course relevant here. There have been recent attempts to reconcile such attitudes, which traditionally remained neutral as to the contents of the good or fulfilling life, with selective attention to groups rather than individuals – a reconciliation that allegedly extends liberalism in ways that do not damage its philosophical core. Kymlicka (1995) has argued, for instance, that some groups require extra attention for the continuation of their culture; these are typically collectivities that have suffered at the hands of more powerful neighbors, or rivals, or colonizers. He further suggests that indigenous groups have a stronger claim on this attention than do immigrant populations. And, while he discusses a variety of types of groups, his main concern is for ethnocultural ones. Indeed, if we are interested in “non-mainstream” groups that are differentiated by language, we are virtually always talking about ethnic communities.
Aside from considerations of fairness or justice that motivate attention to those outside the social mainstream, the study of ethnolinguistic minority groups can be rewarding in broader ways. The basic issue, for instance, in ethnocultural continuity is one of identity maintenance, and it is naturally more poignant when the group in question feels itself (its language, its culture) to be at risk. This is why settings involving minority groups often show things in the boldest fashion. But it would be an error to imagine that the matter is one of “minority” interest alone; all groups – large or small, weak or powerful – have stakes here. We can see this more clearly once we realize that struggles for the maintenance of group identity are not only to be understood in inter-group terms: there is also an intra-group dimension. Quite apart from whether or not groups stand in fear of neighboring cultures, there exists the difficulty of preserving valued traditions in a world increasingly full of homogenizing pressures. A desired continuity, one that stresses the original, the pure, the authentic – highly-charged words, to be sure, and not always appropriate – must contend with an equally desired modernization (for example), with broader and broader access, with mobility of every description.

A more or less modern perspective was provided by Saussure. In describing the spread of language, he referred to two conflicting tendencies, la force d’intercourse and l’esprit de clocher; he felt, however, that what obtained for language obtained generally:

The laws that govern the spread of linguistic phenomena are the same as those that govern any custom whatsoever, e.g., fashion. In every human collectivity two forces are always working simultaneously and in opposing directions: individualism or provincialism [esprit de clocher] on the one hand and intercourse – communications among men – on the other. (Saussure, [1916] 1960, pp. 205–6)

Provincialism is what keeps communities faithful to their original habits, but at the price of immobility and narrowness (il rend les hommes sédentaires); “intercourse,” by contrast, obliges people to move about and forces them out of the shadow of the village belfry.

Tensions between the village and the town, between the traditional and the modern, between minorities and majorities, are obviously very old indeed, but it is surely reasonable to suggest that they now have greater force than ever before. Opposing centrifugal and centripetal pressures can be observed across a wide range of settings and have been described, in fact, as the “axial principles of our age” (Barber, 1992, p. 53). These pressures have been discussed in recent times by many writers, using many different dichotomies to try and capture their essence. Among these are “roots and options,” “civism and pluralism,” “state and community,” “tribalism and globalism.” And of course there is the classic distinction, first drawn by the German sociologist, Ferdinand Tönnies, between Gemeinschaft and Gesellschaft. Not all of these dichotomies are exactly synonymous, but all reflect the tension inherent in desires to retain something “small,” or “valued,” or “traditional” in the face of larger,
overarching, more impersonal forces. The operative question can often be stated as some variant of “How can I or my group keep what is held dear without forfeiting access to a wider world?”

We are talking here, at the broadest level, of matters of pluralism and assimilation, and the fact that contemporary sociologists and social historians have coined phrases like pluralistic integration, participationist pluralism, modified pluralism, liberal pluralism, multivariate assimilation (and other such unwieldy and jargonistic terms) suggests that, in many different social settings, some intermediate position has been (or could potentially be) achieved between complete, seamless assimilation into a mainstream and social segregation. This is the tension underlying many minority–majority contacts.

For monolingual majority-group speakers in their own “mainstream” settings, the instrumentality and the symbolism of language coincide and, for most such individuals, the language-identity linkage is not problematic – indeed, it is seldom considered. Minority-group speakers, however, may lack this luxury; for them, matters of language and culture are often more immediate. There is often the possibility – and, in many instances, the inevitability – of a split between the communicative and the symbolic functions of language: you may have to live and work in a new language, a medium that is not the carrier of your culture or the vehicle of your literature. In these sorts of settings the study of minority groups, and their identities, clearly has general illuminative value. Identities, like everything else, are thrown into sharper relief when threats are perceived. Minority attitudes and actions can also galvanize others, and may remind a larger and often unreflective society that matters of language and identity are not relevant for “ethnics” and “minorities” alone.

The three great contemporary themes of sociolinguistics and the sociology of language are the relationship between language and identity, endangered languages, and the new ecolinguistics – which is, above all, concerned with the preservation of diversity. Always important strands, they take center stage now, in part, because of the transitional times in which we live. This is because identity is the heart of the matter, and because concern for it is unsurprisingly greatest when it, and the languages associated with it, become most susceptible to change. Since one is tempted to say that matters of identity are important in all areas of what might simply be termed the “social life of language,” they are clearly central to much of applied linguistics in particular.

With what has been said above about the particular poignancy of small-group contexts, it follows that language minorities and minority languages will be of special interest – both intrinsically and for the generalizable information that they can reveal. In this chapter, I will comment upon some of the most salient features in this connection. In Section 18.2, definitions – of both immigrant and indigenous minority groups and their languages – are considered. In Section 18.3, the meaning and implications of language maintenance, decline, shift and revival are dealt with, with some particular attention given to the role of linguists as advocates as well as scholars (here I also touch upon
contemporary thrusts under the heading of the “ecology of language”). Bilingualism is the theme of Section 18.4, since it is commonly seen as the key to the co-existence of smaller and larger varieties. Following that in Section 18.5 are remarks on the categorization of minority languages – together with some justification of the utility of typological exercises; in this section I return once more to modern ecology-of-language matters. The final section, 18.6, presents a summary and conclusions in which, once again, an argument is made for the particular relevance of minority dynamics for the larger applied linguistics enterprise.

18.2 Minority Groups

The position of minority groups and the maintenance of their languages are very much in the news today. Regarding indigenous minorities, consider the case of continental Europe: as it moves – sometimes erratically – toward federalism, its minorities and its “stateless” peoples are pressing for increased and improved attention. About 20 years ago, in fact, the European Parliament began to provide such recognition and, since then, there have been further developments (see Baetens Beardsmore, 1993, 1994; Edwards, 1994a; Sikma & Gorter, 1991). Important here was the establishment in 1982 of the Dublin-based Bureau for Lesser Used Languages. Its Secretary-General recently observed that: “If our languages have been ignored in the past by European institutions this is no longer the case. The European Community is positive towards the cause of our languages and now includes in its budget a provision of 3.5 million ECU to promote regional and minority languages and cultures” (Breathnach, 1993, p. 1). The phrase “Europe of the Regions” is increasingly heard and discussed, and minorities are looking to link their own concerns with those of others (see Dekkers, 1995, and other publications of the Fryske Akademy). In eastern Europe and the former Soviet Union, as well, minority issues are firmly on the agenda as once-smothered ethnicities are reasserted (Ignatieff, 1993; Moynihan, 1993).

Turning to immigrant minority groups, we can observe recent agitations in the United States over multiculturalism (for critical treatments, see Hughes, 1993; Schlesinger, 1992) as well as the continuing saga of the “US English” movement, clearly aimed at reducing the perceived “threat” of Spanish (Baron, 1990; Crawford, 1992; Marshall, 1986). In Canada, the ongoing struggle between English and French has concentrated minds wonderfully – but interested observers insufficiently appreciate how this debate has drawn in all groups (including aboriginal and allophone populations) and has occasioned intense scrutiny of officially-sponsored policies of bilingualism and multiculturalism (Edwards, 1994b, 1995a, 1997).

What is a minority group or a minority language? Certainly, the agreed context is important here. Is, for instance, French in Canada a minority language? It depends on the geographic perspective – provincial, regional,
continental – that one adopts. (Indeed, one could say the same about English: there is much current debate about whether Québec anglophones are a “real” minority.) Such definitional difficulty applies to many minority languages in which a concentration of population has a long- or well-established homeland within some larger political boundaries. This also raises issues about the breadth and variability of allegiance, about state and nation, and about – more specifically – the fact that state and national borders need not coincide. (Much current Canadian confusion, for instance, arises because Québec sovereigntists feel themselves to be, above all, *un peuple*, a nation denied its proper autonomy, while others see them as a provincial component of federalism – an obviously distinct component, to be sure, but not of national status.) Even where borders do coincide, minority status may attach to the group’s language, usually indicating previous historical movement (e.g., Irish in Ireland). Some might also want to point here to languages which have majority status within a state but which, not being so-called “languages of wider communication,” have in some sense a minority role on a continental or global stage (Bulgarian could be illustrative here). This leads directly to the issues of power, prestige, and dominance which are often more salient than mere numbers in determining majority or minority status. Numbers (and concentrations of numbers) themselves are important, of course. Indigenous people in Canada, for example, now number just over one million, thus constituting only about 3.8 percent of the total population (see Edwards, 1998, for broad coverage of recent Canadian language issues). Furthermore – since it would clearly be inappropriate to consider “aboriginals” as some monolithic entity – we should also bear in mind that this overall number is broken down into more than 50 language groups, only three of which have more than 5,000 speakers (Edwards, 1995b; Foster, 1982). But numbers alone are not the whole story – nor, indeed, its most important element. Native language groups in South Africa vastly outnumber speakers of English and Afrikaans, but have historically been of “minority” status in terms of power and prestige.

There is, too, the question of minorities within minorities – the aboriginal groups in Québec come to mind, as do national groups within the ex-Soviet republic of Georgia. Bitter recent experience teaches us that possession of minority status does not necessarily sensitize groups to the perceived plight of other, smaller entities. For example, the nationalists in Québec who argue that it is their democratic right to secede, following a successful provincial referendum, would generally deny that same course of action to the James Bay Cree. *Quod licet Jovi non licet bovi*.

These are examples of indigenous varieties. Very often, although of minority status, such groups – by virtue of cohesion, or concentration, or geographical remoteness or isolation – do have the advantage of a homeland or heartland. This is denied to immigrant minorities whose problems may therefore be exacerbated. (There are important variations, of course. The French in the northeastern United States, and the Spanish in the southwest are, unlike others, just a metaphorical step away from their “heartland.” Indeed, the effect
of their migration has often been simply to expand that heartland so that it transcends political boundaries.)

It is important to understand the temporal dimension here: the very distinction between indigenous and immigrant soon becomes arguable. In the Canadian context, for example, would we restrict the term “indigenous” only to Amerindian varieties (whose speakers were themselves migrants at one time, some crossing via “Beringia,” for instance)? Should we consider English and French to be indigenous (now, if not always)? What about some of the languages that came with immigration – Gaelic, for example, which arrived in Canada in the late eighteenth century? Similarly, what are the indigenous languages of Australia or the United States? In the latter context, both English and Vietnamese could be considered non-indigenous; would we want to make a case, in some circumstances at least, for English being somehow more indigenous than Vietnamese? Can it ever be correct to establish linguistic indigenity with the forming of a country, with the emergence of a new state? If we leave the so-called “receiving” countries and consider, say, Europe, we can still find difficulties in assessing indigenity. Stephens (1976), in his treatment of European linguistic minorities, attempted to distinguish between “indigenous” (apparently meaning native to a place, with length of residence unspecified) and “autochthonous” (with its more aboriginal, from-the-soil connotations). Does this simplify or confuse things? We might agree that the Welsh and the Bretons are indigenous minorities, but are they autochthonous? How will we regard the apparently permanent gastarbeiter groups in western Europe five hundred years hence? As another non-European example, consider the Tamils of Sri Lanka. Some came to the island a thousand years ago, others from the mid-nineteenth century. Are some indigenous and some not; are some more indigenous than others?

How long must residence be established before a new homeland emerges? Obviously this matter can dissolve into absurdity, and in most cases, perhaps, we might find generally accepted conventions. But I have two serious points to make here. First, it is well to remind ourselves of the temporal perspective generally since, on the one hand, it may decrease the immodesty of some of our flamboyant claims about which minority groups have “seniority” over others, whose land is whose, and so on. On the other hand, it underscores the dynamic, not static, nature of the human tide. We might even hope to remind ourselves here of the altogether too neat dichotomies of oppressor/oppressed, victor/vanquished, and even moral/immoral, divisions that often reflect an allegiance to a black-and-white view of history, a view which denies a more complicated reality. Second, and more immediately, the theoretical difficulty of establishing indigenity leads to the possibility that all minorities, whatever their provenance, may exhibit certain common features. Thus, a typology of minority language situations (see below) might link indigenous with immigrant minorities, however defined.

It is also necessary to bear in mind that minority communities and, more particularly, minority languages and identities – however defined – are by
definition always at least at a potential risk. This is, perhaps, the one unifying feature, the one constant, across contexts. Because of the importance of power and status – of greater moment, as already noted, than numbers, concentrations, and geographical placement – minority-group stability cannot simply be assured through official recognition. Romansch may be official in Switzerland, but it is not on the same footing as German, French, or Italian. French in Québec, the province’s official language (and one increasingly supported in all sorts of ways), is still spoken by only six million in a North American anglophone ocean 40 times greater. Irish is the official language of Ireland, but rather than being the Celtic triumph which some hoped statehood would produce, it illustrates the relative inadequacy of bureaucratic sanction alone. There are, of course, some success stories. Catalan is one, but it would be simplistic to assume that the possession of regional-autonomy status within Spain was the prime cause of this success: it was necessary, perhaps, but certainly not sufficient.

The preceding discussion is hardly exhaustive, but it does at least suggest something of the terminological and other difficulties that complicate the study of minority cultures and languages. It also prompts the Orwellian observation that some minorities are more minor than others. As Allardt (1984, p. 203) put it, “ils sont plus minorisés.”

18.3 Maintaining Minority Varieties

The idea of “language maintenance” is also less than crystal clear. Must it always imply vernacular oral maintenance? Could a language preserved in written form, but spoken by few (or none) on a regular basis, be considered “maintained”? In most instances, of course, maintenance does imply a continuity of the ordinary spoken medium and this, in turn, highlights the importance of uninterrupted domestic language transmission from one generation to the next. If this transmission is sustained, then language maintenance – at some level – is assured; if this transmission falters or ends, then the language becomes vulnerable and its maintenance threatened (see Fishman, 1990). This is another way of saying that the home is perhaps the most important of all language domains – but it is immediately apparent that for this central domain to continue, there must usually exist extra-domestic settings within which the language is necessary or, at least, of considerable importance. Furthermore, not all domains are of equal weight or value in terms of supporting linguistic continuity. While it is impossible to be categorical here, it is possible to identify – for a given variety, at a given time, in a given context – what one might call domains of necessity. These domains are typically, of course, related to the most central aspects of people’s lives, and so one could single out settings such as the home, the school, and the workplace. On the other hand, domains in which participation is voluntary, or sporadic, or idiosyncratic, are not likely to be so important for broad language maintenance. In summary, then, the
maintenance of a language is on a surer footing if it, and it alone, is required in
domains of central and continuing salience.

Language maintenance is not, of course, an issue equally germane for all
groups. It is, rather, one which assumes greater importance when a group and
its language are at some risk of assimilation; thus, discussions of language
minorities and language maintenance naturally coincide. In such discussions,
furthermore, language maintenance almost always involves at least some
element of language revival, for it is only when a variety begins to lose ground
(or is seen to be at some risk of doing so) that attention becomes focused upon
it. It is useful to bear in mind here that revival does not simply and solely
mean a restoration to life after death. ("Language death," incidentally, is
another term which is less straightforward than it might first appear.) Revival
can also, quite legitimately, refer to reawakening and renewal, to the restoration
of vigor and activity, to the arresting of decline or discontinuity.

How, in this sense, can language maintenance be effected; how can decline
and discontinuity be halted? There are two major and interrelated factors
involved, one tangible and one more subjective. The first we have already
mentioned: the continuing existence of important domains within which the
use of the language is necessary. These domains depend, of course, upon
social, political, and economic forces, both within and without the particular
language community. Although the details will clearly vary from case to case,
of general relevance are issues of linguistic practicality, communicative
efficiency, social mobility, and economic advancement. These four constitute
the greatest advantages associated with "large" languages, and the greatest
disincentives for the maintenance of "small" ones. In many cases of language
contact between varieties that are unequal in important ways, some bilingual
accommodation is often sought, but bilingualism itself can be an unstable
and impermanent way-station on the road to a new monolingualism (in the
dominating variety; see also below). Formal language planning on behalf of
beleaguered languages often can do very little to stem the forces of urbanization,
modernization, and mobility, the forces which typically place a language in
danger and which lead to language shift. A decline in the existence and attrac-
tions of traditional life styles also inexorably entails a decline in languages
associated with them. Of course, linguistic standardization and modernization
efforts are always theoretically possible, but they are not always practicable,
nor do they necessarily change in any substantial way the status-based balance
of dominance among competing forms. "Small" varieties which have developed
to national language levels (for example, Somali and Guaraní) remain less
broadly useful than (for example) English and Spanish.

It should always be remembered that, historically and linguistically, change
rather than stasis is the norm. Environments alter, people move, and needs
and demands change – and such factors have a large influence upon language.
The desire for mobility and modernization is, with some few notable excep-
tions, a global phenomenon. Whether one looks at the capitalist world or the
erstwhile communist one, at contemporary times or historical ones, at empires
or small societies, at immigrant minorities or indigenous groups, one sees a similarity of pressures which take their toll, force change, and throw populations into transitional states that have, naturally, unpleasant consequences (at least in the short term). Language decline and shift are most often symptoms of contact between groups of unequal political and economic power. Decline, then, is an effect of a larger cause, and it follows that attempts to arrest it are usually very difficult. One does not cure measles by covering up the spots; one cannot maintain a language by dealing with language alone. A logical approach to language maintenance, and the halting of decline and shift, is to unpick the social fabric that has evolved and then reweave it in a new pattern. This is, again, theoretically possible (as with revolutionary upheavals), but it is significant here that most who are concerned with language maintenance usually want only some reworking of social evolution, not wholesale revolution. It is a considerable understatement to say that this is a difficult and delicate undertaking.

The other, more intangible aspect of language maintenance is the matter of the collective will to stem discontinuity, to sustain vigor in the face of the factors just discussed. This brings us to the larger question of identity. Nahir (1977) has pointed out that revival – and, we could also say, efforts at language maintenance generally – presupposes the existence of a variety with which a group identifies, and it is from this source that the will to act arises. The language in question typically possesses powerful symbolic value in addition to its more purely communicative functions. Rabin’s (1971) view that revival efforts are both radical and “extralinguistic” seems correct – radical, inasmuch as a significant change to the status quo is intended; extralinguistic, since maintenance/revival activity must centrally involve social considerations and forces.

Given the powerful elements already mentioned, the formidable attractions associated with “large” languages and “large” societies, it is not surprising that active moves for language maintenance are usually the preserve of only a small number of people. There are, of course, practical reasons why the masses cannot usually involve themselves in maintenance efforts, and it is a commonplace to find that a broad but rather passive goodwill exists at this level. To galvanize this inert quantity has always been the most pressing issue for activists who, by logical extension, are often rather atypical of those for whom they speak and act. Many years ago, in commenting upon efforts to sustain Irish, Moran (1900, p. 268) made a point which is still relevant in many quarters: “Without scholars [the revival] cannot succeed; with scholars as leaders it is bound to fail.”

Language maintenance is usually a parlous enterprise. By the time a “small” variety is seen to stand in need of it, the precipitating social pressures have often assumed large proportions. It is interesting that, traditionally, linguists themselves have seen, in most cases of language decline and shift, a “naturalness” which effectively precludes any useful intervention, even if it were thought broadly desirable (see Bolinger, 1980). Some contemporary scholars
(particularly sociolinguists and sociologists of language), however, have not shied away from engagement in what might be called the “public life” of language. Fishman is a good example here. He has noted that regret over mother tongue loss – among groups who “have not capitulated to the massive blandishments of western materialism, who experience life and nature in deeply poetic and collectively meaningful ways” (1982, p. 8) – has brought many academics into linguistics and related fields. This self-proclaimed “founding father” of sociolinguistics makes no secret of his own commitment here, and has recently (1990, 1991) devoted considerable attention to the question of “reversing language shift” – an undertaking he deems a “quest” of “sanctity.” Fishman implicitly and explicitly endorses a view of applied linguistics as both scholarship and advocacy; this stance may perhaps be thought to involve some dangers (see Edwards, 1995b).

In 1992, Krauss made a pointed argument, one which continues to set the tone for much contemporary debate. Linguists, he noted, will be “cursed by future generations” if they do not actively intervene to stem the “catastrophic destruction” now threatening nine out of ten of the world’s languages (pp. 7–8). More traditional linguistic documentation is seen to be insufficient; social and political action and advocacy are required. Linguists should go well beyond the usual academic role of description and documentation, he argued, “promote language development in the necessary domains . . . [and] learn . . . the techniques of organization, monitoring and lobbying, publicity, and activism” (p. 9). A response by Ladefoged, arguing for a continuation of the linguist-as-disinterested-scientist role, ensured that the debate would continue. Adopting what is perhaps a more traditional stance, he noted that the linguist’s task is to present the facts, and not to attempt to persuade groups that language shift is a bad thing per se; not all speakers of threatened varieties see their preservation as possible or even always desirable:

One can be a responsible linguist and yet regard the loss of a particular language, or even a whole group of languages, as far from a “catastrophic destruction” . . . statements such as “just as the extinction of any animal species diminishes our world, so does the extinction of any language” are appeals to our emotions, not to our reason. (Ladefoged, 1992, p. 810)

A third participant in this debate (in Language) was Dorian, who noted that all arguments about endangered languages are political in nature, that the low status of many at-risk varieties leads naturally to a weakened will-to-maintenance, that the loss of any language is a serious matter, and that the laying out of the “facts” advocated by Ladefoged is not a straightforward matter, since they are inevitably intertwined with political positions. At the very least, Dorian notes, this is an “issue on which linguists’ advocacy positions are worth hearing” (1993, p. 579; fuller details here can be found in Edwards, 1994c). We have, indeed, heard more and more of these positions, and important contemporary collections include those of Brenzinger (1992, 1998),
Apart from anthologies dealing with endangered varieties, we should note here that several organizations are now devoted to the preservation of diversity, to the “ecological” perspective, to active intervention on behalf of threatened languages. They include the Endangered Language Fund, the Committee on Endangered Languages and Their Preservation, and Terralingua: Partnerships for Linguistic and Biological Diversity (based in the United States); the Foundation for Endangered Languages (in England); Germany’s Gesellschaft für bedrohte Sprachen; and the International Clearing House for Endangered Languages (Japan). Similar concerns motivate the European programs of Linguasphere and the Observatoire Linguistique (Dalby, 2000) as well as those whose more pointed purpose is language rights legislation. Fuller details may be found in Crystal (2000) and Maffi (2000).

It is clear that this is a very contentious area. What some would see as inappropriate and unscholarly intervention, others would view as absolutely necessary. Any combination of scholarship and advocacy is fraught with potential danger, but one might reasonably argue that one of the “facts” to be presented to groups and policy-makers is the very commitment of at least some in the academic constituency. Groups whose languages are at risk might profit from the knowledge that the issues so central to them are also seen as important by “outsiders.” At the end of the day, though, we should remember that the actions of linguists – whether fervently pro-maintenance in tenor or more “detached” – are likely to pale when compared with the realities of social and political pressures. These realities should at least suggest a sense of perspective.

18.4 The Bilingual Solution

Those who wish to see an extended future for the small languages of the world no longer propose – if, indeed, they ever seriously did – that Welsh or Frisian, Haida or Mi’kmaq, will be sufficient for their speakers’ purposes and aspirations across all domains. Accommodation with “bigger” languages increasingly recommends itself and this leads to an emphasis upon bilingualism as a longer-term solution for small or threatened languages. This position is particularly prominent within contemporary ecology-of-language frameworks. Mühlhäusler (1996), for instance, argues for what he calls an “equitable” bilingualism. Maffi (2000) notes the desirability of a stable and non-subtractive bilingualism that links mother tongues with languages of wider communication. Wurm says the same, endorsing the “possibility of speakers of . . . endangered languages being bilingual in their own language and a given large metropolitan language” (1998, p. 194). And Crystal observes that the duality is “perfectly possible, and . . . highly desirable. Because the two languages have different purposes – one for identity; the other for intelligibility [sic] – they do
not have to be in conflict” (2000, p. 29); he also expands upon the *modus vivendi* offered by “healthy” bilingualism – i.e., one in which languages are complementary and not competitive.

Bilingualism is, in fact, a reasonable solution – reasonable on theoretical grounds, and reasonable in the *de facto* sense that more people in the world are bilingual (or multilingual) than are monolingual. It is also worth restating the truisms that bilingualism *per se* involves no cognitive penalties, that it is a capacity that can be almost effortlessly acquired by the youngest of children, and that the lack of education (and, indeed, illiteracy) of most of the world’s multilinguals further attests to its unexceptional character. Bilingualism is not rocket science. It is a rational and practical response to diversity; indeed, it is an obvious one. The question here is not whether bilingualism *can* allow people to alleviate linguistic and cultural pressures – the answer is clear. The question is whether bilingualism *will* have this function, particularly where small languages are involved.

Diglossia between smaller and larger varieties is difficult to ensure, especially in times of change. In Austro-Hungary, Mühlhäusler (2000) tells us, lack of mobility reinforced linguistic ecological stability. On the other hand, we recall that migrations – from the old to the new world, for example – have generally exacted linguistic and cultural tolls. Is the implication that stasis is the price of ethnolinguistic continuity? And mobility is not only a physical phenomenon – there is movement, for instance, that either consists of, or is assisted by, education and literacy. Is it any wonder, then, that the contemporary ecological viewpoint sometimes has difficulty endorsing literacy, and champions localized and oral cultures? While the latter is reasonable *per se*, we should surely be wary of arguments which even begin to suggest that language maintenance might be purchased at the expense of literacy.

Of course, if people are willing to remain in an isolated condition – physically or psychologically – the possibilities for long-term bilingualism are more propitious. Indeed, isolation has not only stabilized bilingualism, it has very often accounted for the endurance of monolingualism in the original variety. Twenty years ago, Fishman noted:

> Stable bilingualism and biculturism cannot be maintained on the basis of open and unlimited interaction between minorities and majorities. Open economic access and unrestricted intergroup interaction may be fine for various practical and philosophical purposes. Indeed, they strike most of us as highly desirable legal and social principles; but they are destructive of minority ethno-linguistic continuity. (Fishman, 1980, p. 171)

This seems to summarize the situation quite well. Here is an avowed supporter of minority languages, of stable bilingualism, of “ethnolinguistic continuity,” suggesting that the price of stability is higher than most have evidently been willing to pay. Curious, to say the least, that open access and interaction are seen as “fine” – these are the sorts of things that people struggle and migrate
for, not simply desirable principles. Would we advocate voluntary minority-group self-segregation – as has appealed only to a handful of groups, generally along religious lines – or would we take steps to ensure that Gaelic speakers never get off Cape Breton, remaining in their island fastness for the sake of their language and culture?

18.5 Categorizing Minority Languages

Minority language situations are usually socially and politically complex, and it is sometimes said that a further difficulty arises because every setting is different. Of course each is unique – but this is not because its elements are found nowhere else; in fact, basic constituents are remarkably similar across contexts. The uniqueness of each arises, rather, through particular combinations and weightings of essentially the same building blocks. The implication is clear: things can be generalized, providing our data are comprehensive and we have some comparative framework on which to array them. A typology, then, suggests itself.

Some commentators, it is true, have expressed doubts about typological exercises. In several reviews, for instance, Williams (who has severely criticized the current state of the sociology of language in general and minority language matters in particular) has questioned the utility of typologies (see, for example, his 1980 review of Allardt’s comparative study of European minorities). More specifically, he has claimed (1986) that typologies reflect “implicit theoretical assumptions” while perhaps having “limited analytical usefulness” (p. 509). In 1988, he repeated these observations, adding: “I fail to understand the preoccupation of students of language with typologies” (p. 171). I think Williams’ points are of interest, but they do not necessarily sound a death knell for typologies. All endeavors proceed from implicit assumptions, but the constraints these imply can be greater or lesser depending, among other things, upon the comprehensiveness of the undertaking; a broader typology with many elements is thus more likely to be useful than a narrower approach. Also, whatever the verdict on the purely analytic utility of a typology, it would seem that simply having a broad listing of potentially important elements is worthwhile.

Roberts, a colleague of Williams, has also criticized the use of typologies in language policy/conflict situations. They “are born out of static, descriptive accounts of situations, and imply permanent relationships” (1987, p. 311). They can provide “snapshot accounts of particular language situations, but the tendency to ‘fit’ the parameters of a given typology onto a language situation results in some serious limitations” (p. 312). They take no account of the “historically specific dimensions of a language situation” and are constrained by their “inability to pinpoint the dynamic (and frequently contradictory) interrelationships between different elements” (p. 312). A specific difficulty is that their application “forces discussion of societal bilingualism as a stable state” (p. 321).
I have provided the citations here because they reflect reasonable cautions. In response, however, it should be said that a typology per se need not imply permanence (typological models can be reworked as necessary, for example); that any account will necessarily be a “snapshot”; that it is only misuse of a model which would lead to a forcing of parameters; that there is no good reason why a typology cannot explore historical dimensions; that a good model could actually elucidate relationships among variables; and that a typological treatment of bilingualism which permitted discussion of it only as a stable state would be obviously flawed.

My general point is this: since there is every reason to assume that people will continue to interest themselves in language situations, and wish to describe and account for their dynamics, since it makes no sense to assume that different contexts are unique in every element, and since we are inevitably and rightly drawn to the task of theory construction or, at least, classification/description, then a comprehensive and well-specified typology may serve as a useful guide. Cross-context comparisons might well be facilitated, for example, if attention was given to the same variables in all settings; any student in the area will have experienced frustration in attempting comparisons and contrasts where this sort of attention has not been paid (see Ferguson, 1991).

Finally here, we can simply observe that many respected workers in the field – Haugen, Stewart, Kloss, and Ferguson among them – have found it meaningful to employ a typological approach. Haugen’s concern, for example, was that:

> most language descriptions are prefaced by a brief and perfunctory statement concerning the number and location of its speakers and something of their history. Rarely does such a description really tell the reader what he ought to know about the social status and function of the language in question. Linguists have generally been too eager to get on with the phonology, grammar, and lexicon to pay more than superficial attention to what I would like to call the “ecology of language.” (Haugen, 1972, p. 325)

Besides linguists, educationalists, sociologists, psychologists, historians, and others have also often failed to give sufficient treatment to ecological variables. As well, it seems to me that useful sociolinguistic forays into minority language matters – and many others, too – must be interdisciplinary; we can no longer afford the luxury of simply remaining within our own narrow boundaries, particularly since their location is very much open to debate.

Various typologies and part-typologies already exist, of course – one thinks of the valued work of Ferguson (1962, 1966), Haugen (1972), Kloss (1967, 1968), Stewart (1962, 1968), and others. These have not, however, been systematically exploited, and a more comprehensive approach could integrate and expand upon previous insights. In formulating a typology of minority language settings, it is necessary, then, to list, categorize, and intercorrelate many relevant variables – in a word, to try and understand something of the interrelationships...
that give a setting its unique tenor. The result would be a framework clarifying contexts of language maintenance and language shift. One could imagine, as well, that such a scaffolding could be used to inform and guide relevant policies. If minority communities are described in a formalized or semi-formalized way, they can better understand their own situation (and how it compares to others elsewhere), and can more accurately present their case. Similarly, if particular responses are desired from some larger, or external, or “mainstream” authority, the latter should be given the best and most candid information available; otherwise inaccurate, inadequate, or inappropriate interventions may result, actions that will consequently have little likelihood of success.

More specifically, for what follows I am making several assumptions. First, a comprehensive, multidisciplinary analysis of ethnic minority language situations will be intrinsically useful context by context. Second, emerging generalities may be found which will permit comparison and classification of different contexts under certain rubrics. I have already pointed out that the uniqueness of situations arises from the combination of shared components – and anyone who has ever attempted a contrastive analysis, or who has cited different examples to make a general point, has in effect argued that some features are constant or at least similar enough across contexts to lead to generalization. Third, information thus obtained may produce a useful socio-political picture of minority settings from the perspectives of both minority and majority communities. Fourth, this in turn might enable predictions to be made about language maintenance and shift and, indeed, might even serve as an indicator of what is desirable, what is possible, and what is likely.

Considering the utility of a geographical underpinning for more socially orientated investigation, it is interesting that there are actually rather few such basic frameworks (see Edwards, 1991), although several writers have informally drawn attention to specific points of similarity across contexts. A useful model to build upon is that proposed in 1987 by White; it involves three basic distinctions. The first is among minority languages which are unique to one state, those which are non-unique but which are still minorities in all contexts in which they occur, and those which are minorities in one setting but majority varieties elsewhere. This initial distinction gives rise to the terms unique, non-unique, and local-only minority. The second categorization deals with the type of connection between speakers of the same minority language in different states; are they adjoining or non-adjoining? Finally, what degree of spatial cohesion exists among speakers within a given state? Here, the terms cohesive and non-cohesive can be used. Given that the adjoining/non-adjoining distinction does not apply to unique minorities, it follows that a ten-cell model emerges. White’s framework, as initially adapted (Edwards, 1991) dealt with indigenous minority language settings only; in an extension, however (Edwards, 1992), the model was enlarged to cover immigrant scenarios as well – so ten cells become twenty. Table 18.1 illustrates the model. There are, of course, problems with this model (as with any other); some of these are discussed in
Table 18.1  Examples of minority language situations
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Edwards (1992). However, it may possess some utility. Indeed, a geographical framework alone might be quite useful – for example, other things being equal (which they seldom are) or, indeed, unequal, the strength of a minority language will vary along the three dimensions of the model. A purely geographical approach must, nevertheless, have a severely limited significance, and in order to more fully apprehend the complexities of minority languages and their speakers, further information from a variety of sources is clearly required.

Ferguson and Stewart, to cite two well-known examples, have presented classificatory information concerning language types, functions, status, and degrees of use. Thus, Ferguson (1962, 1966) treats patterns of language dominance, extent of standardization and degree/type of language use; Stewart (1962, 1968) outlines language types (vernacular, standard, classical, etc.) and functions (in education, religion, officialdom, cross-group communication, and so on). These schemes, valuable as they are – and, by the way, relatively neglected as they are, at least outside that group of “typologically-inclined” scholars – clearly deal with an incomplete subset of the important features. There is little attention given to social-status elements for example, or to what Haugen would term “ecological” variables (i.e., those describing and illuminating interactions among languages, speakers, and environments).

Haugen’s (1972) own ecology-of-language approach embraces linguistic, sociological, sociolinguistic, and other aspects, and directs attention to such matters as language domains, use, traditions, politics, and attitudes. Haarman (1986) built upon Haugen’s perspective, expanding it considerably in terms of greater specificity of variables. However, while both Haugen and Haarmann move in the right directions, there remain some difficulties; these are addressed in Edwards (1992), but can be conveniently summarized here: first, there is insufficient specificity of variables – both schemes sketch out important areas, but lack of precision clearly detracts from typological utility; second, some important matters are almost entirely neglected – little is said, for example, about historical, psychological, educational, and geographic dimensions. One could respond to these points by noting that neither model restricts amplifications and expansions. Nevertheless, the fact remains that many points of detail are not explicitly presented, and I take this to be a failing in frameworks supposed to facilitate cross-situational comparability. Also, the introduction of neologisms and the use of terms which show considerable overlap are unfavorable features (although I must admit that my own scheme, in its present incarnation at least, is also less than perfect in these respects).

A recent typological approach from a psychological point of view is found in the “ethnolinguistic vitality” model. Giles, Bourhis, and Taylor (1977) outlined three factors – demography, status, and institutional support – seen to contribute to group viability. Bourhis, Giles, and Rosenthal (1981) extended this “objective” scheme to one of perceived or subjective vitality; they made the reasonable argument that groups’ perceptions of vitality may be at variance with objective reality, and that such perceptions may be important determinants
of individual and group behavior. They thus presented a 22-item “subjective vitality questionnaire” based upon the three factors just noted. Again, however, there are difficulties (see Edwards, 1985, 1992). As with the Haugen and Haarmann models, the vitality conception contains elements which are too general, and it neglects altogether some vital features. In presenting the original, “objective” format, Giles, Bourhis, and Taylor (1977) do provide useful discussion of the three factors, and they acknowledge that their analysis is not exhaustive. Nonetheless, they point out that the three-factor scheme meaningfully deals with linguistic minorities, and the subsequent expansion into “subjective” vitality assessment might be seen as a premature solidification of factors in the 22-item arrangement. In this latter format, dimensions such as the historical, economic, religious, political, and educational are assessed by only one question each; it is thus inevitable that only a very rudimentary overview can result.

The subjective vitality questionnaire has been used by Giles and his associates in quite a number of settings over the last few years, leading Young, Bell, and Giles (1988, p. 288) to note that “sufficient and necessary exploratory groundwork therefore has been laid down now for a more systematic programme of cross-national empirical research to be undertaken. Therein, a vitality theory can be formulated.” Based upon points made above (see also Edwards, 1992), it will be clear, however, that I have some reservations. These revolve around what I consider to be inadequate and incomplete delineation of variables. Perhaps the most important aspect of any typology is comprehensiveness. Without this, it may have superficial plausibility and it may, indeed, enable separation and categorization of groups. It will, however, be limited in exactly the same way that a factor-analytic program is constrained by the appropriateness and breadth of input.

Of particular contemporary interest – and having the potential, perhaps, to embrace earlier and more limited approaches – is an ecological framework. Haarman (1986) has rightly pointed out that scholars had been conducting “ecological” investigations long before the birth of Haugen’s outline (see above). Implicit in the earliest conceptions of this “economy of nature” is the scientific investigation of the “natural conditions” constituting environments and, from this perspective, ecological awareness (broadly speaking) is very old. It can be traced, for instance, at least to Aristotelian concepts of “design in nature” and the idea that the world is essentially ordered, it attracted further philosophical and religious elaborations (which argued, for example, that God was the designer), and it underpins contemporary secular science which replaces divinity with natural laws. In a predictable extension of a concept which initially focused upon plants and animals, an ecological anthropology folded culture into the mix, reminding us of the reciprocity between what is given and what is constructed. But again, what is sometimes taken as a modern idea has longstanding roots: Plato and Aristotle, after all, thought that climate was an important factor in human affairs and, in the eighteenth century, Montesquieu built an elaborate philosophy on this basis, a philosophy linking climate (and
topography) to all manner of individual and collective traits – from exploratory activity to religion.

Apparently, the first specific reference to the ecology of language is found in a chapter by Voegelin, Voegelin, and Schutz (1967), but the term is particularly associated with Haugen (see his 1972 collection). His intent, as we have seen here, was to emphasize the interconnectedness of languages with their environments; more particularly, through his ecological model, Haugen endorsed linguistic diversity. Since his time, the breadth of the ecology-of-language view – a breadth that would logically follow from its parent discipline – has been progressively reduced and the label of ecology increasingly co-opted. Ecology traditionally involved adaptation and struggle within relationships ranging from the “beneficial” to the “inimical.” In this sense, earlier non-interventionist linguistic views – now sometimes discredited on the grounds that it is wrong to simply stand aside and watch – were fuller than later ones, since the former often acknowledged a Darwinian sort of linguistic struggle. While there are some contemporary researchers who would claim an ecological perspective reflecting a broad spectrum of possibilities (from linguistic health all the way to extinction, perhaps) – see the recent chapter by Mufwene (2000), for instance – the field now generally argues for more pacific interaction. As Mühlhäusler (2000, p. 308) has noted in a recent review article, “functioning ecologies are nowadays characterized by predominately mutually beneficial links and only to a small degree by competitive relationships . . . metaphors of struggle of life and survival of the fittest should be replaced by the appreciation of natural kinds and their ability to coexist and cooperate.” As in ecology writ large, so in the ecology of language. We have a view of a world in which there is room for all languages, where the goodness of diversity is a given. The “new ecology” is motivated chiefly by the accelerated loss of languages; it is an environmentalism that makes a specific case for diversity and, while this is clearly a legitimate stance per se, it is not unreasonable to have some misgivings about an area that styles itself very broadly while marshalling its activities along rather more specific lines (for further details see Edwards, 2001, 2002).

I have mentioned here the work of Haugen, Haarmann, Giles, and others, and have tried to indicate that much further analysis of existing literature is needed before anything approaching a comprehensive typology is produced. Suggestions were also made (in Edwards, 1992) about further developments which would logically follow upon the construction of a more complete “checklist”; these include attempts to provide relative weightings for variables, probing for meanings attached to elements by respondents (i.e., going beyond measurement of belief to assessment of attitude, in the usual psychological meaning of these terms), factor-analytic reduction exercises, and the general formulation of an instrument which could be used for both “objective” and “subjective” purposes.

The present stage of development is clearly quite elementary – except, perhaps, for the basic geographic framework – but several important elements have suggested themselves. We could consider, on the one hand, three quite basic categories – speakers, language, and setting (these recall, of course,
Haugen’s ideas of ecological relationships) and, on the other, a number of substantive perspectives (demography, sociology, linguistics, psychology, history, politics/law/government, geography, education, religion, economics/business/industry and media, for example). With cross-tabulation of these categories and perspectives, a scaffolding of 33 cells emerges which might serve as a useful starting point. (See Edwards, 1992 for fuller details, for an outline of some of the areas on which such a framework would focus, and for notes on some difficulties and overlaps.)

Space does not permit fuller elucidation of the current status of this typological model – which, in any event, remains incomplete. Apart from my own papers on the matter (referred to here), there are several recent discussions of the model which readers may find useful. These include Grenoble and Whaley (1998b) and King (2001). The former relates it to earlier work by Hyltenstam and Stroud (1991, 1996), as well as to Fishman’s (1990, 1991) more restricted scheme for assessing and reversing language shift. The latter closely examine the typology and, while acknowledging some of its strengths, also note weaknesses and underdevelopments. Two of their critical comments are particularly apposite (and, indeed, I anticipated them in earlier work). First, the typology as it stands does not attend sufficiently to the weighting of variables, to their relative rankings; these will of course be of central importance in all applications. Second, some of the factors are, in themselves, insufficiently delineated – particularly those dealing with settings or situations; for example, in assessing the degree to which minority groups have autonomy or any measure of “special” rights or status, closer specification of the area or region in which these may apply is obviously required.

Quite apart from the utility of this particular typology, however, I am convinced that efforts to generalize across situations are worthwhile. There is ample evidence that the literature remains characterized more by height than by depth; that is, we have an ever-increasing number of case studies, regional assessments, minority language evaluations, treatments of linguistic contact and conflict, analyses of planning and policies, and so on – but we have relatively few investigations that try to establish links across cases, areas, and groups. It is hard to see – critics of typologies notwithstanding – how further careful work here could fail to be useful. And not all of this need be theoretically elaborate; more modest undertakings will repay the effort. As Ferguson observed: “It is frustrating to read a stimulating case study and find that it lacks information on what the reader regards as some crucial points . . . what I have in mind is not so much a well developed theoretical frame of reference as something as simple as a checklist of points to be covered” (1991, p. 230).

18.6 Conclusion

The study of minority groups and languages is, for the reasons I have discussed here, a central theme in several contemporary literatures – in sociology,
political science, and social philosophy, for example. Of great intrinsic interest, minority issues can also serve to highlight matters of more general concern. The *intragroup* tensions that can interfere with the cultural continuity of all groups – large or small, dominant or subordinate – are examples here, as are the opposing forces of parochialism and intercourse (to return to Saussure’s terms). All this is particularly timely in a world where English becomes more and more powerful and where, consequently, more and more groups feel the cold winds of change. The globalizing forces for which English is the primary vehicle push themselves relentlessly into all corners, of course, intent on selling shoes, soft drinks, and sex to everyone from Boston to Bhutan – but we should recall that there are equally powerful “pull” factors at work here. Globalization and its ramifications are often welcomed by many who see in them upward mobility – physical, social, and psychological. Apologists for the “authentic” life can easily forget, it seems, the advantages, the advances, and the freedoms that larger cultures may offer, and that have historically had great appeal to the huddled masses. It is a complicated picture we are looking at here.

Besides – and, in part, because of – the unprecedented strength of modern homogenizing pressures, there is also a deeper concern now with the treatment of minority groups and their cultures. Of course, liberal democracies must, by definition, pay attention here, but the continued importance of minority issues – which have shown a persistence that has sometimes surprised political observers and complicated their systems – has encouraged a finer focus. (All the “rational” philosophies, from liberalism to Marxism, have had to deal with the continuing “problem” of nationalism, for instance.) The work of philosophers and political scientists is now attempting to consider such matters in broader and more general perspective. Two of the centrally recurring themes involve the rights, linguistic and otherwise, that minority groups might warrant at a collective level, and the related question of how groups might qualify, as it were, for these. It has been argued, for instance – as I noted at the beginning of this chapter – that indigenous or aboriginal groups might plausibly deserve more, in these regards, than immigrant populations. There are great difficulties, on various levels, with such approaches, but it is certain that these efforts at generalization and the elucidation of underlying principles are a distinct advance over the more isolated and specialized arguments of the past. They are also, in their own way, attempts at categorization. Efforts to better understand minority language groups, in order (for example) to suggest reasoned variations in government policy or official interventions, involve organization, cross-context comparison and, indeed, many (perhaps all) of the elements outlined in the previous section. It is hard to escape the conclusion that advances in this area necessarily involve typological work of one sort or another.

See also 7 Assessing Language Attitudes, 14 Language and Politics, 17 The Native Speaker in Applied Linguistics, 28 Bilingual Education, 29 Language Maintenance, 30 Language Planning.
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FURTHER READING

19 Research Methods for Applied Linguistics: Scope, Characteristics, and Standards

JAMES DEAN BROWN

19.1 The Scope of Applied Linguistics Research

Over the past two decades, books on applied linguistics research have often failed to define the term research, perhaps because the focus of such books was so narrow that a definition of research seemed self-evident. Some books (Anshen, 1978; Hatch & Farhady, 1982; Butler, 1985; Woods, Fletcher, & Hughes, 1986; Brown, 1988; Hatch & Lazaraton, 1991; Rietveld & van Hout, 1993; Scholfield, 1995) focused almost exclusively on statistical research. Other books focused on the research methodology involved in language teacher research (Freeman, 1998), language classroom research (van Lier, 1988; Allwright & Bailey, 1991), action research (Wallace, 1998; Burns, 1999), survey research (Brown, 2001), research methods in text and discourse analysis (Jenner, 2000), or research methods in pragmatics (Kasper & Dahl, 1991). Recently, collections of articles have also begun to appear that are focused on a specific type of research, like teacher research (Griffie & Nunan, 1997; Hornberger & Corson, 1997), or qualitative research (Bailey & Nunan, 1997).

Other research-oriented books in applied linguistics have been more inclined to grapple with the notion of what research is, perhaps because they were somewhat more general in nature, usually surveying a variety of different types of research. The earliest of these explored the differences between qualitative and quantitative research (Seliger & Shohamy, 1989). A few years later, Johnson (1992) covered correlational approaches, case-study approaches, survey research, ethnographic research, experimental research, and what she called multisite/multimethod research, and Nunan (1992) explained experimental method, ethnography, case study, classroom-observation research, introspection methods, elicitation techniques, interaction analysis, and program evaluation. Still more recently, McDonough and McDonough (1998) dealt with
observation, introspection, diary studies, experiments, interviews, questionnaires, numerical techniques, and case study research, and Brown and Rodgers (2002) included chapters on case study research, introspection research, classroom observation and interaction research, descriptive statistics research, correlational research, quasi-experimental research, and course or program evaluation.

19.1.1 Defining applied linguistics research

In Brown (1992), I reported on a survey of hundreds of members of the Teachers of English to Speakers of Other Languages (TESOL) organization around the world. One of the questions I asked them was how they defined research. The diversity of answers was staggering, ranging from short, idealistic answers about what research is (e.g., “Careful, thorough study” and “The search for the truth”) to very cynical answers (e.g., “Something that profs at universities that grant advanced degrees do because they don’t teach and need to publish” and “Ignoring the obvious”). The approaches to defining research differed in fairly systematic ways, falling generally into four categories as follows:

1. Definitions that listed the types of research (e.g., “An investigation of a particular topic, or problem, through a document search and/or empirical study (the conducting of experiments) and analysis” and “Investigation through the reading of literature, experimentation and/or any other type of data gathering . . .”)
2. Definitions that listed the topics of research (e.g., “In its widest sense, to seek new ways to improve language education and intercultural communication training” and “Searching for information on how students process information, internalize data and retain it for communicative purposes.”)
3. Definitions that covered the purpose of research (e.g., “The search for information that will help practitioners (in this case, teachers) better carry out their jobs . . .” and “Systematic study of language issues and use in order to improve delivery of services to our students.”)
4. Definitions that enumerated the steps in the process of research (e.g., “Working toward truth, proving theories, trying out new approaches – and then compiling results, analyzing results and sharing with colleagues” and “Stating a hypothesis; gathering data; testing the hypothesis; relating the conclusions to issues at hand.”)

Given the scope of applied linguistics research indicated in these responses, finding a single definition general enough to include all possibilities, yet clear enough to be meaningful seemed to me to be a major challenge. In a conversation with Donald Freeman many years ago, he suggested that research might be defined simply as “any principled inquiry.” That definition seemed to me
to be broad enough to fit the many types of research done in applied linguistics, but also remained meaningful. For the purposes of this chapter, I will expand that definition slightly to fit applied linguistics research as I see it today: any systematic and principled inquiry in applied linguistics. I have added the word *systematic* because to me research must not only be *principled*, but also orderly, methodical, precise, and well organized, all of which are listed as synonyms for *systematic* in my computer’s dictionary.

Such a broad definition of research allows the flexibility to include many different types of research under one umbrella, but can also cause considerable confusion unless the similarities and differences among the many research types are clearly understood.

### 19.1.2 Options in applied linguistics research

In Brown (1988), I naively categorized the different types of research as shown in Figure 19.1 into two categories that my librarian mother taught me years ago: secondary research (derived from the research and writings of others) and primary research (derived from original data of some sort). I further subdivided primary research into case studies and statistical research and then subdivided statistical research into survey and experimental research. In the mid-eighties, I apparently viewed the types of research going on in applied linguistics in such simplistic binary terms.

After a decade or so of experiences like the TESOL survey (discussed above and reported in Brown, 1992), I expanded my view of the types of research in applied linguistics to include more categories. As shown in Figure 19.2 (from Brown, 2001), the secondary/primary dichotomy still seemed appropriate, but those two categories were further subdivided with considerably more detail provided. In this case, secondary research included library research (research heavily dependent on secondary sources, often associated term papers in school) and literature reviews (more sophisticated reviews of some aspect of the
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**Figure 19.1** Very broad categories of research (Nunan, 1992 interpretation of Brown, 1988)
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literature of the field, which contributed new knowledge to the field). Primary research included three general sub-categories: qualitative, survey, and statistical research. Qualitative research involved many different traditions (see Table 19.3 below) and data gathering techniques (including at least case studies, introspection, discourse analysis, interactional analysis, and classroom observations). Survey research included interviews and questionnaires. Statistical research included descriptive studies, exploratory research, quasi-experimental studies, and experimental research. Recognizing the different types of applied linguistics research is all well and good, but fully identifying the distinguishing characteristics of those different types of research remained a challenge.

19.2 Characteristics of Applied Linguistics Research

Applied linguistics research can be described from many different perspectives including at least (1) the contextual factors involved in applied linguistics research, (2) van Lier’s parameters of educational research design, (3) Grotjahn’s data collection methods, data types, and data analysis procedures, (4) other sets of research characteristics, and (5) the qual–quant continuum.

19.2.1 Contextual factors in applied linguistics research

Brown and Rodgers (2002, pp. 14–16) summarized a number of contextual factors that influence applied linguistics research at international, national, professional, institutional, local, and personal levels:
International and national contexts. International and national organizations and governmental bodies support a fair amount of applied linguistics research. Since they control the money, their political priorities tend to influence who will do such research and how.

Professional contexts. Within applied linguistics, the types of research that are popular at any given time vary; for a few years, interest in one type of research may increase at the expense of another, then interest may be rekindled for that latter type. In other words, even research can have its trends and fads.

Institutional contexts. Institutional contexts in applied linguistics research can refer to everything from entire school districts, to individual language programs, or even to very specific individual tutoring situations. Within these institutional contexts a number of factors can influence the type and quality of research: the size of the institution, availability of resources to support research, institutional policies and priorities, the institution’s past experiences with researchers, and even the personalities of the various administrators and teachers involved.

Local contexts. Local contexts refer to the specific circumstances in which the research will take place. The context may be a classroom, laboratory, private home, Internet bulletin board, or even a coffee shop. A number of factors in the local context may turn out to be important to the success or failure of a research study:

(a) physical context (e.g., class size, layout of the school, etc.),
(b) time context (e.g., minutes per class, classes per day, etc.),
(c) social context (e.g., language backgrounds, ethnic mix of the students, etc.),
(d) pedagogical context (e.g., teaching methods used, preferred learning styles of the students and teachers, etc.),
(e) psychological context (e.g., comfort level of participants with regard to research studies, etc.).

Personal contexts. Individual researchers have certain preconceptions about the aspects of applied linguistics that ought to be researched, the form that research should take, and their role in the research process. Such preconceptions and preferences arise from individual differences in abilities, personalities, motivations, priorities, training, etc. and may influence the types of research a particular individual or group will be interested in doing.

Johnson (1992, p. 217) examined a wider variety of the contextual factors involved in research as shown in Figure 19.3. She started with five factors that I would group together as influences that initially shape research: (1) the socio-political and sociocultural contexts, (2) purposes and goals, (3) initiators/impetus, (4) support and funding, and (5) institutional setting. Some of the details of these categories are similar to what Brown and Rodgers (2002) discussed as contextual factors, though Johnson provided considerably more detail. She also presented the characteristics of the research process itself in Figure 19.3.
and then provided three categories that I would group together as the uses of the output of the research process: audience, diffusion, and use of results.

**19.2.2 Van Lier’s parameters of educational research design**

As shown in Figure 19.4 (from van Lier, 1988) research can also be described in terms of an intervention axis (i.e., degree of intervention, from intervention
to non-intervention) and a selectivity axis (i.e., selectivity of focus, from highly selective to non-selective). For example, on the intervention axis, research can take the form of a formal experimental design with a randomly assigned treatment and control groups, which would be an intervention study, or it can take the form of a series of informal classroom observations, which would be more in the direction of a non-intervention study. On the selectivity axis, research can be highly selective in focus (e.g., obligatory use of the definite article by immigrant Chinese adolescent men from Guangdong province), or non-selective (e.g., all language related behaviors observed of all participants in a population of students).

The selectivity and intervention axes also create what van Lier calls four territories:

1. controlling, in which the researcher conducts a carefully planned experiment restricted both in participants and content focus;
2. measuring, in which intervention is minimal but the data focus is highly restricted;
3. asking/doing, in which the researcher might intervene to ask participants to talk about what they are thinking;
4. watching, in which the researcher just observes with both intervention and selectivity kept to a minimum.

Each of these territories accounts for different types of research and has different potential audiences (what he calls audience inhabitants).
19.2.3 Grotjahn’s data collection methods, data types, and data analysis procedures

According to Grotjahn (1987), research can be classified in terms of data collection methods (i.e., experimental vs. non-experimental), data types (i.e., qualitative vs. quantitative), and data analysis procedures (statistical vs. interpretive). Table 19.1 shows his analysis of these three factors. Notice that he has classified the research types as pure or mixed exploratory-interpretive or analytical-nomological, and that together the pure and mixed types represent all possible combinations of data collection methods, data types, and data analysis procedures. At first, some of Grotjahn’s combinations may be difficult to envisage. For example, I initially had trouble imagining number 3 “experimental-qualitative-interpretive” and number 5 “exploratory-qualitative-statistical.” However, with a little reflection, I was able to think of existing applied linguistics studies that were predominantly experimental in nature but included some qualitative interpretations. I was also able to think of studies that were predominantly exploratory and qualitative in nature but included some statistical analysis to support the interpretations.

19.2.4 Other sets of research characteristics

The topics discussed above (i.e., contextual factors, intervention and selectivity, data collection methods, data types, and data analysis procedures) are all interesting and useful ways of characterizing applied linguistics research, but unfortunately, such research is far more complicated than any of those sets of categories would suggest because it also includes at least the following additional concerns: time orientation, theory generation, variable description, and researcher perspective.

19.2.4.1 Time orientation

Another way to classify research is according to time orientation, or the amount of time invested in gathering data. Along those lines, studies are sometimes classified as either cross-sectional or longitudinal (e.g., see Larsen-Freeman & Long, 1991). Cross-sectional studies are those conducted over a short period of time, often with a relatively large number of participants. For instance, a study might gather language proficiency data (using a test), motivation data (using a questionnaire), and personal information data (on the same questionnaire) from 300 students in a one-shot cross-sectional study.

In contrast, longitudinal studies are typically carried out over a relatively long period of time, often with a small number of participants. For example, a study might dedicate five years to following five students of varying backgrounds, making careful observations of their language proficiency growth, their motivation to learn languages, their personal characteristics, etc.
Table 19.1  Different possible research designs

*Source:* Adapted from Grotjahn (1987, pp. 59–60)
© Multilingual Matters Ltd. Reprinted by permission of Multilingual Matters Ltd.
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Other ways of describing the time orientation have recently surfaced like *prolonged engagement* (observations and involvement with a group of people over a long period of time), *persistent observations* (frequent observations over that long period of time), and the *cyclical nature* (data collection, analysis, interpretation, followed by further data collection, analysis, interpretation, etc.) of longitudinal studies in the exploratory-interpretative tradition (see especially, Davis, 1995, pp. 444–5).

### 19.2.4.2 Theory generation

Studies can also differ in terms of *theory generation*, which can take two forms: hypothesis forming and hypothesis testing. *Hypothesis forming* research may begin with some very general framing questions, but will typically have no hypotheses to start with. In such a study, the researcher will make every effort to keep an open mind and form hypotheses about what is going on only after a great many observations of various sorts. The resulting hypotheses are typically considered part of the interpretation, and the researcher often goes back to the participants to ask them if the hypotheses are reasonable (in a process called *member checking*). One of the great strengths often cited for qualitative research is its potential for forming new hypotheses.

In contrast, *hypothesis testing* research begins with a set of research questions and hypotheses. Sometimes the hypotheses are stated; more often they are implicit in the research questions. The statistical analyses in such studies are designed to formally test the probability that the hypotheses are true and typically include some form of probability statement, like \( p < 0.01 \), which indicates that there is less than a one percent probability that the observed difference (or relationship) is a chance fluctuation. One of the strengths often cited for quantitative research is its potential for hypothesis testing.

### 19.2.4.3 Variable description

Similarly, *variable description* can take two forms in applied linguistics research: variable definition and variable operationalization. In *variable definition* research, the researcher attempts to begin with no preconceived notions of what the important variables in the study will be, or how they will be defined. As the study progresses, the process of discovering and describing variables serves to gradually define them.

In *variable operationalization* research, the researcher clearly outlines the variables of interest from the outset (particularly the dependent, independent, and moderator variables) and explains how each one was *operationalized*, that is, how each one was observed or measured and quantified. For instance, the variable Japanese language proficiency might be operationalized as scores on a particular Japanese proficiency test, or the variable nationality might be operationalized as 1 for Chinese, 2 for Japanese, and 3 for Korean based on asking each of the participants what passport they hold, etc.
19.2.4.4 Researcher perspective
The researcher's perspective is sometimes described as either emic or etic. Researchers adopting the emic perspective make every effort to understand the point of view of the participants and to examine how the interpretations drawn from the research relate to those views through practices such as member checking (getting the participants' reactions to the interpretations drawn from the research). Researchers assuming the etic perspective take an outsider's view during the data gathering process, often attempting to be as objective as possible (for more on the emic/etic distinction, see Davis, 1995, p. 433).

19.2.5 The qual–quant continuum
For some applied linguistics the key distinction among the different types of research is that between qualitative and quantitative research. Indeed, in the Department of Second Language Studies at the University of Hawai'i, where I work, the research courses begin with an introductory course that introduces the basic concepts of qualitative and quantitative research methods. Then the students can take courses in one of two strands: one series for those interested in qualitative research and another for those who want to learn about quantitative research methods.

19.2.5.1 The qualitative versus quantitative dichotomy
Reichardt and Cook (1979, p. 10) summarize the differences between qualitative and quantitative research as shown in Table 19.2. Notice that the column on the left in Table 19.2 is labeled “Qualitative paradigm” and that the column to the on the right is labeled “Quantitative paradigm,” with each column containing adjectives and adjectival phrases describing each “paradigm.” A number of these distinctions are uncontroversial and make eminent sense; for example, the fact that the qualitative paradigm advocates qualitative methods and the quantitative paradigm advocates quantitative methods and the fact that the qualitative paradigm is typically naturalistic where the quantitative paradigm would more accurately be characterized as controlled.

However, I disagree with other distinctions, especially those that begin with un-. “Uncontrolled observation” and “ungeneralizable” both seem to me to be unfair characterizations of qualitative research. The observations in qualitative research are often well planned and structured in their own ways, as in a well-designed interview schedule, a classroom observation checklist, or a carefully planned discourse coding scheme. “Ungrounded” appears to me to be an equally unfair characterization of quantitative research because such research is sometimes quite exploratory. I would also argue that the use of the terms subjective and objective has become outdated partly because the two terms have become highly loaded over the years (Porter, 1998) and partly because those loaded meanings do not accurately characterize the two types of research. For example, is it not reasonable to classify some aspects of qualitative research as
Table 19.2  Characteristics of qualitative and quantitative “paradigms”
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*Source:* Reichardt & Cook (1979, p. 10)
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objective? Is it not true that subjectivity is considered a positive characteristic by some qualitative researchers (see for instance Glesne & Peshkin, 1992, pp. 100–6)? Is it not possible that some aspects of quantitative research are quite subjective (e.g., the subjective decisions made in designing quantitative studies, creating the measures, interpreting the data, etc.)?

In addition, I feel the labeling in Table 19.2 of the two types of research as separate “paradigms” and the listing of characteristics in pairs of opposites is a disservice because such a qualitative-versus-quantitative approach leads readers to see the two types of research as mutually exclusive alternatives. As I will explain below, such a strong and even adversarial distinction between qualitative and quantitative research may be an unnecessarily polarizing and even inaccurate characterization of the relationships among the various types of research in applied linguistics.

### 19.2.5.2 General problems with the qualitative versus quantitative dichotomy

Such a qualitative versus quantitative approach also has a number of general problems:

1. Dichotomizing qualitative versus quantitative research leaves out altogether secondary research types like literature reviews.
2. It treats as monolithic at least seven very distinct qualitative research techniques (case study research; introspection research; discourse analysis research; interactional analysis research; classroom observation research; interviews; and questionnaires).
3. It represents as monolithic at least ten qualitative research traditions that come from a variety of other fields like anthropology and theology (see Table 19.3, adapted slightly from Lazaraton, 1995, p. 460).
4. It presents as monolithic at least six very different quantitative research techniques (interviews; questionnaires; descriptive; exploratory; quasi-experimental; and experimental).
5. It ignores the way survey research, including interviews and questionnaires, is both qualitative and quantitative.
6. It ignores the ways researchers often combine qualitative and quantitative research techniques (as shown above in the Grotjahn’s analysis in Table 19.1).
7. It confuses research methods (interpretive, survey, and statistical) and research techniques (like those listed in the second and fourth points above).

### 19.2.5.3 The qual–quant interactive continuum

Perhaps a more constructive and accurate approach would be to view qualitative and quantitative research as a matter of degrees, a continuum, rather than a clear-cut dichotomy like the one shown in Table 19.2. As Newman and
Benz (1998) put it, “All behavioral research is made up of a combination of qualitative and quantitative constructs” (p. 9). They advocate the notion of a *qual–quant research continuum*, as opposed to a dichotomy, and insist that the continuum be considered “interactive.”

Accordingly, I present the qual–quant research continuum as the first one in bold-faced type in Figure 19.5. I then array the research characteristics described in the previous section below the qual–quant continuum in additional continua. Hence, each of the characteristics is represented by a continuum that ranges from the qualitative-exploratory end of the qual–quant continuum to the quantitative-experimental end. As in Newman and Benz (1998), these continua should be viewed as interactive. They are interactive in the same sense that van Lier’s (1988) two research parameters, selectivity and intervention (see Figure 19.4), were interactive. *Interactive* in this case means they can act together in all possible combinations to varying degrees.

Van Lier (1988) was able to show how two parameters (selectivity and intervention) interact in applied linguistics research. Grotjahn (1987) was able to show how three dichotomous research dimensions (data collection method, resulting data type, and type of data analysis) can interact, or combine, as shown in Table 19.1. However, in this chapter, I am not trying to show how two or three characteristics interact, but rather how 12 characteristics interact. Thus, a diagram like van Lier’s will not suffice because such graphical representations can only show two dimensions or at most three dimensions at a time and because, in any case, most humans cannot readily visualize twelve-dimensional space. Nor can I show how the 12 characteristics interact by using a table like Grotjahn’s because it would take 12 columns and $2^{12}$, or 4,096, rows to show all possible combinations. Such a huge table would be unwieldy and difficult for any reader to understand. In any case, Grotjahn’s approach would

---

**Table 19.3  Qualitative research traditions**

<table>
<thead>
<tr>
<th>Qualitative research traditions</th>
<th>Their disciplinary roots</th>
</tr>
</thead>
<tbody>
<tr>
<td>Holistic ethnography</td>
<td>Anthropology</td>
</tr>
<tr>
<td>Ethnography of communication</td>
<td>Anthropology, sociolinguistics</td>
</tr>
<tr>
<td>Cognitive anthropology</td>
<td>Anthropology, linguistics</td>
</tr>
<tr>
<td>Discourse analysis</td>
<td>Linguistics</td>
</tr>
<tr>
<td>Phenomenology</td>
<td>Philosophy</td>
</tr>
<tr>
<td>Ecological psychology</td>
<td>Psychology</td>
</tr>
<tr>
<td>Symbolic interactionism</td>
<td>Social psychology</td>
</tr>
<tr>
<td>Heuristics</td>
<td>Humanistic psychology</td>
</tr>
<tr>
<td>Ethnomethodology</td>
<td>Sociology</td>
</tr>
<tr>
<td>Hermeneutics</td>
<td>Theology, philosophy, literary criticism</td>
</tr>
</tbody>
</table>

*Source: adapted from Lazaraton (1995, p. 460)*
Figure 19.5  Primary research characteristics continua
force me to treat the research characteristics as dichotomies, which I prefer to avoid. I have instead chosen to represent each as a continuum and describe those continua as interactive.

In short, any particular research project can be viewed as combining any possible combinations of the points along the 12 research characteristics continua. For example, one research project might be characterized as being in the middle of the data type continuum because it uses both quantitative and qualitative data in equal proportions; the same research project might be leaning toward the non-experimental end of the data collection methods (say 20 percent along it) because it is largely observational but uses one set of test scores; the project might also be considered 60 percent along the data analysis methods continuum because the analyses are somewhat more statistical than interpretive; and so forth. In short, Figure 19.5 allows discussion of research that varies from qualitative-exploratory to quantitative-experimental in an almost infinite number of possible combinations of characteristics. Indeed, Figure 19.5 shows how 12 research characteristics can be combined to create an almost infinite number of possible interrelationships and thus to describe a wide variety of different research types.

Notice that the tree above the research characteristics continua restricts itself to primary research (because secondary research has a whole set of different characteristics), then shows three general primary research methodologies (interpretive, survey, and statistical) and the many different research techniques (ranging from case studies to experimental) in applied linguistics that tend to array themselves from the qualitative-exploratory to the quantitative-experimental end of the qual–quant continuum. I emphasize the word tend in order to allow for the possibility that any of these various research techniques could have research characteristics anywhere along the various continua. In short, the research techniques ranging from case studies to experimental are convenient categories that can help us to understand the world of applied linguistics research, but at the same time, they may lead us to oversimplify the true state of affairs.

19.3 Standards for Sound Applied Linguistics Research

The qual–quant not only provides an interactive continuum useful for characterizing applied linguistics research but can also serve as a basis for understanding the standards that researchers use in judging the soundness of such research. This discussion will again focus on primary research, leaving secondary research out because it involves a separate set of issues. Because I consistently started with the qualitative-exploratory end of the continuum in the previous section, out of fairness, I will start with the quantitative-experimental end in this section.
19.3.1 The quantitative-experimental end of the continuum

Researchers at the quantitative-experimental end of the continuum value the concepts of reliability, replicability, validity, and generalizability. Generally speaking, those are the standards quantitative researchers hold up in judging the soundness of their research.

19.3.1.1 Reliability

The standard of reliability in quantitative research requires researchers to demonstrate both (1) the reliability of the instruments used in their studies and (2) the reliability of the results of their studies. Reliability of instruments is concerned with the degree to which the results of a questionnaire, test, or other measuring instrument are consistent. Addressing this issue typically means answering the question: To what degree would the results be the same if the instrument were administered repeatedly? Similarly, the reliability of the results of a study is concerned with the degree to which the results would be likely to reappear if the study were replicated under the same conditions. Any expectation that the instruments or the results of a study would ever be 100 percent reliable would be unreasonable. However, the reliability of quantitative research can be maximized by carefully designing, piloting, and validating any measures involved and by carefully planning and designing the research from the beginning. In addition, ample statistical tools exist to help researchers study and report the degree to which their measures are consistent (e.g., Cronbach alpha, K-R20, etc.; see Brown, 1996 for ways to calculate and interpret such reliability coefficients) and to help researchers estimate the probability that the results of their studies are consistent, or will be the same in replication (e.g., the $p < 0.05$ sorts of statements associated with many statistical tests; for ways to interpret such $p$ values, see Brown, 1988 or Hatch & Lazaraton, 1991).

19.3.1.2 Replicability

The standard of replicability in quantitative research requires researchers to provide enough information about a study to allow other researchers to replicate or repeat the study exactly as it was originally conducted. The replicability of a quantitative study can be improved by thorough and complete descriptions of: (1) the participants in the study and how they were selected, (2) the instruments used in the study as well as arguments for their reliability and validity, and (3) the procedures followed in collecting the data, scoring or coding the instruments, and analyzing the results (see Brown, 1988, ch. 5 for a more complete discussion of what should be included to make a study adequately replicable).
19.3.1.3 Validity

The standard of validity in quantitative research requires researchers to demonstrate both internal and external validity. Internal validity is the degree to which the results of a study can be accurately interpreted as meaning what they appear to mean. External validity is the degree to which the results of a study are contrived or artificial, or put another way, the degree to which the results apply to the outside world. Listed below are a number of issues identified by Campbell and Stanley (1963) as potential threats to the internal and external validity of a study:

Internal validity
1. History
2. Maturation
3. Testing
4. Instrumentation
5. Statistical regression
6. Selection bias
7. Experimental mortality
8. Selection-maturation interaction

External validity
9. Reactive effects of testing
10. Interaction of selection biases and the treatment
11. Reactive effects of experimental arrangements
12. Multiple treatment interference.

The internal and external validity of a quantitative study can be improved by consciously guarding against all of these threats when planning and conducting research (for more on controlling these potential threats, see Campbell & Stanley, 1963; Brown, 1988, 1997; or Hatch & Lazaraton, 1991).

19.3.1.4 Generalizability

As mentioned above, the standard of generalizability in quantitative research requires researchers to show the degree to which the results of a study can justifiably be generalized, or applied, to a larger population or to other similar groups. A study can be extremely well designed, controlled, and internally valid, but lack external validity. The problem is that controls, when introduced, may make the study artificial and thus limit the external validity. In one sense of the word, generalizability is clearly related to the concept of external validity discussed in the previous paragraph. In another sense of the word, generalizability is about the degree to which the sample used in a study is representative of the population to which the results will ultimately be applied, or put another way, the degree to which the results can justifiably be generalized to a larger population or to similar groups. The generalizability of
a quantitative study can be improved by consciously guarding against threats
to external validity (numbers 9–12 at the bottom of the list above) while design-
ing a study that approximates as nearly as possible the conditions that would
occur in the real world and by using a sample that is representative of the
population to which the researcher wishes to generalize (for more on sampling
and generalizability, see Brown; 1988, 1997; or Hatch & Lazaraton, 1991).

19.3.2 The qualitative-exploratory end of
the continuum

Researchers at the qualitative-exploratory end of the continuum value the
concepts of dependability, confirmability, credibility, and transferability. Gener-
ally speaking, those are the standards qualitative researchers hold up in judging the soundness of their research.

19.3.2.1 Dependability
The standard of dependability in qualitative research requires that researchers
account for (1) any shifting conditions directly related to the people and things
they are studying and (2) any modifications they have made in the design of
their study as it has progressed. The purpose of such accounting is to help
researchers and their readers get a more exact understanding of the context.
Dependability is roughly analogous to the concept of reliability (described
above) in quantitative studies. The dependability of a qualitative study can
be improved by using such techniques as stepwise replications, overlapping
methods, and/or inquiry audits (for more on these concepts, see Davis, 1992,
1995; or Brown, 2001).

19.3.2.2 Confirmability
The standard of confirmability in qualitative research requires that researchers
fully reveal the data they are basing their interpretations on, or at least make
those data available. The point is that, whether or not anybody actually takes
the researchers up on it, they should make their data available so that other
researchers could examine them and confirm, reject, or modify the original
interpretations. The confirmability of a qualitative study is approximately
analogous to the concept of replicability (described above) in quantitative
studies. Confirmability can be improved by using audit trails (as described
briefly in Davis, 1992, 1995; Brown, 2001; or in more detail in Lincoln & Guba,
1985).

19.3.2.3 Credibility
The standard of credibility in qualitative research requires researchers to show
that they maximized the accuracy of their definitions and their characteriza-
tions of the people or things under investigation – especially as the various
participants in the study judged those interpretations. Credibility is more or less analogous to the concept of internal validity (described above) in quantitative studies. The credibility of qualitative studies can be enhanced by using such techniques as member checking, negative case analysis, peer debriefing, persistent observations, prolonged engagement, referential analysis, and/or triangulation (for more on these techniques, see Davis, 1992, 1995; or Brown, 2001).

19.3.2.4 Transferability
The standard of transferability in qualitative research requires researchers to describe the research design, context, and conditions so well that the readers can decide for themselves if the interpretations apply to another context with which they are familiar. Transferability in qualitative research is approximately analogous to the concept of generalizability (described above) in quantitative studies. Transferability can be enhanced by using thick description (for more on this notion, see Davis, 1992, 1995; Lazaraton, 1995; or Brown, 2001).

19.3.3 How interactive are the standards of sound research?

Figure 19.6 is my attempt to represent the interactive relationships among the various standards continua. Recall that earlier, I defined interactive as all possible combinations of the points along the continua. In other words, for each of the standards continua in Figure 19.6, a study may need to focus entirely on the standard at the qualitative-exploratory end of the continuum or the standard at the quantitative-experimental end. In other cases, researchers may need to balance their concern for standards at both ends of the continuum to varying degrees. For example, one team of researchers might need to demonstrate the dependability, confirmability, credibility, and transferability of their study, while another might need to stress the reliability, replicability, validity, and generalizability their study. A third team might need to combine all eight standards, while a fourth team might choose to stress primarily reliability, replicability, validity, and generalizability, but also feel that confirmability and transferability should be addressed briefly. And so forth.

Notice, as in Figure 19.5, the tree above the standards continua shows how the many different research techniques in applied linguistics tend to array themselves across the qual–quant and various standards continua. Again, I emphasize that they tend to do so because to do otherwise would be to negate the possibility that any of these various research techniques might require standards at one end or the other or both to varying degrees. Nonetheless, Figure 19.6 should help in understanding how the standards of sound research can interact in the world of applied linguistics research.
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Figure 19.6 Standards of research soundness continua for primary research
19.3.4 Ethical considerations

General social sciences research ethics have been discussed from many points of view (for an overview of this work, see Kimmel, 1988). Periodically over the years various national and international organizations have even attempted to provide guidelines for their memberships (e.g., the American Psychological Association, which has provided various sets of guidelines for the ethical conduct of research: 1953, 1982, 1994).

Kimmel (1988) discussed some of the sorts of ethical problems that arise in social sciences research:

1. The complexity of a single research problem can give rise to multiple questions of proper behavior.
2. Sensitivity to ethical issues is necessary but not sufficient for solving them.
3. Ethical problems are the results of conflicting values.
4. Ethical problems can relate to both the subject matter of the research and the conduct of the research.
5. An adequate understanding of an ethical problem sometimes requires a broad perspective based on the consequences of research.
6. Ethical problems involve both personal and professional elements.
7. Ethical problems can pertain to science (as a body of knowledge) and to research (conducted in such a way as to protect the rights of society and research participants).
8. Judgments about proper conduct lie on a continuum ranging from the clearly unethical to the clearly ethical.
9. An ethical problem can be encountered as a result of a decision to conduct a particular study or a decision not to conduct the study.

Instead of dwelling on the potential problems that unethical behavior can cause in research, I would prefer to simply delineate some of the steps that can be taken to avoid ethical pitfalls in applied linguistics research anywhere along the qual–quant continuum. Some of the most important ethical and professional responsibilities fall into three categories (adapted from Brown, 1997): participant issues, analysis responsibilities, and concerns for the audience of a study:

With regard to participant issues, it is important to:

1. Avoid abusing the participants in a study in any way, including at least abuses of their persons, time, or effort; it may also be important to obtain the participants' informed consent in writing.
2. Avoid abusing any colleagues by collecting data from their students without their permission or by using too much of their precious class time.
3. Reward the cooperation and efforts of all participants and colleagues, at very least by giving them feedback or information on what happened in the study.
In terms of the analysis responsibilities, it is crucial to:

4 Guard against consciously or subconsciously modifying data or interpretations so they support personal views and prejudices.
5 Select the appropriate research method and technique(s) and best possible interaction of research characteristics for the purposes of the particular research project involved.
6 Select the most appropriate interaction of standards possible for the purposes of the particular research project involved.

As for concerns for the audience of a study, it is essential to:

7 Explain the research clearly so it can be understood by the readers.
8 Organize the report using traditional sections, headings, and other conventions (e.g., see American Psychological Association, 1994; or Brown, 2001, ch. 6) so readers can easily follow the study.
9 Interpret results very carefully while guarding against any temptation to over-interpret, or generalize beyond what the data and results can support.

Since ethics is an area where all research methods and techniques come together and tend to agree, I will end here. However, I would like to mention one further set of considerations that is seldom listed in discussions of research ethics. In my view, all researchers in applied linguistics have two overriding ethical responsibilities: (1) to continue reading, learning, and growing as researchers in order to better serve the field, and (2) to design research that is effective and fits well into the particular institutional contexts involved by selecting those characteristics and standards along the qual–quant continuum that will best interact to provide systematic and principled answers to the many important questions that remain to be answered in applied linguistics.
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**FURTHER READING**

20 Second Language Learning

WILLIAM LITTLEWOOD

20.1 Introduction

Debate about second language learning has been going on for many centuries now. In the first century AD, for example, the Roman rhetorician Quintilian discussed the optimal age for second language learning. He favored an early start because “by nature we retain best what is learned in our tenderest years.” Around 400 AD, St Augustine supported what we would now call intrinsic motivation, in the belief that “free curiosity has a more positive effect on learning than necessity and fear.” He also advocated an inductive approach to learning, since “we cannot hope to learn words we do not know unless we have grasped their meaning... by getting to know the things signified” (all quotations are from Kelly, 1969). The same issues that occupied Quintilian and St Augustine are still alive today, and opinions are still divided.

Usually the debate has had, to a greater or lesser degree, a practical purpose: to improve the success of learning and the effectiveness of teaching. Thus, if learning in our “tenderest years” leads to better retention, it may be advisable to start teaching as early as possible; if intrinsic motivation is most effective, it may be more important to create interesting learning conditions than to rely on external rewards and punishments; and so on. It is therefore not surprising that in the last 50 years, as international contacts have increased and ever more people have needed to learn a second language, we have seen a corresponding increase in the efforts to reach a more thorough and systematic understanding of second language learning. In the 1950s these efforts consisted mainly in seeking ways to explain second language learning by appealing to general learning principles, notably those derived from behaviorist psychology (Rivers, 1964, is a classic critical survey). Gradually, as the special nature of language learning became clearer, second language learning established itself as a field of enquiry in its own right. Since the 1970s in particular, research into second language learning – often referred to as “second language acquisition research” or the abbreviated “SLA research” – has increased dramatically and even
developed sub-fields, each with its own concepts and methods. One survey of the overall field of SLA research (Ellis, 1994) runs to over 800 pages.

Today, then, the study of second language learning is an immensely rich and varied enterprise. Most participants in this enterprise still see its ultimate justification in terms of the desire to improve learning and teaching. In this respect the study of second language learning is one important branch of the overall field of “applied linguistics,” the purpose of which is “to solve or at least ameliorate problems involving language” (Davies, 1999, p. 1). Since the mid-1980s, however, an increasing amount of research in the field has moved away from the practical purposes that first initiated it and many researchers now approach second language learning as a problem-area in its own right. They explore it and address theoretical problems within it independently of whether these problems have practical significance, simply because second language learning is a domain of human experience that merits scientific study (examples of this development are the contributions to Ritchie and Bhatia, 1996, and the journal Second Language Research). Of course we should not draw strict dividing lines, because such “non-applied” research is also likely to improve the basis for making practical decisions. Conversely, a review of classroom-oriented SLA research since 1985 (Lightbown, 2000) cautions us against over-hasty attempts to apply the results of this research to teaching, since they are only one amongst several sources of knowledge that teachers draw on in shaping their expectations and practice.

### 20.1.1 Some terms clarified

In this chapter the term “second language” refers to any language that is learnt when the first language system is already in place. No distinction is made between the “second,” “third,” or even “fourth” (etc.) language that a person learns. This does not mean that it is irrelevant whether a person has already learnt one or more other “second” languages before being exposed to the one currently being learnt – indeed the ways in which language learning may be affected by previously learnt languages other than the first language is an area of enquiry in its own right (Cenoz, Hufeisen, & Jessner, 2001). However it would be impossible to sustain the distinction in any review of second language research, since this research itself rarely distinguishes between subjects who are learning a new language for the first time and those who have already experienced the process. It seems intuitively likely, indeed, that a large proportion of the “second” language learners who have been studied are in reality learning a third or fourth language.

Some writers make a distinction between a “second” language, which has societal functions in the community where it is learnt (e.g., English in India or English as learnt by an immigrant to the USA), and a “foreign” language, which is learnt for contact outside the community (e.g., French as learnt in the UK). In this article the term “second language” is used as a cover term and refers to an additional language, which is learnt in either kind of situation.
Finally the term “language” itself – the goal of second language learning – needs elaboration. In the early days of second language learning studies, this goal was conceived primarily in terms of grammar and vocabulary – literally, then, in terms of language elements. However, subsequent developments in linguistics and related disciplines have led to a much wider conceptualization of the knowledge and abilities that second language learners need to acquire (see for example the seminal article of Canale & Swain, 1980). The goal is now usually recognized as including various aspects of “communicative competence,” for example:

- linguistic competence, which includes the knowledge of vocabulary, grammar, semantics, and phonology that have been the traditional focus of second language learning;
- discourse competence, which enables speakers to engage in continuous discourse, e.g., by linking ideas in longer written texts, maintaining longer spoken turns, participating in interaction, opening conversations and closing them;
- pragmatic competence, which enables second language speakers to use their linguistic resources in order to convey and interpret meanings in real situations, including those where they encounter problems due to gaps in their knowledge;
- sociolinguistic competence, which consists primarily of knowledge of how to use language appropriately in social situations, e.g., conveying suitable degrees of formality, directness and so on;
- sociocultural competence, which includes awareness of the background knowledge and cultural assumptions which affect meanings and which may lead to misunderstandings in intercultural communication.

Most research into the dynamics of second language development has focused on linguistic and (to a lesser extent) discourse competence. In the area of pragmatic competence, research has studied the communication strategies used by second language speakers (Kasper & Kellerman, 1997) but rarely how these strategies develop. In the areas of sociolinguistic and sociocultural competence, important areas of study have been how second language speakers perform speech acts and how misunderstandings may arise when they transfer first language strategies and assumptions to their second language use (Cohen, 1996).

### 20.1.2 Scope of this chapter

This chapter approaches the study of second language learning as part of the broader field of applied linguistics and sees it as aiming ultimately to increase our capacity to learn and teach second languages more effectively. Viewed from this perspective, however, there are three important areas which are not dealt with here. The two areas of second language research, which have
perhaps the most important implications for language pedagogy, are the ways in which learning is affected by social factors and individual differences. These two areas are the subjects of separate chapters in this volume (and respectively) and will therefore not be dealt with here. This means also that this chapter does not deal with one of the main arenas in which individual differences and social factors play their role, namely, learners’ motivation (see Dörnyei, 2001, for an up-to-date survey).

To those people who have grown up in situations dominated by one majority language and learnt another language for communication abroad or with foreign visitors, the prototypical setting for second language learning may seem to be the classroom. A feature of second language research since the 1970s has been that it has paid attention not only to learning in the classroom but also to so-called “natural,” “informal,” or “untutored” learning which takes place outside classrooms, either simultaneously with classroom learning (as in the case of students who take vacation English courses in the UK or the USA) or as the main source of learning (as with many immigrants or child second language learners). From this broader perspective, the overall field of study is the process of second language learning as it may occur in any context; the influence of classroom instruction on this process is just one important aspect of this field of study. This is the perspective taken in this article.

Resources for conducting research are obviously more available in some countries than in others and, equally obviously, this has affected the range of specific languages for which we have data. Since we have far more information about English than other languages and since English is a language, which all readers of this handbook understand, most of the specific examples will involve English. Of course it is hoped that the processes and principles, which these examples illustrate, will apply equally to the learning of other languages.

The chapter is structured as follows. Section 20.2 discusses what research has shown about some of the major processes involved in second language learning. Section 20.3 then discusses what we know about typical sequences of learning and what might cause them. Section 20.4 looks at how learning is affected by classroom instruction, which focuses on formal aspects of language. Section 20.5 outlines some of the most important theoretical positions which are currently adopted by those involved in the study of second language learning. Section 20.6 summarizes diagrammatically the key elements and processes of second language learning that have been mentioned in the chapter.

20.2 Processes of Second Language Learning

One of the principles of all learning is that we make sense of new information and ideas by relating them to our previous knowledge. There are two main kinds of previous language knowledge which second language learners can use in order to make sense of the new language they encounter: the first is
their knowledge of their mother tongue and the second is the knowledge they already possess about the second language itself. In the first case it is common to talk about “transfer” and in the second case about “generalization.” These processes will be discussed in this section. The section will then include brief discussion of two processes which are less creative in nature but which also appear to play an important role in the overall second language learning process, namely, simplification and imitation.

When a learner produces language, which conforms to native speaker norms, it is obvious that learning has taken place but not usually possible to know what kind of learning it was. For example, if a learner says *I don’t know how to do it*, there is no way of knowing if he or she has mastered a complex set of English rules or simply memorized a set pattern. One way of trying to catch a clearer glimpse into the second language learner’s mind is to look not only at the correct forms that he or she produces, but also at the errors (Corder, 1967; James, 1998; Richards, 1974). We will see below how the study of learners’ errors has been a particularly rich source of insights into the processes by which second language learning takes place.

### 20.2.1 Transfer

Particularly when the second language shares a wide range of structures with the mother tongue, transfer is a powerful process that can already take the learner deep into the new system (Odlin, 1989). For example, when French native speakers begin to learn English, they already know how word order usually signals meaning; how the logical object becomes the grammatical subject when the passive voice is used; the basic principles that underlie the uses of the definite and indefinite articles; the main patterns for forming relative clauses; and so on. They already possess the cognitive habit of paying attention to (and signaling) number each time they use a noun, or tense each time they use a verb. Sometimes of course, even within the domains just mentioned, they may transfer knowledge which is not appropriate and leads them into error. For example, they may say *I am actor*, omitting the article on the pattern of French *je suis acteur*, or they may over-use the present perfect tense in *Yesterday I have sold my car* under the influence of French *Hier j’ai vendu ma voiture*. Overall, however, they can transfer a large body of relevant mother tongue knowledge, which makes the second language learning process easier and quicker. Indeed, errors such as those just mentioned illustrate even more clearly than their correct utterances that the process of transfer is taking place.

The extent to which transfer helps French native speakers to learn English becomes clearer if we consider the problems encountered by native speakers of a language which does not share so many features with English. This Chinese native speaker, for example, has learnt English for over ten years but still shifts almost randomly between tenses as she tells of her experience last summer: *At the start of the holiday, I try hard to find a summer job. Luckily, I was employed by an audit firm. Although I have worked for three months only, I learnt a*
lot of things. Similarly, many advanced Chinese learners experience difficulty with the basic relative clause construction (e.g., *The first feeling comes into my mind is that I need to pay a lot of money*), the use of articles (e.g., *Rabbit is an animal which is very small*) or the passive (which is often avoided completely – in one set of 17 essays on general topics, written by students with over ten years’ English learning experience, it does not occur at all). In addition to these aspects of learning where transfer seems to be less available to the Chinese than to the French native speaker, there are also clear instances when transfer does take place, sometimes leading to errors (e.g., *There had stuffy air* and *Although I love playing so much, but I play only in my free time*, which reflect Chinese patterns in existential constructions and concessive clauses respectively). However we may assume that for the Chinese learner, too, transfer usually performs a helpful role, for example by providing awareness of basic word order conventions or the distinctions between major word classes.

The examples just given show the process of transfer operating at the level of the learners’ linguistic competence. This is the domain on which most research has concentrated. However the same process operates at higher levels of discourse (Littlewood, 2001; Takahashi, 1996). For example, a common transfer error in the discourse of Chinese learners of English is caused by different conventions for using “yes” or “no” in reply to negative questions. In this exchange, the Chinese native speaker (B) was understood by the native English speaker (A) as meaning that she does indeed live with her parents:

A:  Don’t you live with your parents then?
B:  Yes.

– until B continued with the words:

B:  I live on my own. I rent a flat.

– where it emerges that B is in fact transferring into English the normal Chinese discourse strategy of replying to the speaker’s assumption (“Yes, you are right – I don’t live with them”) rather than to the proposition itself, as is normal in English discourse (in this case, “No, I don’t live with them”).

Until the 1960s, it was generally assumed that transfer (often labeled negatively “interference”) was not only a hindrance to learning but also the only major cause of error (Brooks, 1960). We will now see that in fact many errors are not due to transfer but to another basic learning process, namely, generalization.

### 20.2.2 Generalization

The ability to go “beyond the information given” in experience and make generalizations, which can then be used to understand and create new instances of experience, is fundamental to learning (Bruner, 1973). There are
many terms which refer to aspects of this same process but from different theoretical perspectives, e.g., rule-formation, pattern-perception, schema-construction or the establishment of neural networks. Any of these terms can also be used in referring to second language learning. The process means, for example, that second language learners do not need to learn separately, for each verb, how it can be used to express time in the past: once they know the underlying pattern that creates \textit{walked} from \textit{walk} and \textit{danced} from \textit{dance}, they can also create \textit{jumped} from \textit{jump} and \textit{stepped} from \textit{step}. At the level of sentence structure, once they have a rule that enables them to make the logical object of one action into the subject and topic of a sentence by means of the passive, they can do it for a whole range of other logical objects. As with transfer, then, although we cannot actually observe generalization taking place, we may assume that it is operating all the time and is almost always helpful to learning. Indeed, if this were not the case, second language learners would never be able to use the structures of the language creatively to understand or express new meanings.

Again as with transfer, the process of generalization becomes clearest when it leads not to correct forms but to errors, that is, when it becomes overgeneralization. For example, the same process of generalization that allows learners to associate \textit{jumped} and \textit{jump} may also lead them to hear \textit{hoist} as a past participle similar to \textit{jumped} (presumably from a verb \textit{hois'} with no final “\textit{t}”), leading to the common announcement in Hong Kong that \textit{The number one typhoon signal is hoist}. Alternatively, if a learner generalizes from \textit{waited} and \textit{wanted} to \textit{expected}, she may say how \textit{touch-ted} she feels by a movie she has just \textit{watch-ted}. Many other examples of overgeneralization can be found in the speech and writing of second language learners. Here, for example, a learner overgeneralizes an English rule for inverting subject and object in questions: \textit{Tell me what can I do}. Here another learner overgeneralizes in the opposite direction: \textit{Why I tell you I am an optimistic youngster?} The next learner is familiar with the common “I am + adjective + to” pattern as in “I am eager (willing, ready, etc.) to . . .” and uses it inappropriately with “easy to . . .”: \textit{I am so easy to cry but always keep back my tears}. Finally, this learner knows that words like “buy” are normally followed by objects and produces the deviant utterance \textit{Health is your wealth that you cannot buy it}. All of these forms were produced by Chinese-speaking learners of English but, in principle, could have been produced by learners of any mother tongue, since they are based on the learners’ previous experience with the second language itself rather than with their mother tongue.

As with transfer, generalization and overgeneralization errors occur not only within the learner’s developing linguistic competence but also at higher levels of discourse. For example, the phrase \textit{What’s the matter?} is often overgeneralized by Chinese speakers in Hong Kong from situations where a person is in some difficulty to other situations where help is requested. Thus one may enter a travel agency in Hong Kong and be greeted not with (say) “Can I help you?” but with \textit{What’s the matter?}
20.2.3 Transfer and generalization combined

In the above two sections transfer and generalization are treated as two distinct processes. As I indicated earlier, however, they are related in that each is a way of using prior knowledge to make sense of what is new. We would therefore expect to encounter many instances where previous mother tongue knowledge and previous second language knowledge combine to offer the learner a similar way of making sense of new second language data. Thus when a German speaker says *I would have it done* to express the past conditional (i.e., in the sense of "I would have done it"), is this a transfer of the German word order rules which, in the translation equivalent, would move the past participle to the end of the phrase (*Ich hätte es gemacht*)? Or is it a case of influence from the English pattern "to have something done"? When an Italian native speaker says *I think to go to Spain*, is this a case of transfer of the Italian pattern "pensare + infinitive" or is it overgeneralization of the English pattern after verbs such as "I want" or "I intend"? It seems likely that both influences are at work and indeed reinforce each other.

20.2.4 Simplification

Transfer and generalization are ways of actively making sense of a new language in terms of what is already known. A third process that often takes place, especially in the early stages of learning, is more reductionist in nature. This is the process of simplification, in which a speaker omits elements that are redundant and produces something similar to the "telegraphic speech" found in early mother tongue acquisition. For example, a Chinese native speaker in Hong Kong saw that I had some photocopying to be done and informed me *Photocopier broken*. On another occasion, after I had paid in advance for a cup of tea at the cash desk of a canteen and was going to the wrong counter to collect it, the cashier corrected me with an appropriate gesture and *Sir! ... tea there*. Simplification may be supported here by transfer, since the Chinese equivalents of these utterances would not require a copula.

Such simplified utterances enable a speaker to convey essential meanings with a minimum of linguistic competence. Indeed it is debatable whether they are best seen as products of the speaker’s developing linguistic system or simply as one-off strategies designed to solve an immediate communication problem. From a developmental perspective, perhaps an important function is that they enable the second language learner to engage in interaction at an early stage and thus be exposed to a wider range of language.

20.2.5 Imitation

In the behaviorist perspective that dominated in the 1950s, imitation (leading through repetition to memorization) was a cornerstone of the learning process. In the reaction against behaviorism its importance was widely rejected
(Dulay & Burt, 1973), but it is now again generally recognized as a significant process.

The clearest evidence for the role of imitation is provided by set phrases ("formulaic speech") that learners often produce as a means of coping with common or important situations in their environment. Evidence that the phrases result from imitation comes from the fact that the learner’s other output shows no evidence that he or she has mastered the grammar that underlies them. Thus a learner may regularly use phrases such as the one mentioned earlier – I don’t know how to do it – at an early stage of learning, when he or she never otherwise uses either the full negative “I don’t…” or “how + infinitive…” as productive patterns.

Formulaic speech is an important feature of second language use and learning (Wray, 1999). On the one hand, like simplification, it gives speakers the linguistic tools for coping with situations that would otherwise be beyond their competence. On the other hand it may provide them with a memorized store of “language samples” which they can process internally, so that the underlying rules gradually become incorporated into their developing linguistic competence. There is evidence that some second language learners are more disposed than others to follow this route.

20.2.6 Conscious and unconscious learning processes

The four processes mentioned in this section – transfer, generalization, simplification and imitation – may all occur either subconsciously or consciously. In natural situations, we may expect them to occur almost always subconsciously, while the second language learner/speaker focuses on the meanings which are communicated. In formal learning situations, it is of course very common for these processes to be raised to consciousness (Rutherford, 1987). For example, a teacher may highlight a rule so that the learners can generalize it more easily, or a learner may consciously try to imitate, repeat, and memorize a useful utterance in a dialogue. The relationship between conscious and unconscious learning processes is an area of lively debate, which we will encounter again in later sections.

20.3 Sequences of Development

As we have seen, the analysis of learners’ errors has contributed much to our understanding of second language learning. However, since it focuses attention mainly on structures, which learners have not yet fully acquired at a particular time, it does not tell us much about the actual progression of learning. For example, in the case of the learner who asked Why I tell you that I am an optimistic youngster?, how did he reach that point and how is he likely to develop further? If we hear a speaker use the simplified I no want it, does that tell us anything about where he or she stands in relation to gradual
mastery of negative structures? To answer questions such as these, we need to consider the development of individual learners over time. This was done first in the context of first language acquisition and subsequently by second language researchers (e.g., Bailey, Madden, & Krashen, 1974; Dulay & Burt, 1973; contributors to Hatch, 1978). A small selection of the results is presented here.

### 20.3.1 Acquisition of the negative

Learners with a wide range of mother tongues have been found to follow a similar sequence of development in acquiring the negative:

1. At first learners simply place a negative particle outside the main sentence structure (**No very good**).
2. Then comes a stage when the particle is placed inside the sentence but before the verb (**I no want it**; **I not like that**).
3. The first instances of placing the particle after the verb occur with auxiliary verbs such as “is” and “can” (**He was not happy**; **You can’t tell her**). “Don’t” may be used, but it is not marked for number or tense (**She don’t like it**).
4. Finally the particle is placed after a part of “do,” which is also marked for number and tense (**It doesn’t swim**).

These stages are not clear-cut but overlap with each other. Thus a learner who has moved to stage 3 in most of her language may sometimes also produce forms typical of stage 2. Furthermore, there is some variation within the stages. Some of this may result from transfer. At stage 2, for example, Spanish learners prefer to use *no* whereas Norwegian learners prefer *not*, influenced by the sounds of their mother tongue; also, stage 2 persists longer for many Spanish learners than for others, presumably because their own language places the particle before the verb (as in **Carmen no es de Madrid**). In general, however, the studies show remarkable similarity in how learners gradually develop their mastery of the negative.

### 20.3.2 Acquisition of the interrogative

As with negatives, there seems to be a typical sequence of stages in the development of interrogatives. Here only wh-interrogatives will be mentioned:

1. At first learners simply place the question word in front of the sentence, without inverting the subject and verb (**Why we not live in Scotland?**).
2. At the next stage inversion takes place with the copula (**Where is the sun?**).
3. Inversion later comes to be made with “do,” which is marked for number and tense (**What do you say?**)
4. Later still, complex questions occur such as negative questions (**Why can’t he come?**) and embedded questions (**Tell me why you can’t do it**).
20.3.3 Acquisition of morphemes

It was the so-called “morpheme studies” in first language research that drew widespread attention to the possibility of natural developmental sequences (Brown, 1973). This research examined the sequence in which 14 grammatical morphemes were acquired by several children and found that the sequence was basically the same. These findings stimulated a series of second language studies (reported, e.g., in Dulay, Burt, & Krashen, 1982), which examined the same phenomenon. They took large groups of learners and measured how accurately they produced the different morphemes in their speech or writing. This “accuracy order” was assumed to be the same as the order in which the morphemes are acquired (an assumption which has however been questioned). The studies found a noticeable similarity amongst the second language learners from different language backgrounds. The accuracy order suggests that all learners first acquire a group of morphemes comprising present progressive “-ing,” plural “-s,” and copula “to be”; the second group consists of auxiliary “to be” and the articles “the” and “a”; then come irregular past forms; and the fourth group includes regular past with “-ed,” third person singular “-s,” and possessive “-s.”

20.3.4 A built-in syllabus?

Although only a few structures have been studied from this perspective (others include relative clauses, past tense markers, and German word order), the results combine to suggest that for some structures at least, the sequence of acquisition may to some extent be pre-programmed in the learner’s mind. This reinforces the idea, already suggested by the results of error analysis, that learners may operate with a “built-in syllabus” (Corder, 1967): that is, they not only work on the input with processes such as generalization, transfer, simplification, and imitation, but are also disposed to develop their internal grammar in natural, predictable sequences. Furthermore, these same sequences have been observed even in the spontaneous output of classroom learners who have been taught the correct target forms, suggesting that the internal syllabus often overrides the external syllabus which the teacher or coursebook tries to impose.

The processes discussed in Section 20.2 are not in themselves specific enough to explain natural sequences. They do not explain, for example, why one rule rather than another is generalized, why questions and negatives are acquired in the particular sequence observed, or why plural “-s” is acquired before third person singular “-s.” Various additional explanations have been proposed. One is that a form is more likely to be learnt if it is supported by more than one process, for example, by both generalization and transfer, or by both transfer and simplification. A target form may also become established more quickly if it is more frequent in the input (this has been suggested for the morphemes discussed above), more salient perceptually in the speech that
learners hear, or more important in communication (this seems to be the case with formulaic speech). A more technical suggestion is that the development of some structures may be governed by psycholinguistic “processing constraints,” so that the achievement of one stage is a prerequisite for achieving the next (Pienemann, 1989). This may explain the sequences of negatives and interrogatives, in which each stage requires the learner to perform more (or more complex) operations on the basic “subject – verb – object” pattern.

20.4 The Effects of Classroom Instruction

In the previous section it was mentioned that the learner’s “built-in syllabus” seems in some ways to be independent of the effects of instruction: similar errors and similar sequences have been observed in both natural and instructed learners. This discovery led some researchers to posit that the built-in syllabus may be powerful enough to override the effects of instruction. They raised the question of how instruction affects learning, if indeed it does at all (Long, 1983).

It is clear that instruction has effects on learning in the case of those many second language speakers whose ability comes only from classroom instruction, supplemented perhaps by a limited amount of outside-class practice. In studies which have compared learners who experience only natural exposure with learners who experience both exposure and classroom instruction, the results (though less conclusive) also indicate that instruction improves learning. The issue remains, however, of exactly how classroom instruction affects the learning process. For example, does it affect the course that learning takes? Or does it affect only the rate of progress along a pre-determined course? To what extent is it helpful if teachers focus learners’ attention explicitly on the forms of the language they are learning (e.g., on its grammar and vocabulary), or should the main focus always be on the communication of meanings? Can we identify the conscious learning strategies which seem most helpful to learning? These are some of the key questions, which will be considered in this section.

A teacher often asks a group of learners to repeat and practice a complex structure during a lesson and, in that controlled situation, they become able to produce the structure in response to the teacher’s stimulus. Intensive patterns drills are based on this procedure. However this production often results from conscious manipulation rather than genuine learning. Here we are concerned not with this kind of performance but with whether the learners can still use a structure in their spontaneous use of language some time after the instruction has taken place.

20.4.1 The rate and course of learning

Several studies have provided evidence that instruction can accelerate the rate of learning. In one of these (Doughty & Varela, 1998), learners were given
instruction in forming relative clauses at a stage when they were considered ready to acquire them. They acquired the rules more quickly than learners who were exposed to input containing the structures but received no instruction. In another study (Pienemann, 1989), English-speaking learners of German were taught German word-order rules. All the learners were at “stage 2” in the developmental sequence that the researchers had observed with other students. Some stage 2 learners were taught rules from stage 3 and others were taught rules from stage 4. It was found that the first group benefited from instruction and moved quickly into stage 3, but that the second group were unable to “skip” a natural stage: they either remained at stage 2 or moved into stage 3. These and similar findings are the main evidence for Pienemann’s “learnability” or “teachability” hypothesis, according to which instruction (in some areas of language at least) can accelerate the rate of learning but not cause learners to skip a natural stage. Other areas of language may be more flexible and teachable at any time.

20.4.2 Focus on form

The studies just mentioned already provide evidence that learning can benefit from instruction which focuses on form (often called “consciousness-raising”). Other important evidence comes from French immersion programs in Canada. The students in these programs attend classes in “content” (i.e., non-language) subjects in the medium of French. From a language learning perspective, therefore, they are learning in a natural environment without explicit instruction. They achieve a high degree of fluency in French, to the extent that these programs have often been cited as support for adopting a “natural approach” to language teaching in which there is no error-correction or explicit focus on form. However, closer examination revealed that though the students emerge as fluent communicators, there are some aspects of French grammar that they do not master (Harley & Swain, 1984), perhaps because these aspects are not essential to communication in the classroom setting (where all the participants except the teacher are fellow native English speakers). In a number of experimental studies, aspects of grammar (e.g., the conditional and the different uses of the past continuous and simple past tenses) have been taught explicitly to groups of learners, whose performance has later been compared with learners who have received no instruction. The overwhelming evidence is that explicit focus on formal aspects of language is helpful and produces lasting improvement in performance (Doughty & Williams, 1998; Spada, 1997).

20.4.3 Conscious learning strategies

So far in this section we have considered how learning might be affected by action initiated by the teacher. Another line of exploration has focused
on action initiated by the learner. Many researchers have investigated the conscious strategies that learners use in order to plan and carry out their learning (O’Malley & Chamot, 1990; Oxford, 1990).

The so-called “good language learner” studies of the 1970s (notably Naiman et al., 1995 [1978]) laid the foundations for this research by investigating some of the qualities that characterize successful language learners. These learners are characterized above all by strategies for active involvement: for example, they repeat silently to themselves what the teacher or other students say; they think out their own answer to questions which the teacher puts to other students; they pay close attention to the meaning of the language they are practicing; and they seek opportunities to use the language outside class, for example by reading or seeking personal contacts. Subsequent research (surveyed in McDonough, 1999) has confirmed that successful learners generally use a greater number of active learning strategies. It has identified strategies which fall into four broad categories: metacognitive strategies (e.g., planning one’s learning time), cognitive strategies (e.g., techniques for memorizing vocabulary), affective strategies (e.g., ways to deal with frustration and increase motivation), and social strategies (e.g., joining a group as a peripheral participant and pretending to understand). A practical aim of this research is to identify in more detail the strategies which lead to more successful learning, so that these strategies can be introduced to less successful learners. It is generally accepted, however, that the specific strategies which best suit one learner will not necessarily be those that best suit another learner.

20.5 Theories of Second Language Learning

So far this chapter has presented some of the findings of second language research together with some of the explanations that have been proposed. These have been essentially “local” or “lower-level” explanations, in the sense that they have tried to account for specific aspects of the learning process, such as the kinds of error that learners make or the natural sequences of development that have been observed, by means of specific notions such as transfer, processing constraints, or the frequency of items in the input. In this section we will move to a higher level and look at some of the more global explanations that have been proposed for the human capacity to learn a second language. These explanations are variously called “hypotheses,” “models,” or “theories,” depending on the scope and depth of the explanatory power that their proponents claim for them, but these terms will not be kept rigorously distinct here.

Theories of second language learning fall broadly into two categories: those which take as their starting point the cognitive processes that underlie second language learning and those that start from the context of learning. Of course no cognition-oriented theory can ignore the context in which the cognitive
processes are activated and no context-oriented theory can ignore the processes which convert input into learning. It is a question of emphasis.

A complete theory would integrate satisfactorily both the cognitive and contextual bases of learning into a single framework which would accord appropriate weightings to both sets of factors and illuminate the relationships between them. Such a theory is not yet available and (in view of the complexity of second language learning and the different forms that it takes) there is even some doubt as to whether it would be desirable or possible. What we have at present are therefore “middle-level” rather than comprehensive theories of second language learning.

20.5.1 Cognition-oriented theories

This section looks first at three related hypotheses, which develop a conception of language learning as occurring through innate mechanisms which exist specially for this purpose. It then looks at how other researchers have proposed to account for language learning within the wider framework of cognitive learning theory.

20.5.1.1 The creative construction hypothesis

Much of the early research in the 1970s was guided by the conception (stimulated by work in first language acquisition) of a “language acquisition device,” which facilitates a process of “creative construction” in the mind of the learner. Partly in reaction to behaviorist ideas that second language learning is a process of habit-formation in which the major obstacle to learning is interference from the mother tongue, many researchers (e.g., Dulay & Burt, 1973) set out to show that second language as well as first language learners are endowed with innate mechanisms for processing language and creating their own internal grammar. Some of this work was described in Sections 20.2 and 20.3 above. The grammar that learners construct is often called their “interlanguage” (i.e., a language located somewhere on a continuum between their mother tongue and the target language) (Selinker, 1972) or “transitional competence” (i.e., a competence which is in a state of transition, as it develops in the direction of the target language) (Corder, 1967). However it does not generally become identical with the target language, as some non-target features become “fossilized” in the learner’s grammar. In this theory (variously called the “creative construction hypothesis” or “interlanguage theory”), it is usually claimed that many of these innate mechanisms are specific to language learning rather than of a general cognitive nature, since the input does not contain enough evidence for general cognitive mechanisms to work on. The input acts primarily as a “trigger” to activate the mechanisms.

20.5.1.2 The input hypothesis

An attempt to formulate a more comprehensive theory, which incorporates the creative construction hypothesis, is the “input hypothesis” (also called
the “monitor model”) formulated by Krashen (1982). In this model the most important distinction is between “acquisition” and “learning.” “Acquisition” is subconscious and guided by the learner’s innate mechanisms along natural developmental sequences. It occurs as a result of exposure to comprehensible input, is not accessible to conscious control or instruction, and occurs best when the “affective filter” (e.g., level of anxiety) is low. “Learning” is conscious and often occurs through instruction or error correction. “Acquired” language is most important and forms the basis for spontaneous communication. Language that has been “learnt” plays only a subsidiary role as a “monitor” of speech or writing and can never pass through into the acquired system. Many of the claims of this model cannot be proven (e.g., the strict separation of acquisition and learning), but it has attracted many supporters and continues to inspire much discussion (see McLaughlin, 1987, for a detailed critique).

20.5.1.3 The Universal Grammar hypothesis
The language acquisition device, which is postulated as driving the creative construction process, is largely a “black box.” Some of what it contains can be hypothesized on the basis of learners’ errors and sequences of development discussed earlier in this article – mechanisms such as transfer, procedures such as paying attention to saliency, the constraints on learnability, and so on. Another approach is based on the linguistic theory of “universal grammar” (UG) associated with Noam Chomsky’s school of thought. The theory of UG claims that there is a set of principles which govern all languages and are already wired into the human brain when we are born. The principles themselves are universal, but they allow for variation in the form of certain parameters that need to be set. For example, there is a “structure-dependency” principle, which specifies that every language is organized hierarchically, such that each component not only forms part of a higher-level structure but also (down to the individual morpheme) has its own internal structure. Thus a phrase is part of the structure of the sentence, but also itself has a head element and subordinate elements (i.e., a complement). The structure-dependency principle has a “head parameter,” which specifies whether the head element in a phrase is placed before or after the other elements. In some languages (e.g., English) the head comes first, in others (e.g., Japanese) it comes last. The child learner’s task is to discover how this parameter should be “set” for the particular language he or she encounters. Once it has been set, the child has information relevant to all parts of the language to which the head parameter applies. These principles and parameters thus explain how the child learns much more about the language than he or she could have learnt form the input alone. They could explain this for the second language learner, too, if they are still available “the second time round.” Whether they are indeed still available is an area of lively debate, often highly technical, involving issues such as whether a second language learner acquires knowledge which would not be available directly from the
input (e.g., because it would require negative as well as positive evidence) and whether learning one aspect of language sometimes leads to knowledge of some other aspect which is related to the same principle and parameter (Towell & Hawkins, 1994, present a detailed application of UG theory to second language acquisition).

20.5.1.4 The cognitive skill-learning model
The cognition-oriented approaches described so far in this section regard language learning (whether first or second) as a unique form of learning which requires explanations specific to itself. Many researchers do not accept this view: they argue that general principles of cognitive psychology are sufficient to account also for second language learning (Johnson, 1996). Communicating through language is regarded as a complex skill in which, as with other skills, overt performance is based on a hierarchy of cognitive plans. Let us say, for example, that a man intends to ask his friend to lend him his car tomorrow. At the highest level of the hierarchy he needs to select an overall strategy (e.g., direct request? prepare the ground by asking if his friend will be travelling anywhere himself?). If he decides on the first strategy, he must select one of many possible ways of formulating a request (depending on factors such as the nature of their relationship and how much inconvenience the request is likely to cause). Formulating the request involves selecting a grammatical plan and, within that plan, individual components such as noun phrases and verb phrases. These have to be filled with specific lexical items which involve articulatory plans, which are in turn realized by appropriate motor skills. In skilled performance, only the higher-level plans require conscious attention (through “controlled processing”), whilst those at the lower levels are realized subconsciously (through “automatic processing”). Since human attention capacity is limited, fluent performance depends on the establishment of a repertoire of lower-level plans which can be processed automatically, so that sufficient attention can be given to higher-level decisions (e.g., communicative intention and meaning). At the early stages of learning, however, conscious attention has to be devoted even to lower-level plans such as grammatical structuring or word selection, leading to performance which is non-fluent and/or contains errors. Learning consists of moving these lower-level plans into the domain of automatic processing, so that they can unfold fluently in response to decisions at the higher levels.

The creative construction model (together with the related input hypothesis and UG hypothesis) sees language learning as proceeding in natural sequences as a result of internal mechanisms which are “triggered” by input from the environment. The cognitive skill-learning model just described sees second language learning as a less specialized process, one which is more amenable to control, and one in which productive performance has a clearer role. Both models seem to capture important aspects of different people’s learning experience and may represent alternative routes by which language may enter
a person’s communicative competence. In some kinds of situation, one kind of learning may predominate (e.g., the creative construction model in natural learning environments, the cognitive skill-learning in instruction), but the other will not be excluded. In many schools, for example, high priority is given to engaging learners in communicative activity which will activate their natural learning mechanisms.

20.5.2 Context-oriented theories

In the theories described so far in this section, the external context performs a necessary role but the focus is on the internal mechanisms that process the information that it provides. This section will look at theories and hypotheses, which shift attention to the context itself and to the ways in which it facilitates the process of learning.

20.5.2.1 The interaction hypothesis

The “interaction hypothesis” is a development of the input hypothesis discussed above (Long, 1985). The prerequisite for learning is still seen as comprehensible input, but attention is now drawn to the conditions that enable comprehensible input to be made available. The hypothesis argues that this is most likely to occur in situations of social interaction. These provide opportunities for the negotiation of meaning, requests for clarification, and comprehension checks. As a result, it is more likely that the input will be tuned to the current level of competence of the individual learner and thus become “intake” which is available for learning. Researchers have shown that increased opportunities for negotiation are indeed likely to lead to increased comprehension. They have also studied the kinds of classroom interaction task that are most likely to lead to the negotiation of meaning (e.g., pair-work tasks in which both learners have information and must reach a decision or a solution to a problem). However, the assumed causal link between increased opportunities for negotiation and improvement in learning has not yet been demonstrated empirically.

20.5.2.2 The output hypothesis

Natural second language learners often go through a “silent period” when they listen and respond, but do not actually produce language themselves. Nonetheless they develop knowledge of the language which can later serve as a basis for their own production. In the input hypothesis described earlier, this leads to the claim that acquisition occurs through processing “comprehensible input,” in which forms occur from the learner’s next natural developmental stage. Language production (including oral or written practice in class) is not necessary to learning and can be simply left to develop naturally, when learners feel they are ready. The “output hypothesis” argues (partly on the
basis of the French immersion classes mentioned earlier, in which massive input still does not lead to accuracy in all aspects of grammar) that input is not sufficient and that output too plays a significant role in acquisition (Swain, 1995). The need to speak or write makes learners pay attention to aspects of grammar which they would not need for comprehension purposes alone and thus makes them notice gaps in their knowledge. It gives them opportunities to make hypotheses about how the grammatical system works and (when meanings are negotiated) they get feedback about whether these hypotheses are correct. It stimulates them to discuss the language with others and thus “scaffold” each other (see Section 20.5.2.3) in their efforts to understand the language. Furthermore, from a cognitive skill-learning perspective, output helps to automate the cognitive plans that underlie language production.

20.5.2.3 The scaffolding hypothesis
In the interaction hypothesis, social interaction plays a mediating role: it facilitates the provision of input, which in turn triggers acquisition. In what we will call here the “scaffolding hypothesis,” social interaction provides the substantive means by which learning occurs. The hypothesis is based on sociocultural theory, which goes back to the work of Vygotsky in the 1930s and holds that social interaction is the most important stimulus for all learning. Two central concepts are “scaffolding” and the “zone of proximal development.” “Scaffolding” refers to the way in which, with support from others, learners can reach levels of achievement which they would be unable to reach independently. This support often comes from an expert (e.g., a teacher), but learners themselves may also provide it for each other. The “zone of proximal development” is the domain of performance that a learner cannot yet achieve independently but is capable of achieving with the help of scaffolding. The expectation is that what is currently possible through scaffolding will later become possible without it. Researchers have shown how learners who help each other during interaction may, together, produce language that neither could produce alone. They have also shown how language items which learners produce on one occasion with the help of scaffolding may subsequently be incorporated into their independent discourse (see the contributions to Lantolf, 2000).

20.5.2.4 The acculturation model and social identity theory
The interaction hypothesis and the scaffolding hypothesis both focus on the immediate context in which social interaction takes place. Brief mention will be made here of two theories which extend the perspective outward to the wider sociopolitical context of learning. Both are concerned mainly with the experience of immigrants in their new host country. According to the “acculturation model” associated with John Schumann (1978), language learning involves a process of acculturation and is therefore heavily dependent on
the degree of social and psychological distance that learners perceive between themselves and the speakers of the target language. This distance is smaller (and the conditions for learning are correspondingly more favorable) when, for example, the learner's own community shares social facilities and has regular contacts with the target language community. The “social identity model” (Norton, 2000) is based on the mutual influences that link language and identity: language is one means by which identity is constructed and identity affects the ways in which we use language. This identity is seen as dynamic and, as a person consolidates his or her identity in a new community, so his or her ability to speak and learn the language increases.

With these last two models we have begun to consider the influence on learning of wider social factors, which are the subject of Chapter 22 in this volume.

20.6 Conclusion

The various elements and processes of second language learning that have been described in this article are summarized in Figure 20.1. This diagram reminds us at level 1 that much second language learning (particularly in the second language environment) takes place in a wider social and sociopolitical context where it is one aspect of acculturation and identity construction. All second language learning (except some forms of self-instruction) takes place in an immediate context (level 2), which contains varying degrees of social interaction and instruction. These provide stimuli for learning which include those mentioned at level 3 of the diagram, where “output” comprises both spontaneous language use and controlled practice. These stimuli are processed subconsciously and/or consciously by internal mechanisms, some of which may be specific to language learning, others part of our general cognitive endowment. The former produce developmental sequences, which are to some extent predetermined, and the latter enable controlled plans to become automatic and fluent. Both kinds of learning serve to develop an ever-greater store of subconscious and conscious elements, which the learner can use for second language communication.

It should be stressed that, in reality, the various concepts in Figure 20.1 are not all rigidly distinct. Many are probably better conceived as the two extremes of a continuum (e.g., subconscious and conscious, since there can be varying degrees of consciousness) and others may be mingled in actual situations (e.g., instruction involves particular kinds of social interaction). The diagram should therefore be viewed more as a simplified summary of key elements and processes in second language learning than as an attempt to model the actual details of social, cognitive, and psycholinguistic reality.

See also 1 Language Descriptions, 21 Individual Differences in second Language Learning, 22 Social Influences on Language Learning.
1 The wider context

| Acculturation | – | Identity construction |

2 The immediate context

| Social interaction | – | Instruction |

3 Stimuli for development

| Input | Scaffolding | Output | Consciousness-raising | Conscious strategies |

4 Levels of processing

| Subconscious processing | – | Conscious processing |

5 Learning processes and constraints

| Language acquisition mechanisms/Universal Grammar | Processing constraints | Cognitive skill-learning mechanisms |

6 Learning progression

| Natural developmental sequences | – | Automation of cognitive plans |

7 Transitional communicative competence

| Subconscious and conscious elements in the learner's interlanguage |

Figure 20.1 Elements and processes of second language learning
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21 Individual Differences in Second Language Learning

ROD ELLIS

21.1 Introduction

Learners vary enormously in how successful they are in learning a language. This is true for both first language (L1) and second language (L2) acquisition, although there is an important difference. In the case of L1 acquisition, children vary in their rate of acquisition but all, except in cases of severe environmental deprivation, achieve full competence in their mother tongue; in the case of L2 acquisition (SLA), learners vary not only in the speed of acquisition but also in their ultimate level of achievement, with a few achieving native-like competence and others stopping far short. How can we explain these differences in achievement? Broadly speaking, three different sets of explanatory factors have been identified; social, cognitive, and affective. This chapter, however, will consider only those factors that lie inside the learner – the cognitive and affective factors – and will focus on L2 learning.

Individual difference research has a considerable history in applied linguistics. Horwitz (2000a), reviewing publications in The Modern Language Journal from the 1920s up to the end of the 1970s, documents how interest in L2 learners’ differences evolved over the decades. She notes a marked change in the labels used to refer to individual differences: “The terms good and bad, intelligent and dull, motivated and unmotivated have given way to a myriad of new terms such as integratively and instrumentally motivated, anxious and comfortable, field independent and field sensitive, auditory and visual” (p. 532, original emphasis). Horwitz characterizes these changes as evolutionary rather than revolutionary, but they seem to reflect a radical shift in the way learners are viewed; whereas earlier they were seen in absolute terms, as either innately endowed with or lacking in language learning skills, in more recent research they are characterized in more relative terms, as possessing different kinds of abilities and predispositions that influence learning in complex ways.

This change of perspective over the years reflects a development in the role of individual difference research in applied linguistics. In earlier periods, the primary concern was to provide a basis for selecting which learners should be
chosen to receive foreign language instruction. To this end, the main purpose of individual difference research was to predict which learners would succeed. This led ultimately to the development of tests of language aptitude such as the Modern Language Aptitude Battery (Carroll & Sapon, 1959). More recent research on motivation or on learning strategies, however, has sought to explain why some learners succeed more than others and has been seen as complementary to mainstream research in SLA. This later research continues to have an “applied” side, however. It has been used to identify the characteristics of “good language learners” as a basis for learner training (i.e., providing guidance in how best to learn). It has also served as a basis for aptitude–treatment interactions (i.e., matching learners to different types of instruction so as to maximize learning).

Interest in individual differences has grown since the 1970s to the point where it has become a major area of enquiry in SLA. This interest is reflected in numerous articles published in all the major SLA journals (in particular Language Learning and The Modern Language Journal), in several major surveys of individual differences (e.g., Skehan, 1991), and, increasingly, in full-length books devoted to specific factors responsible for individual differences (e.g., Dörnyei’s 2001 book on motivation). Research into individual differences has taken place alongside and separate from mainstream SLA research, where the primary concern has been the processes responsible for L2 acquisition (e.g., noticing, chunking, restructuring). One reason for this is that universalist and differential approaches have distinct agendas, the former seeking to explain the mechanisms responsible for the commonalities observed in the process of language learning (e.g., the “natural” order and sequence of L2 acquisition), the latter directed at examining how and why learners differ. This separation, however, is unfortunate, as it results in a piecemeal approach to understanding L2 acquisition that inhibits the development of an integrated theory to account for how and to what extent learners allocate resources to different learning mechanisms. As Breen (2001) emphasizes, an essential feature of psycholinguistic processes is that they are selective. The task facing researchers, therefore, must be to identify not just what the psycholinguistic processes involved in L2 acquisition are or what motivates individual learner selectivity, but how selectivity and processes interact in the performance of different tasks.

This review will be in two main parts. The first part will discuss the methods that have been used to investigate individual differences, in particular the instruments for measuring the various factors. The second part will consider a number of factors that have been found to contribute to individual differences in learning and will provide a review of the main research findings relating to each factor.

21.2 Methodology and Instrumentation

Research into individual difference has relied predominantly on quantitative methods. The favored method is a survey questionnaire consisting of Likert
scale items that require learners to self-report on some aspect of their language learning. In some cases, such as the Group Embedded Figures Test (GEFT), established tests from the field of psychology have been used. The data obtained from questionnaires and tests are submitted to correlational analysis (e.g., Pearson Product Moment correlation, exploratory and confirmatory factor analysis, or multiple regression), the purpose of which is to identify relationships among individual difference variables and/or the relationship between a specific factor (such as motivation) and a measure of L2 achievement or proficiency.

In such research, much depends on the validity and reliability of the questionnaires and tests used. Do they measure what they purport to measure? Do they do so consistently? As a result, considerable effort has gone into the development of questionnaires and there now exist a number of well-established instruments, which are shown in Table 21.1. It should be noted, however, that doubts about these instruments, especially about their validity, continue to be voiced. Researchers who view learning from a social-constructionist perspective have argued that how learners approach and respond to learning an L2 can only be considered in relation to the specific learning activities they engage in and that methods that require them to report general tendencies are inherently flawed. This problem is evident when learners are asked to agree/disagree with statements like “I ask questions in English,” which they will find difficult to respond to because the behavior in question varies dynamically according to context. The construct validity of some of the most popular instruments has also been challenged. For example, there is controversy over what the GEFT measures. Does it measure the extent to which learners are field independent (i.e., the perceptual ability to distinguish the details that comprise a whole), or is it simply a measure of general intelligence, as Griffiths and Sheen (1992) claim? Further, the statistical analysis of learners’ responses to questionnaires does not always support the theoretical constructs that underlie their design. For example, the Strategy Inventory for Language Learning (SILL) (Oxford, 1990), from which the statement above comes, was designed to measure six categories of learning strategies comprising two major groups (direct and indirect), but factor analytic studies have consistently failed to demonstrate either the two groups or the specific categories (Robson & Midorikawa, 2001). Another problem is that different instruments for measuring the same factor exist (reflecting attempts to solve the validity problems referred to above), making it difficult to compare results across studies. A final problem lies in the limitation of correlational analysis; this can only demonstrate the relationship between variables, not causality. Thus, if a relationship is found between a specific factor, such as motivation, and language achievement there is no easy way of telling what the independent and dependent variables are, although some statistical treatments (such as path analysis) purport to overcome this difficulty. Despite these problems, researchers have continued to use the instruments in question.
<table>
<thead>
<tr>
<th>Individual difference factor</th>
<th>Research instrument</th>
<th>Brief description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Language aptitude</td>
<td>Modern Language Aptitude Test (MLAT) (Carroll and Sapon, 1959)</td>
<td>A battery of tests measuring phonemic coding ability, grammatical sensitivity and rote learning ability.</td>
</tr>
<tr>
<td>Learning style</td>
<td>Group Embedded Figures Test (Witkin et al., 1971)</td>
<td>A test requiring learners to identify geometrical shapes embedded in larger figures.</td>
</tr>
<tr>
<td></td>
<td>Perceptual Learning Style Preference Questionnaire (Reid, 1987)</td>
<td>Questionnaire measuring four perceptual learning styles (visual, auditory, kinesthetic, tactile) and two social styles (group and individual).</td>
</tr>
<tr>
<td>Motivation</td>
<td>Attitude Motivation Index (Gardner, 1985)</td>
<td>A questionnaire designed to measure learner attitudes, orientations, desire to learn the L2 and motivational intensity.</td>
</tr>
<tr>
<td>Anxiety</td>
<td>Foreign Language Classroom Anxiety Scale (Horwitz, Horwitz &amp; Cope, 1986)</td>
<td>A questionnaire measuring the degree and sources of learners' classroom language anxiety.</td>
</tr>
<tr>
<td></td>
<td>Input Anxiety Scale, Processing Anxiety Scale and Output Anxiety Scale (MacIntyre &amp; Gardner, 1994)</td>
<td>Three short questionnaires designed to investigate learners' anxiety at three levels of processing.</td>
</tr>
<tr>
<td>Personality</td>
<td>Eysenck Personality Inventory (Eysenck &amp; Eysenck, 1964)</td>
<td>A psychological questionnaire measuring different personality traits, including extraversion/introversion.</td>
</tr>
<tr>
<td>Learner beliefs</td>
<td>Beliefs about Language Learning Inventory (Horwitz, 1987a)</td>
<td>Questionnaire investigating five areas of learner beliefs; language aptitude, difficulty of language learning, the nature of language learning, effective learning and communication strategies, and motivation.</td>
</tr>
<tr>
<td>Learning strategies</td>
<td>The Strategy Inventory for Language Learning (Oxford, 1990)</td>
<td>Questionnaire that exists in several forms (e.g., for learners of English as a second language (ESL) and for English speaking learners of foreign languages) measuring direct and indirect learning strategies.</td>
</tr>
</tbody>
</table>
The over-reliance on quantitative methods in individual difference research is unfortunate. In an interesting discussion of research methods, Spolsky (2000) reports that Wallace Lambert, who originated the use of motivation questionnaires in the 1950s, once suggested that “the best way to learn about someone’s integrative motivation was probably to sit quietly and chat with him over a bottle of wine for an evening” (p. 160). The limitations of quantitative approaches have led some researchers to dismiss them and to argue in favor of the exclusive use of qualitative methods (see, for example, Spielman and Radnofsky’s (2001) peremptory dismissal of the use of questionnaires for examining the role of anxiety in L2 learning). A better approach, however, as Spolsky suggests, is to use quantitative methods alongside such qualitative approaches as interviews, learner diaries, and learner autobiographical narratives. A hybrid approach is likely to provide a much richer and more personalized account of the factors responsible for learner difference. A good example of such research can be found in Schumann’s (1997) account of how the neurobiological structure of the brain influences the learner’s affective response to learning an L2. However, there are few such examples in the published literature on individual differences, doubtlessly because this kind of research is very time consuming.

21.3 Individual Difference Factors: A Review of the Research

What are the factors responsible for individual differences in L2 learning? A brief study of the literature affords a daunting array of factors. However, it is possible to see the wood for the trees. There are a number of key factors that figure repeatedly. In Table 21.2 these are grouped according to whether they constitute “abilities” (i.e., cognitive capabilities for language learning), “propensities” (i.e., cognitive and affective qualities involving preparedness or orientation to language learning), “learner cognitions about L2 learning” (i.e., conceptions and beliefs about L2 learning), or “learner actions” (i.e., learning strategies).

Readers will note that “age” is not included in Table 21.2. This might seem surprising given that the age when a learner starts learning an L2 has been found to impact strongly on a learner’s ultimate level of achievement. However, “age” itself does not belong to any of the four categories; rather, it potentially affects learners’ abilities, propensities, cognitions, and actions (as do other factors such as previous learning experiences and the learning situation). Possibly, too, age affects the actual psycholinguistic processes involved in learning, with younger learners able to access a “language acquisition device” and older learners reliant on general cognitive learning strategies – the Fundamental Difference Hypothesis (Bley-Vroman, 1989). This, however, remains an area of controversy in SLA, and in any case does not account for how
Table 21.2 Factors responsible for individual differences in L2 learning

<table>
<thead>
<tr>
<th>Category</th>
<th>Factors</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 Abilities</td>
<td>(a) Intelligence</td>
</tr>
<tr>
<td></td>
<td>(b) Language aptitude</td>
</tr>
<tr>
<td></td>
<td>(c) Memory</td>
</tr>
<tr>
<td>2 Propensities</td>
<td>(a) Learning style</td>
</tr>
<tr>
<td></td>
<td>(b) Motivation</td>
</tr>
<tr>
<td></td>
<td>(c) Anxiety</td>
</tr>
<tr>
<td></td>
<td>(d) Personality</td>
</tr>
<tr>
<td></td>
<td>(e) Willingness to communicate</td>
</tr>
<tr>
<td>3 Learner cognitions about L2 learning</td>
<td>(a) Learner beliefs</td>
</tr>
<tr>
<td>4 Learner actions</td>
<td>(a) Learning strategies</td>
</tr>
</tbody>
</table>

individual differences arise in language learning before or after any supposed “critical period.” The question of the role played by age in L2 acquisition warrants an entirely separate treatment and will not be considered here.

21.3.1 Abilities for language learning

Table 21.2 identifies three cognitive abilities hypothesized to be involved in L2 learning – intelligence, language aptitude, and memory. These are clearly related. For example, all tests of language aptitude have included a measure of memory for words, normally in the form of a paired-associates test. Links between the analytic ability involved in identifying grammatical patterns and intelligence have also been identified. Skehan (1990) administered language aptitude tests to the children in the Bristol Language Project after they had reached secondary school. He found that a range of aptitude measures, especially that measuring analytic language learning ability, were significantly correlated with L1 measures (in particular, measures of the auxiliary system and pronominalization). Language aptitude was also strongly related to measures of foreign language ability. Interestingly, however, there was no relationship between L1 measures based on the children’s speech and any of the L2 measures. Skehan explained these results by proposing that the aptitude tests measured both an underlying language learning capacity, which was similar in L1 and L2 learning, and also an ability to handle decontextualized material, such as that found in the formal language tests he used to measure L2 learning. The latter is the same ability tapped by intelligence tests. Sasaki (1996), in a study that factor-analyzed the scores of Japanese learners of English on a language aptitude test and a test of verbal intelligence, reported...
three first-order factors, reflecting different aspects of language aptitude, but a single second-order factor, on which measures of both language aptitude and verbal intelligence loaded. These studies suggest that language aptitude, notably the ability to analyze linguistic structure (but less so ability to discriminate sounds and memory), and intelligence are related, but also that there are other aspects of language aptitude that are distinct.

Language aptitude is one of the “big two” individual difference factors (the other being motivation). Research based on tests such as the MLAT has revealed consistent correlations with language achievement in the order of 0.40 or higher. For example, Sparks, Ganschow, and Patton (1995) found that language aptitude measured by the MLAT was one of the two best predictors of the grades achieved by school foreign language learners, the other being native language (English) grades.

Carroll’s early research into language aptitude identified four aspects of language aptitude, although the test he and Sapon designed (MLAT) measured only three of these (i.e., there was no measure of inductive learning ability). The four aspects are:

1. phonemic coding ability (i.e., the ability to code foreign sounds in a way that they can be remembered later),
2. grammatical sensitivity (i.e., the ability to recognize the grammatical functions of words in sentences),
3. inductive learning ability (i.e., the ability to identify patterns of correspondence and relationships involving form and meaning),
4. rote learning ability (i.e., the ability to form and remember associations between stimuli).

Although this model of language aptitude was designed at a time when the prevailing instructional approach was audiolingual in nature, it has withstood the test of time remarkably well, the MLAT (or tests based on a very similar model of language aptitude) continuing to be the preferred instrument in current research. Carroll (1991) announced that he was “somewhat skeptical about the possibilities for greatly improving foreign language aptitude predictions beyond their present levels” (p. 27). More recently, however, Skehan (2002) has suggested how a model of L2 acquisition might be used to identify additional aptitudinal aspects, in particular the ability to attend to form in the input and to access language material from memory.

Evidence for the construct validity of the MLAT comes from a number of studies that have shown aptitude scores are related to both formal, test-like measures of L2 proficiency and to more informal measures based on communicative performance. Horwitz (1987b), for example, found that MLAT scores correlated significantly with scores on a discrete-point grammar test and with scores derived from relatively spontaneous oral production. Thus, Krashen’s (1981) claim that language aptitude would only be related to “learning” and not to “acquisition” has been shown to be unfounded. Further counter
evidence can be found in a number of recent experimental studies that have examined the relationship between language aptitude and implicit/explicit learning. In these studies, implicit learning was operationalized as exposure to sentences exemplifying a specific structure with the instruction to memorize the sentences, while explicit learning involved asking learners to actively look for the rule or, in some cases, to process the sentences after they have received an explanation of the rule. Studies (e.g., Robinson, 1997) indicate that language aptitude is implicated in both types of learning. It could be argued, however, that the implicit learning condition in these studies does not correspond to the natural environment in which Krashen argued “acquisition” takes place. The “incidental” condition in Robinson’s (1997) study, where the learners were instructed to just try to understand the sentences they were exposed to, is closer perhaps to a natural learning situation. Interestingly, correlations between MLAT and the learning that occurred in this condition were much lower and statistically non-significant. A reasonable interpretation is that language aptitude is implicated in L2 learning when learners are paying attention to form but not when they are focused exclusively on meaning. It is also possible that different aspects of language aptitude are involved in informal and formal learning. For example, if, as Grigorenko, Sternberg, and Ehrman (2000) suggest, intelligence is a factor in explicit learning, we might expect measures of linguistic-analytic ability to be important here, while the phonemic-coding and memory abilities may play a bigger role in informal learning.

These more recent studies demonstrate how the study of language aptitude is being incorporated into some of the current concerns of SLA. Robinson (2001) argues for a research program that systematically examines the interactions between task demands, language aptitude and language learning. He suggests that “the information processing demands of tasks draw differentially on cognitive abilities” (p. 386) and that we need to discover how this affects learning outcomes. There have, in fact, been surprisingly few studies that have examined language aptitude in relation to specific pedagogical tasks as opposed to general achievement. An exception is Nagata, Aline, and Ellis (1999) who examined learners’ performance on a one-way information gap task involving listening to and carrying out instructions that contained new L2 words – a task directed at incidental acquisition. They reported moderate but statistically significant correlations between measures of sound-symbol association, grammatical-semantic sensitivity and memory for words on the one hand, and comprehension of the instructions on the other. In contrast, only memory for words was systematically related to post-test measures of the acquisition of the new words. This study suggests that different aspects of language aptitude may be implicated in different kinds of language processing. It also reinforces the point made above, namely, that language aptitude is involved in incidental acquisition but only when the task requires attention to the target forms in question.

There have been proposals for new models of language aptitude. Skehan (1998) suggests that Carroll’s original four-part model can be collapsed into a
three-part one by incorporating grammatical sensitivity and inductive language learning ability into a single “language analytic ability.” He argues that these three aptitudes operate differently during the course of adult language learning. Language analytic ability, which is closely related to general intelligence, is involved throughout, while phonemic-coding ability plays a major role only in the early stages. Memory ability is involved in all stages, but in the case of exceptional learners it is enhanced allowing them to achieve a more or less native-like level of proficiency. In a later publication Skehan (2002) suggests the need to relate different components of aptitude to four macro-stages in language acquisition; noticing (e.g., phonemic coding and working memory), patterning (e.g., language analytic ability), controlling (memory retrieval processes), and lexicalizing (e.g., memory abilities).

Grigorenko, Sternberg, and Ehrman (2000) go further in offering an entirely new model of language aptitude based on an analysis of “acquisition processes.” However, their test appears to perform very similarly to earlier tests. When factor-analyzed, scores loaded on two factors – an intelligence related factor and a language-specific factor, with considerable overlap between the two, while correlations with measures of language learning were of the same order as those reported for the MLAT. However, this test does afford the possibility of achieving a closer match between specific aptitudes and specific psycholinguistic processes and, as such, may provide a useful tool for implementing the research program Robinson (2001) advocates.

Finally, Sternberg (2002) suggests that the theory of “successful intelligence” he has developed through general research on native-speaking students may also be applicable to L2 learning. This theory distinguishes three types of aptitude: analytical intelligence (i.e., the ability to analyze, compare, and evaluate), creative intelligence (i.e., the ability to produce novel solutions to problems), and practical intelligence (i.e., the capacity to adapt to, to shape, and to select environments suited to one’s abilities). Sternberg argues that tests have generally targeted analytic and, to a lesser extent, creative intelligence, largely because teaching methods have typically emphasized these. He argues that instruction needs to be matched to the particular type of ability a learner is strong in and emphasizes that practical ability, typically neglected by both testers and teachers, is trainable.

Thus, there has been a notable reawakening of interest in language aptitude in recent years. Some researchers, such as Skehan and Grigorenko, have been concerned to develop new models based on theories of L2 acquisition or of psycholinguistic processing. Other researchers, such as Sternberg, have argued for a more differentiated view of aptitude that recognizes the importance of tacit as well as analytic knowledge.

In contrast to the extensive study of language aptitude there has been a paucity of research that has been directed specifically at memory abilities, although it is not difficult to see how memory might influence acquisition. Individual differences in memory are likely to affect learners’ ability to notice and also their ability to rehearse what they have noticed. The results of Nagata
et al.’s study reported above lend support to this claim. Miyake and Friedman (1998) found that a measure of working memory (the English Listening Span Test) predicted syntactic comprehension that required the Japanese subjects to draw pictures to show the thematic roles of nouns in sentences. They argue that their study demonstrates that learners with a larger working memory are better placed to take advantage of word order information because they can hold more information in their minds. Mackey et al. (2002) utilized tests of both Phonological Short Term Memory (STM) and Verbal Working Memory (using a test of listening span). They found that listeners who reported less noticing of question forms as they performed tasks tended to have low working memory capacities while those that reported more noticing tended to have high capacities. However, the learners’ developmental stage was also a factor; less-advanced learners with high Phonological STM noticed more than more advanced learners with similar levels of Phonological STM. Both Miyake and Friedman and Mackey et al. also note, not surprisingly, that working memory scores correlate with measures of language aptitude. A key issue, therefore, is to what extent it is to be considered a separate individual difference factor.

To sum up, there is now ample evidence that cognitive abilities, as measured in particular by language aptitude tests, can account for a substantial proportion of the variance in achievement scores in L2 learners. More interestingly, there is growing evidence that they are implicated differentially in the psycholinguistic processes involved in learning under incidental, implicit, and explicit learning conditions. Future research is likely to be directed at identifying which abilities are related to which processes. A question of considerable interest is whether learners with distinct language aptitude profiles (e.g., strong in language-analytic abilities or strong in memory and practical ability) can achieve success in different ways, as Skehan (1998) and Sternberg (2002) propose.

21.3.2 Propensities for language learning

There are major differences between “abilities” and “propensities.” Whereas the former are, to a considerable extent, a matter of innate endowment and relatively fixed, the latter involve personal preference and consequently are more fluid. Also, propensities such as learning style allow for the possibility of a continuum, with success in learning achievable in more than one way.

21.3.2.1 Learning style

Learning style has both a cognitive and an affective dimension and thus reflects “the totality of psychological functioning” (Willing, 1987); it refers to an individual’s preferred way of processing information and of dealing with other people. There are a large number of psychological models of learning style but the distinction that has attracted the greatest attention in SLA is that between field dependence and field independence.

Field-dependent people see things “holistically” and thus have difficulty in identifying the parts that make up a whole. However, they are people-
oriented and find social interaction easy and pleasurable. Field-independent people, in contrast, see things more “analytically,” by distinguishing the parts that make up a whole, but are more individualistic and less inclined to social interaction. Two hypotheses have been advanced regarding L2 learning. The first is that field-dependent learners will do better in informal language learning because of their greater interpersonal skills. The second is that field-independent learners will be advantaged in more formal learning because of their enhanced analytic skills. Early studies, based on the GEFT (see Table 21.1), produced no clear support for the first hypothesis and only weak support for the second. They showed that measures of field independence (there being no separate measure of field dependence) correlated weakly, often non-significantly, with measures of communicative language use and performance on discrete-item tests. Also, as we have already noted, the theoretical construct itself came under attack.

The dismissal of field dependence/independence may be premature, however. The failure of the earlier research to find any relationship between GEFT scores and measures of L2 proficiency/performance may have arisen because of methodological problems in the design of the studies, in particular with how communicative language use was measured. Johnson, Prior, and Artuso (2000) argue that in many of the earlier studies the measurement of communicative ability was confounded with formal aspects of language use. They report a study in which significant negative correlations (in the order of –0.50) were found between GEFT scores and measures derived from conversations with an interviewer and some lower but still significant negative correlations (–0.30) between GEFT scores and teachers’ ratings of the learners’ pragmatic competence. The negative correlations indicate that learners who were field dependent, and thus scored poorly on the GEFT, achieved higher scores in communicative language use, as predicted by the theory. Interestingly, they found near zero correlations between GEFT scores and measures of academic language proficiency.

Other researchers have made use of other models of learning style. These typically involve more than a single dimension of style. Willing (1987), in a factor-analytic study of ESL learners’ responses to a questionnaire, distinguished two intersecting dimensions of style: holistic versus analytic (similar to the field dependence/independence distinction) and active versus passive. This realized four basic learning styles, which Willing characterized as “concrete,” “analytical,” “communicative,” and “authority-oriented.” Reid (1987) examined the learning styles of ESL and native speakers of English in the US, again by means of a specially designed questionnaire. She distinguished four perceptual learning modalities (visual, auditory, kinesthetic, and tactile) and two social styles (group and individual).

Attempts have also been made to relate learning style to a model of information processing. Skehan (1998) shows that the various styles identified by different researchers can be slotted into a framework based on three stages of acquisition (input, central processing, and output/retrieval) and on whether
the focus is information processing or knowledge representation. This indicates how different models of learning style give emphasis to different aspects of language acquisition. Johnson, Prior, and Artuso (2000) draw on a theory of selective attention to explain why field-dependent learners achieve higher levels of communicative proficiency. They suggest that field-dependent learners are not so well equipped with “control executives” responsible for the allocation of mental capacities such as attention as are field-independent people. In tasks that have no distracting aspects, such as the conversational tasks in their study, field-dependent learners do better. In other words, field-dependent learners are adept at the kind of holistic learning of chunks that aids communicative fluency.

There are some fairly obvious ways in which language pedagogy can benefit from an understanding of learning style. One is through attempts to match the kind of instructional activities to learners’ preferred learning styles. Another is through encouraging learners to identify their own natural way of learning to ensure that they can learn efficiently. A third application is to help learners to see the advantages of learning styles other than the one they incline to and thereby to become more flexible in the way they learn.

21.3.2.2 Motivation

Motivation is more of an affective than a cognitive factor and, even more so than learning style, is adaptable. It is the second of the “big two” individual factors, accounting for only slightly less of the variance in learners’ achievement scores than language aptitude. Not surprisingly teachers recognize the importance of motivation, both with regard to the motivation that students bring to the language classroom (extrinsic motivation) and the motivation that is generated inside the classroom through the choice of instructional activities (intrinsic motivation). Similarly, motivation has attracted increasing attention from researchers, reflected in a growing number of theoretical models of L2 motivation and in consequent research studies. In the last decade, motivation has attracted more attention from teachers and researchers alike than any other individual difference factor, a reflection not just of its importance for understanding language learning but also of the potential for maximizing its success.

The serious study of motivation in language learning began with Lambert and Gardner’s work on the social psychology of language learning in the bilingual context of Canada. The theory they developed and the research it spawned is described fully in Gardner (1985). Crucial to understanding the sociopsychological perspective is the distinction between “orientation” and “motivation.” “Orientation” refers to the long-range goals that learners have for learning a language. Two broad types of orientation were distinguished: an “integrative orientation,” involving a wish to develop an understanding of and possibly become part of the target language culture, and an “instrumental orientation,” consisting of a felt need to learn the target language for some functional purpose (e.g., to obtain a job). “Motivation” was defined primarily
in terms of “motivational intensity” (i.e., the effort learners were prepared to make to learn a language and their persistence in learning). Thus learners might demonstrate particular orientations but be weakly and strongly motivated to achieve their goals. Lambert and Gardner’s early work in Canada suggested that integrative motivation correlated most strongly with measures of L2 achievement but subsequent research has shown that in some teaching contexts (e.g., the Philippines or India) an instrumental motivation was more important. In his later publications, Gardner acknowledges that both motivations are important and that they can co-exist in the same learner population.

Lambert and Gardner’s work continues to be influential. However, there is now general acceptance that orientations cannot be narrowly defined as either “integrative” or “instrumental.” Further research in Canada has shown that francophone learners display a number of different orientations. Kruidenier and Clement (1986), for example, found a number of different orientations – travel, friendship, prestige, and knowledge. Moreover, it is quite likely that learners’ orientations change over time, reflecting both shifting societal patterns and technological developments. Thus, in a replication of the Kruidenier and Clement study, using a sample drawn from the same population, Belmechri and Hummel (1998) found some of the same orientations (e.g., travel and friendship) but also some new ones (e.g., self-understanding and instrumental). Other studies have demonstrated that some learners appear to be characterized by a lack of any orientation at the beginning of a prescribed course of study but may develop orientations during it. In short, learners’ orientations are varied, depending on the situational and temporal context, and also dynamic. What may be important is not what orientation this or that learner has but rather the extent to which they are prepared to pursue their learning goal (i.e., motivational intensity and perseverance).

During the 1990s the sociopsychological perspective on motivation was challenged for a number of reasons. First, it was seen as failing to acknowledge the resultative dimension of motivation. Gardner viewed motivation as causative (i.e., it led to L2 achievement), but a number of studies indicated that, in some learners, motivation resulted from success in learning. Second, related to this point, it was seen as presenting motivation in too static a way, failing to acknowledge that motivation was dynamic, shifting all the time as a result of learners’ learning experiences and, no doubt, countless other purely personal factors. Third, and from a pedagogic perspective most important, the sociopsychological perspective was seen as too deterministic – motivation was treated as something that learners brought to the task of learning an L2 that determined their success. It did not allow for the possibility that learners could develop intrinsic interest in the process of their attempts to learn. For this reason, in particular, the theory was seen as lacking in pedagogic relevance (Crookes & Schmidt, 1991).

Subsequent developments in the study of motivation have attempted to address these criticisms. Reflecting what is a general trend in applied linguistics,
researchers have increasingly gone beyond the confines of SLA itself to consider theories of motivation from general psychology. This has undoubtedly enriched our understanding of the role that motivation plays in language learning but has also led to a bewildering array of theoretical positions. Dörnyei (2001) identifies ten “contemporary motivation theories” of potential relevance to L2 learning, noting that “the list is far from complete” (p. 9). Dörnyei’s point in presenting this plethora of theories is that classrooms are such complex places that no single motivational principle can account for what goes on in them. Thus “in order to understand why students behave as they do, we need a detailed and most likely eclectic construct that represents multiple perspectives” (p. 13). There is a grave danger, however, that the construct so arrived at will lack both clarity and coherence. Little is to be gained by simply listing motivational principles.

With regard to recent developments in theories of L2 motivation, two proposals are of particular interest. The first concerns an attempt to build a theory that acknowledges the dynamic, multidimensional nature of motivation. Dörnyei’s (2001) process model of learning motivation for the L2 classroom distinguishes a “preactional stage” involving “choice motivation,” which relates closely to the idea of orientation; an “actional stage” involving “executive motivation,” which concerns the effort the learner is prepared to invest to achieve the overall goal and is heavily influenced by the quality of the learning experience; and a “postactional stage” involving “motivational retrospection,” where the learner forms attributions out of the learning experience which influence the preparedness to continue. Such a model is able to account for how motivation changes over time and, as such, is far superior to the static models of motivation that have dominated research to date.

The second development concerns the important distinction between extrinsic and intrinsic motivation. Noels et al. (2000) provide a detailed model for these two types of motivation. They define extrinsically motivated behaviors as “those actions carried out to achieve some instrumental end” (p. 61) and distinguish three types: (1) external regulation, which involves behavior motivated by sources external to the learner such as tangible benefits and costs; (2) introjected regulation, which involves behavior that results from some kind of pressure that individuals have incorporated into the self; and (3) identified regulation, consisting of behavior that stems from personally relevant reasons. Intrinsic motivation is defined as “motivation to engage in an activity because it is enjoyable and satisfying to do so” (p. 61). Again, three types are distinguished; (1) knowledge (i.e., the motivation derived from exploring new ideas and knowledge), (2) accomplishment (i.e., the pleasant sensations aroused by trying to achieve a task or goal), and (3) stimulation (i.e., the fun and excitement generated by actually performing a task). Noels et al. also consider amotivation – the absence of any motivation to learn. A factor-analytic study based on responses to a questionnaire by anglophone learners of L2 French in Canada largely confirmed this model of motivation, clearly distinguishing the extrinsic and intrinsic motivations. As expected, amotivation was negatively correlated
with measures of perceived competence and intention to continue study. Interestingly, the measures of intrinsic motivation were more strongly correlated with the criterion measures than the measures of extrinsic motivation. Noel et al. interpret the results in terms of self-determination theory, arguing that the more self-determined a learner’s motivation is, the greater the achievement. This study, then, bears out the general claim that intrinsic motivation contributes strongly to L2 learning.

Both of these developments in motivational theory hold out promise for language pedagogy. Whereas it was difficult to see how teachers could have much effect on their students’ motivational orientations, it is much easier to envisage them influencing their “executive motivation” by providing the conditions that promote intrinsic motivation. But how exactly are they to achieve this? One of the most promising recent advances in the study of motivation from an applied perspective is the attention being paid to how teachers can motivate their students. Drawing on this research (and perhaps even more so on his common sense), Dörnyei (2001) proposes 35 strategies for the language classroom. These are divided into strategies for developing the basic motivational conditions (e.g., “create a pleasant and supportive atmosphere in the classroom”), for generating initial motivation (e.g., “increase the students’ expectancy of success in particular tasks and in learning in general”), for maintaining and protecting motivation (e.g., “make learning stimulating and enjoyable for the learners by enlisting them as active task participants”), and for encouraging positive self-evaluation (e.g., “offer rewards of a motivational nature”). Dörnyei emphasizes that although the efficacy of many of these strategies remains to be confirmed, “there is no doubt that student motivation can be consciously increased by using creative techniques” (p. 144).

21.3.2.3 Anxiety

Learners may have an inbuilt tendency to feel anxious (trait anxiety) but they may also, irrespective of their personalities, experience anxiety in particular contexts (situational anxiety). Foreign language classroom anxiety constitutes a particular kind of situational anxiety, one that is distinct from classroom anxiety in general because being required to use an L2 when proficiency is limited constitutes a threat to learners’ “language-ego.” Early work on foreign language classroom anxiety was carried out by means of analyzing learners’ diary studies. It showed that classroom learners often did experience anxiety, especially when they felt themselves to be in competition with other learners (see Bailey, 1983). Later research has adopted a quantitative approach based on questionnaires. The Foreign Language Classroom Anxiety Scale (Horwitz, Horwitz, & Cope, 1986) focused on general foreign language classroom anxiety (emphasizing oral communication). It has been followed by additional questionnaires to measure L2 reading anxiety and L2 writing anxiety.

A number of studies have shown that anxiety, whether of the speaking, reading, or writing kind, is negatively related to L2 achievement. However, as
with motivation, a key issue is whether anxiety is the cause of poor achievement or the result. This issue has aroused considerable debate. Based on a series of studies of foreign language classroom learning, Sparks, Ganschow, and Javorsky (2000) promulgated the Linguistic Coding Difference Hypothesis, which claims that success in foreign language learning is primarily dependent on language aptitude and that students’ anxiety about learning an L2 is a consequence of their learning difficulties. They dismiss the research carried out by Horwitz and her associates as “misguided.” Not surprisingly, Horwitz (2000b) has reacted strongly to this dismissal of her work, arguing that while processing difficulties may cause anxiety in some learners, they are not the cause in all learners, as even advanced, successful learners have reported experiencing anxiety. The two positions, however, are not as contradictory as they appear to be. As the research on language aptitude shows, learners’ abilities do affect achievement, which in turn can induce anxiety (in the case of failure or perceived difficulty), as Sparks et al. argue. However, the anxiety that learners experience can in turn impact on their future learning, often in a debilitating manner (as claimed by Horwitz). In short, what is needed is a dynamic model that shows how cognitive abilities and the propensity for anxiety interact in contributing to L2 achievement.

The dynamic aspect of L2 learning, not easily captured through questionnaires, is evident from the early diary studies and also from Spielman and Radnofsky’s (2001) ethnographic study of the “tension” generated in a highly intensive residential French course for adults. This study shows that anxiety cannot be examined in purely quantitative terms (as more or less intense), but that it has a qualitative dimension as well. They propose that anxiety can be “euphoric/non-euphoric” (i.e., an event can be viewed as stressful but still viewed as positive or at least as not possessing negative characteristics) or dysphoric/non-dysphoric (i.e., a stressful event can be viewed negatively or as lacking in positive attributes). They document how the students they studied experienced euphoric tension as the product of their attempts to re-invent themselves in the target language. Dysphoric tension arose largely as a result of the mismatch between the instructional program and the students’ own ideas about how best to learn and their need to be treated as adult, thinking people. The authors conclude that the causes of anxiety defy systematization, but suggest that a pedagogic program needs not just to avoid dysphoric tension but also maximize the benefits to learning from euphoric tension.

The study of anxiety can also be linked to a model of psycholinguistic processing. MacIntyre and Gardner (1994) propose that language anxiety occurs at each of the three principal stages of the language acquisition process. In the input stage, anxiety is a function of the learner’s ability to handle unfamiliar external stimuli, in the central processing stage it is aroused when the learner attempts to store and organize input, and in the output stage, anxiety occurs as a result of the learner’s attempts to retrieve previously learned material. In each stage, anxiety can inhibit the functioning of the key processes. MacIntyre
and Gardner developed a questionnaire, consisting of three separate scales, to investigate anxiety in relation to the three acquisitional stages. Onwuegbuzie, Bailey, and Daley (2000) conducted a study to investigate the psychometric properties of this questionnaire, reporting that it manifested high construct validity (i.e., a factor analysis found one specific factor for each of the three scales).

Anxiety, like motivation, is a learner factor that is amenable to pedagogic influence. However, it is probably far too simplistic to work on the assumption that less is better. As Spielman and Radnofsky’s study shows, there is a positive side to anxiety. Pedagogic intervention needs to be directed at achieving the right level and type of anxiety. Relating anxiety to a processing model, as proposed by MacIntyre and Gardner, may ultimately help teachers to fine-tune their interventions by focusing on specific sources of anxiety.

21.3.2.4 Personality

Intuitively, personality is a key factor for explaining individual differences in L2 learning. Not surprisingly, therefore, a number of personality variables have been investigated, including anxiety (as a trait), risk-taking, tolerance of ambiguity, empathy, self-esteem, and inhibition (see Ellis, 1994, for a review of the earlier research). The aspect of personality that has received the greatest attention, however, is extraversion.

Generally speaking, extraversion is viewed as a factor having a positive effect on the development of L2 basic interpersonal skills, as extraverted learners are likely to interact more and more easily with other speakers of the L2. However, introspective learners may also experience an advantage: they may find it easier to study the L2 and thereby develop higher levels of cognitive academic language proficiency. In general, however, there has only been weak support for these hypotheses. Studies (e.g., Carrell, Prince, & Astika, 1996) have found only weak and generally non-significant correlations between personality and measures of L2 proficiency.

Two surveys of the research, however, suggest that extraverted learners may indeed have an advantage when the criterion measure is “natural communicative language.” Strong (1983) reviewed the results of 12 studies that had investigated extraversion or similar traits and showed that, in 6 of the 8 studies that included a measure of spontaneous oral language, extraverted learners did better. Dewaele and Furnham (1999) reviewed some 30 studies of personality and concluded: “Extraverts were found to be generally more fluent than introverts in both the L1 and L2. They were not, however, necessarily more accurate in their L2, which reinforced the view that fluency and accuracy are separate dimensions in second language proficiency” (p. 532). They point out that an effect for extraversion only becomes evident on measures of oral communicative speech and that the strength of the relationship depends on the task – the more complex the task, the stronger the relationship. Drawing on Eysenck’s theory of personality, they claim that extraverts are less easily distracted when operating from short-term memory, are better equipped
physiologically to resist stress, and thus have lower levels of anxiety, which allows for greater attentional selectivity. They suggest that extraverts and introverts may make different choices in the accuracy/speed tradeoff, especially when they are required to perform in the L2 under pressure. Again, then, we see an attempt to relate a factor responsible for individual differences to an information processing view of L2 acquisition.

21.3.2.5 Willingness to communicate

A propensity factor that has attracted recent attention is “willingness to communicate” (WTC), defined as “the intention to initiate communication, given a choice” (MacIntyre et al., 2001, p. 369). This factor is of obvious interest to communicative language teaching (CLT), which places a premium on learning through communicating; learners with a strong WTC are likely to benefit more from CLT while those who are not so willing may learn better from more traditional instructional approaches. Interestingly, McIntyre et al. report that WTC inside the classroom correlated strongly with WTC outside in anglophone learners of L2 French in Canada, demonstrating that WTC is a stable, trait-like factor. However, Dörnyei and Kormos (2000) found that Hungarian students’ WTC in the classroom was influenced by their attitudes to the task. Strong, positive correlations were found between a measure of WTC and the amount of English produced while performing a communicative task in the case of learners who expressed positive attitudes to the task but near zero correlations in the case of learners with low task attitudes. It would seem then that learners’ WTC depends in part on their personality and in part on their intrinsic motivation to perform specific classroom activities. Again, then, this suggests that teachers can enhance their students’ WTC by ensuring they hold positive attitudes to the tasks they are asked to perform.

21.3.3 Learner cognitions

Since Horwitz’s (1987a) original study of language learner beliefs, there has been a steadily growing body of research investigating the constructs that L2 learners hold about such matters as the difficulty of the language they are learning, their own aptitude for learning a L2, and the best way to learn (see, for example, the special issue of System, 23(2), Dickinson & Wenden, 1995). These constructs can be usefully divided into higher-order “conceptions” (epistemology) and lower-order “beliefs.” Benson and Lor (1999) define “conceptions” as “concerned with what the learner thinks the objects and processes of learning are,” whereas “beliefs” are “what the learner holds to be true about these objects and processes” (p. 464). A number of studies, including that of Benson and Lor who investigated Chinese undergraduate students at the University of Hong Kong, suggest that learners hold conceptions about what language is and how to learn and that these conceptions fall into two broad categories, which can be glossed as “quantitative/analytic” and “qualitative/experiential.” These categories bear a close resemblance to the learning styles discussed above (e.g., the distinction
Table 21.3 Learners’ cognitions about language and language learning

<table>
<thead>
<tr>
<th>Conception</th>
<th>Nature of language</th>
<th>Nature of language learning</th>
</tr>
</thead>
<tbody>
<tr>
<td>Quantitative/analytic</td>
<td>Learning an L2 is mostly a matter of learning grammar rules.</td>
<td>To understand the L2 it must be translated into my L1.</td>
</tr>
<tr>
<td></td>
<td>In order to speak an L2 well, it is important to learn vocabulary.</td>
<td>Memorization is a good way for me to learn an L2.</td>
</tr>
<tr>
<td>Qualitative/experiential</td>
<td>Learning an L2 involves learning to listen and speak in the language.</td>
<td>It is okay to guess if you do not know a word.</td>
</tr>
<tr>
<td></td>
<td>To learn a language you have to pay attention to the way it is used.</td>
<td>If I heard a foreigner of my age speaking the L2 I would go up to that person to practice speaking.</td>
</tr>
</tbody>
</table>

between field independent and field dependent). Table 21.3 indicates the kinds of beliefs related to each. It should be noted that these two general conceptions are not mutually exclusive; learners can and often do hold a mixed set of beliefs. A number of studies also suggest a third general conception – “self-efficacy/confidence” in language learning. This conception has more to do with how learners perceive their ability as language learners and their progress in relation to the particular context in which they are learning.

There is much to play for in the study of learner cognitions. Key issues (1) are the relationship between learners’ beliefs about language learning and their beliefs about learning in general, (2) the extent to which beliefs are culturally determined, (3) the relationship between learner cognitions and success in learning an L2, and (4) the extent to which learners’ beliefs change over time. Mori (1999) found that Japanese university students’ general beliefs about learning and language learning beliefs were relatively unrelated. He explains the apparent autonomy of belief dimensions in terms of the differential influence of background and achievement factors. There is mixed evidence regarding the effect of cultural background on beliefs. In some areas, at least, there seems to be a surprising unanimity of beliefs. For example, Schulz (2001) found that Columbian learners of English in Columbia and American learners of foreign languages in the US both placed great store on explicit grammar study and error correction (evidence of a primarily quantitative/analytic conception). Interestingly, Schulz did find a difference between the learners’ and teachers’ beliefs, the teachers demonstrating much less confidence in the
efficacy of error correction than their students. In general, the relationship between stated beliefs and L2 achievement/proficiency appears to be a weak one. Mori reports that beliefs were generally not strongly related to measures of learning. Tanaka and Ellis (2003) report almost no relationship between Japanese learners’ beliefs and their TOEFL scores, although they did find a statistically significant relationship between experiential beliefs and performance on an oral interview test. In this study, there was also no relationship between changes in beliefs after a three-month period of study abroad and gains in proficiency. However, it is perhaps not surprising that the relationship between beliefs and proficiency is so weak as the fact that learners hold a particular belief is no guarantee they will act on it; situational constraints or personal reasons may prevent them. Finally, as Tanaka and Ellis demonstrate, learners’ beliefs are dynamic. The study abroad experience had a marked effect on the learners’ beliefs, especially those relating to qualitative/experiential and self-efficacy/confidence conceptions.

The study of learner cognitions can serve as a basis for learner training/education. Teachers need to be aware of what their learners’ beliefs are as this will enable to assess their readiness for autonomy. They also need to determine whether their beliefs are functional (i.e., being acted on) or dysfunctional. As Benson and Lor (1999) suggest, any attempt to modify learners’ beliefs must tackle their underlying conceptions and take into account the specific learning context. In some situations, at least, teachers appear to play a significant role in the development of their students’ conceptions about language learning (see Williams & Burden, 1999).

### 21.3.4 Learner actions

Learner actions define the approach learners adopt in learning an L2. This is influenced directly by learners’ cognitions and their explicit beliefs about how best to learn. In particular, learners’ actions are governed by self-efficacy beliefs as, quite naturally, they opt for an approach they feel comfortable with and able to implement, and avoid actions that they consider exceed their ability to perform. A number of studies have shown a fairly strong relationship between self-efficacy beliefs and learners’ actions. Yang (1999), for example, found that Taiwanese university students’ self-efficacy beliefs were strongly related to their reported use of learning strategies, especially functional practice strategies (i.e., the stronger their belief in their ability to learn English and the more positive their attributions of learning English, the greater their reported use of strategies).

Learner actions have been variously labeled – behaviors, tactics, techniques, and strategies. The term most commonly used is “learning strategies,” defined as “behaviors or actions which learners use to make language learning more successful, self-directed and enjoyable” (Oxford, 1989). Learning strategies are generally viewed as problem-oriented (i.e., learners deploy them to overcome some learning problem) and conscious. Considerable effort has gone into
classifying the strategies that learners use. Oxford (1990), for example, distinguishes direct and indirect strategies and sub-categories of each. Chamot (1987) distinguishes three broad categories: (1) metacognitive, which involve an attempt to regulate learning through planning, monitoring and evaluating; (2) cognitive, which involve analysis, transformation, or synthesis of learning materials; and (3) social/affective, which concern ways in which learners interact with other users of the L2. These classifications are not without problems. As we have already noted, the taxonomies may not be supported by the results of factor analyses of learners’ responses to questionnaires. In particular, the distinction between metacognitive and cognitive strategies seems problematic, as is widely acknowledged in the general educational literature on learning strategies.

The study of learning strategies has been motivated by both the wish to contribute to SLA theory by specifying the contribution that learners can make to L2 learning and by the applied purpose of helping learners to learn more efficiently by identifying strategies that “work” and training them to make use of these. Early research on learning strategies took the form of “good language learner” studies. Naiman et al. (1978), for example, carried out a double-barreled study of highly successful adult L2 learners and adolescent classroom learners of L2 French, using intensive face-to-face interviews with the former and classroom observation with the latter. Like other studies they found that interviewing learners was more effective than observation as many of the strategies learners use are mental and so not directly observable. Also like other studies, Naiman et al. found that successful language learners use a mixture of analytic strategies for attending to form and experiential strategies for realizing language as a means of communication. A comprehensive review of the “good language learner” studies can be found in Ellis (1994, pp. 546–50). Looking back at these studies, two points seem to stand out. The first is that they were considerably more illuminating and of practical value to the teaching profession than the survey-based, quantitative studies that dominate the scene today. The second is that what seems to characterize successful learners above all is the flexible use of learning strategies. Good language learners have a range of strategies at their disposal and select which strategies to use in accordance with both their long-term goals for learning the L2 and the particular task to hand. This suggests that generally little is to be gained by trying to identify and train learners in specific strategies.

There is, however, one advantage of the currently dominant survey approach to the study of learning strategies. It allows for a systematic investigation of the various factors that influence strategy use. These factors include learner age, stage of learning, gender, the target language, learner cognitions, learning style, cultural background, personality, previous experience of language learning, and the setting in which learning is taking place. Studies have shown that all these factors impact on learners’ choice of learning strategies. For example, Wharton (2000) examined bi- and multi-lingual university students studying French and Japanese as foreign languages in Singapore.
Using the SILL, she found that students studying French had a higher overall mean for strategy use than students studying Japanese, that overall reported strategy use was lower than that in second language learning situations, that affective strategies in particular were less preferred, that motivation was most strongly related to reported strategy use, and that students who considered their proficiency to be “good” or “fair” reported significantly greater use of strategies than those who considered it “poor.” However, contrary to other studies, which have shown greater strategy use by females, Wharton found no effect for gender. Studies such as this demonstrate that different populations of learners employ strategies in different ways and thus help to guard against ethnocentric bias in definitions of good language learning strategies. They provide further evidence against directing learner training at specific strategies and they lend support to a sociocultural perspective on learning strategies, which emphasizes that choice of strategy is the result of how learners construct the activity they are engaged in and is under continual revision (see Donato & McCormack, 1994).

How successful are pedagogic interventions directed at training learners to use specific strategies? Chamot (2001) reviews the research to date. The results are mixed and tend to bear out the comments made above, namely, that strategy use depends on contextual factors and is necessarily relative. Thus, whereas there is support for teaching the use of some strategies, such as the key-word method for learning vocabulary, there is also evidence to suggest that learners will resist using the strategies they are taught if they feel their existing strategies are effective. Further, there may be developmental constraints on learners’ ability to learn new strategies. In general, more proficient learners make greater use of strategies than less proficient learners. This is often interpreted as indicative of the role that learning strategies play in advancing proficiency. But an alternative view is that it is learners’ proficiency that dictates the strategies they are able to use. Halbach (2000), in a qualitative study based on learner diaries, found that it was the better students that benefited from strategy training, leading her to question the value of such training for weaker students.

Learning strategies have proved a gold mine to which many researchers have rushed. However, the results to date are somewhat disappointing. One reason for this is the lack any theoretical account of how learning strategies relate to the psycholinguistic processes involved in L2 acquisition.

### 21.4 Conclusion

A recurrent theme of the preceding review of research into individual differences in L2 learning is the need for an overarching theory to explain how these factors influence both the rate/success of learning and the processes involved.

The theory will need to acknowledge the situated nature of L2 learning. That is, it must reflect the fact that the role of individual learner factors is
influenced by the specific setting in which learning takes place and the kinds of tasks learners are asked to perform in the L2. It will also need to account for how individual learner factors influence: (1) opportunities for learning, and thereby the quantity and quality of the L2 data that learners have to work with; and (2) the acquisitional processes responsible for interlanguage development. Further, the theory will have to specify the relationships and interactions among the various individual difference factors. In particular, it will need to indicate how a learners’ abilities and propensities help to shape their cognitions about language and language learning and how these, in turn, affect their choice of learning strategies. The theory will need to grapple with what is perhaps the overriding issue in SLA today – the role of consciousness. It will need to specify, for example, whether the influence of individual difference factors such as motivation and language aptitude is mediated by learner cognitions and learning strategies, which by definition are conscious actions performed by the learner, or whether they have a more direct effect on opportunities to learn and acquisitional processes that arise without awareness on the part of the learner. Finally, the theory will need to explain how different aspects of a learner’s L2 proficiency (e.g., fluency as opposed to accuracy) are influenced by the various factors.

Not surprisingly, perhaps, there is no such theory at the moment. Researchers have preferred to focus their efforts on discrete factors resulting in disparate literatures dealing with this and that, as reflected in the preceding review of the research. The result is a lot of illumination but somewhat limited explanation. It is clear that learners contribute hugely not just to how fast they learn or how successful they are but also, selectively, to the acquisitional processes through which learning takes place. The goal of future research should be the development of a comprehensive theory to account for the nature of this contribution.

See also 3 Second Language Acquisition and Ultimate Attainment, 20 Second Language Learning, 22 Social Influences on Language Learning.
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22 Social Influences on Language Learning

GARY BARKHUIZEN

Actual talk does not occur like a travelogue, with the scene and the narration separate.

(Mehan & Wood, 1983, p. 140)

22.1 Introduction

Learning an additional language is a difficult and complex endeavor. There exists not only the awesome task of mastering the grammatical system of the language, but also the job of learning how to utilize this system appropriately and effectively when actually communicating in real-life situations. Describing and explaining this process is perhaps even more difficult. There is obviously something going on inside the heads of language learners. But this remains unobservable. Matters are further complicated when the outcomes of that learning, now observable, are examined within any social context. An infinite number of variables suddenly come into play. The work of applied linguists includes the disentanglement of this complex web of cognitive and social arrangements.

Applied linguists, however, are concerned with more than answering an intriguing question. They do not spend their time grappling with this mystery in order to further their understanding of what language is all about; that is, “to further a linguistic theory” (Davies, 1999, p. 6). Instead, their work is “grounded in real-world language-driven problems and concerns” (Kaplan & Grabe, 2000, p. 4), a position supported by Widdowson (2000, p. 3) who says that applied linguistics is a mediating activity which “seeks to accommodate a linguistic account to other partial perspectives on language so as to arrive at a relevant reformulation of ‘real world’ problems.” If it were possible to discover how people learn an additional language, and how they do so most economically and efficiently, there would be enormous and very useful implications for those involved in actually teaching additional languages. Of course, societal problems with which applied linguists engage themselves go beyond those associated with learning and teaching languages, both outside and inside classrooms. Language learning, however, is the focus of this chapter. More specifically, it aims to provide a broad overview of the many
proposals which have tried to explain how language learning and the social context in which it takes place relate to each other.

The title of this chapter, “Social Influences on Language Learning,” needs some explaining. It is not as straightforward as it seems. There are three components to the title, each in its own way problematic: (1) social influences, (2) language learning, and (3) on. The challenge with the first of these is mainly one of definition. Instinctively we all feel we know what is meant by “social,” but scanning the literature on language learning produces a range of definitions which seldom describe the same thing. For example, in his chapter on social factors and second language acquisition (SLA) (in a section on external factors and SLA), Ellis (1994) distinguishes between social context and social factors. The former refers to “the different settings in which L2 [second language] learning can take place” (p. 197), or to put it another way, “each setting can be seen as a context in which constellations of social factors typically figure to influence learning outcomes” (p. 197). His examples of social factors are age, sex, social class, and ethnic identity, and contexts could be either natural settings, where informal learning occurs, or educational settings, where formal learning takes place. Elsewhere, Ellis has referred to social aspects (1997, p. 37), social determinants (Ellis & Roberts, 1987, p. 26), situational domains and situational contexts (Ellis & Roberts, 1987, p. 7), situational variables (Ellis, 1992), learning environments (Ellis, 1990) and external constraints (Ellis, 1999, p. 461). Brown and Fraser (1979) use the term situation, dividing it into scene and participants, with scene in turn divided into setting and purpose. Long (1998, p. 93) uses both social settings and environment, apparently interchangeably. Stern (1983, p. 269) describes the social context “as a set of factors that is likely to exercise a powerful influence on language learning,” also referred to as environmental factors which generate environmental influences (p. 270), thereby hinting at the direction of the influential force; i.e., from social to learning. He also refers to the relationship between social milieu (p. 271) and language learning, which on other occasions occurs within a social climate (p. 426). In a final example, Spolsky (1989), too, refers to social factors as a subset of the social context, a relationship which becomes manifest in a number of conditions for language learning.

In other words, language learning takes place in a social context which consists of a number of influential social factors. These factors include the physical scene or setting and the participants, including the learner, which together establish the conditions or the environment for language learning.

The meaning of the second component of the title of this chapter, language learning, is easier to explain. The first question to be asked is whether this refers to learning one’s first language, an additional language, or more than one language simultaneously in some bilingual/multilingual arrangement. In this chapter the focus will be on learning a second or an additional language. What this means sounds simple enough, but becomes slightly more complex when the process is discussed in terms of acquiring another language. Krashen’s (1981) distinction between the two, learning as consciously studying the language and acquisition as subconsciously internalizing it, has been found to
be problematic by researchers and SLA theorists but popular with teachers. In most cases the distinction has been abandoned and the terms used interchangeably. Evidence of what has been learned/acquired (i.e., interlanguage – see Section 22.2.3) can be found in the learner’s output (see Section 22.2.2). SLA researchers who look at the development and use of interlanguage and output are interested in both the product of the learning (the form of the actual language used by learners) and the process of learning (the psychological processes that occur during learning and the social context factors that interact with the learning process; see, e.g., a review in Kormos, 1999). In this chapter I make a distinction between the product/processes of language acquisition/learning on the one hand, and language education on the other. Language education refers to the practices, procedures, and provision of language learning. Associated with these are language-in-education policies and the concomitant variable opportunities for learning. In other words, it is social context in a broader sense.

Finally, the smallest part of the chapter’s title, on, links the other two components, but exactly how, is the difficult question. There are two issues involved, both of which will be examined in more detail later. Firstly, it seems obvious that there must be a relationship between social context and language learning; learning does not and cannot take place in a social vacuum. But it is the nature and strength of this relationship which provides language learning theorists with a challenge. A related question concerns the extent to which the relationship should be considered in explanations of SLA. Tarone (2000, p. 182) raises this question as follows:

The central question has been whether a theory of SLA must account only for the psycholinguistic processes involved in acquiring an interlanguage (IL), or, alternatively, whether social and sociolinguistic factors influence those psycholinguistic processes to such an extent that they too must be included in such a theory. It seems very clear that SLA is a psycholinguistic process. But to what extent are those psycholinguistic processes affected by social context?

Secondly, what is the direction of the relationship? In the early years of SLA research and theorizing, the dominant discourse seemed to indicate that social context influences learning; i.e., that they are separate entities with the former having an effect on the latter (e.g., Beebe & Zuengler, 1983). Questions, however, have been asked about whether what was spoken about as language learning was actually language use rather than language or interlanguage development. Tarone and Liu (1995) demonstrate progress with this dilemma in their report of a study which shows that “interaction in different social contexts can influence both interlanguage use and overall interlanguage development” (p. 108). A more recent discourse in the field has emphasized the sociality of language development, whereby learners and learning are socially, historically and politically constructed (Toohey, 2000). So, instead of learning being described as something which happens to learners as they interact in
their relative social contexts, they themselves are partly constitutive of those contexts, which at the same time reflexively organize who they are (their identities) and their language learning.

The title of this chapter, then, quite clearly announces a relationship which is complex, and one which attracts the interest not only of those involved in SLA theory and research but also those in linguistics, psychology, philosophy, and education, including language teachers. It is to be expected, therefore, that multiple perspectives on language learning will be evident and that solutions to some of the problems raised will be hard to find. Larsen-Freeman (2000, p. 174) sums up this thought in the following prediction:

A major contribution of SLA/AL [applied linguistics] over the next decade lies in coming to terms with our differences – not so that we all agree, but so that the field can become more inclusive, when justified, and so that the complexity of the SLA process and learners is duly respected. A coherent epistemology would be a remarkable contribution of the next decade. Should we fail to accomplish this, I fear that we will experience continued internecine feuding and fragmentation.

The remainder of the chapter is concerned with the three main components of its title: the definition of social context, the nature of language learning and language education, and the complex relationship between the two. In some parts they will be addressed directly and in others they will be implicitly referred to in the ideas and research presented.

### 22.2 A Basic Model of Language Learning

Learning an additional language necessarily involves at least five elements, or to put it another way, any explanatory model of language learning must take into account at least the following five elements (see Figure 22.1): To start off, there has to be a learner, the person learning the language. No language learning will take place if the learner is not exposed to input, some form of the language being learned, and one of many constituents of the social context. In the process of learning the language, a systematic representation of that knowledge, an interlanguage, develops inside the learner’s head. Learning is evident in output, a display of the learner’s ability in the language.

The aim of SLA research is to discover how these obligatory elements fit together; that is, what arrangements would most adequately explain how languages are learned. For instance, in Figure 22.1, simply adding an arrow-head, converting a solid line into a dotted line, subdividing any of the elements, or giving them different names would be making a comment on theory. My purpose in this section is to provide an overview of attempts to explain how the social context element relates to the other four. In the following section a selection of models or theories of SLA which incorporate some configuration of social context will be presented.
22.2.1 The learner

Ellis (1994) provides a thorough review of social factors, mediated through learner attitudes, which affect language learning. These are to be distinguished from individual learner differences such as learner beliefs, affective variables, learning strategies, and cognitive styles. Ellis covers four factors, age, sex, social class, and ethnic identity – and warns that it is not these factors “that determine L2 proficiency, but rather the social conditions and attitudes associated with these variables. Also, the factors interact among themselves, and their effect on learning depends to a large extent on the setting. Any conclusions, therefore, must be cautious” (1994, p. 211).

Ellis (1994) sums up his review of age-related research by indicating that younger learners are generally more successful at learning languages than older learners. A more recent review of research (Marinova-Todd, Marshall, & Snow, 2000) includes this finding as one of three misconceptions about age and L2 learning, the others being a misattribution of conclusions about language proficiency to neurobiological factors and a misemphasis on unsuccessful adult language learners at the expense of those who do achieve native-like proficiency levels. The authors ascribe some of these misconceptions to aspects of the social context, such as the environment in which the learners (of all ages) find themselves and their levels of motivation which develop as a result of their interaction with their social worlds.

The relationship between language learning and gender (Wodak & Benke, 1997), has recently received considerable attention. Ellis (1994) points out that sociolinguistic research has shown that men use a higher frequency of non-standard forms than women but that women tend to be at the forefront of linguistic change. He adds that “both principles suggest that women might be better at L2 learning than men; they are likely to be more open to new linguistic
forms in the L2 input and they will be more likely to rid themselves of interlanguage forms that deviate from target-language norms” (1994, p. 202). He concludes his summary of the research by saying, however, that although the results have been mixed, females generally do better than males in classroom settings, and they also have more positive attitudes to learning (see also Freeman & McElhinny, 1996). More recently research has moved away from the restrictive designs of sociolinguistic variationist studies to “broad-based ethnographic investigations and an examination of discourse and conversation where language is studied in genuine communicative contexts” (Freed, 1995, p. 3; see also Eckert & McConnell-Ginet, 1992; Norton Peirce, 1995). These studies mirror research approaches which draw on poststructuralist theory and which are being adopted in other fields, such as education. They explore the changing subject positions of individuals as they relate to others in their groups and communities within variable relations of power. Nelson (1999), drawing on queer theory, uses this approach in her examination of sexual identities in an ESL (English as a second language) classroom. Although she does not directly address implications for language learning (focusing instead on pedagogy), the possibilities for future research are encouraging.

Ellis (1994) comments that there have been few studies which have investigated social class and L2 learning, and summarizes the findings of those that he reviewed as follows:

The results to date suggest that middle-class children achieve higher levels of L2 proficiency and more positive attitudes than working-class children when the programme emphasizes formal language learning. This may be because they are better able to deal with decontextualized language. However, when the programme emphasizes communicative language skills, the social class of the learners has no effect. (1994, p. 206)

Belonging to or being labeled a member of a particular social class means that an individual will experience life in a particular way. Wong (2000), for instance, reports that in the US the social stratification of school children begins in the first grade. Children from the highest achieving reading groups are “tracked” into college-bound course in secondary school, and those from lower-level reading groups are tracked into the industrial and technical classes. The former are typically children who come from middle-class homes where storytelling and educational-type toys abound. The latter are typically working-class children from a diverse range of ethnic, linguistic, and cultural homes. Once the children are placed in their respective reading groups they experience varying quality of instruction, coupled with different sets of expectations. Dropping out of school and moving on to college are the opposing outcomes. The place of L2 students in this scenario (and no doubt in other similar contexts) is unclear. L2 students may, for example, be classified as intellectually deficient because of low English proficiency and tracked into inappropriate courses.
This uncertainty serves to illustrate the complexity of social factor arrangements; age, gender, social class, and ethnicity "are not experienced as a series of discrete background variables, but are all, in complex and interconnected ways, implicated in the construction of identity and the possibilities of speech" (Norton, 2000, p. 13). The poststructuralist tone of this comment will be taken up later, but for now its message is relevant to the following comments about ethnicity and language learning.

Fishman's (1997) extended definition and historical overview of the concept of ethnicity encapsulates the difficulty in pinning down exactly what it is. Its unsatisfactory comparisons with race, nationality, and culture over time make it even more challenging to find connections between ethnicity and language learning. In its various guises, however, Ellis (1994) states that there is general agreement that ethnic identity plays an important role in language learning. The influence can take three possible forms (Ellis, 1994): a normative view of the relationship which emphasizes the influence of ethnic group membership on L2 learning; a sociopsychological view of the relationship which emphasizes the role of the attitudes learners have to learning a particular L2; and a sociostructural view which also considers the role of attitudes in language learning, but this time in inter-ethnic communication (ethnolinguistic identity theory, Giles & Johnson, 1987, will be examined when considering theories of SLA below). An alternative approach, already hinted at by Norton (2000) above, is one which takes a critical stance that emphasizes the dynamic experience of identity and subjectivity in the process of being or becoming a member (including learning the language) of a particular group. Ibrahim (1999), in his study of francophone African youths learning BESL (Black ESL) in a Canadian setting, for example, asks, inter alia, the following questions: "Who do we as social subjects living within a social space desire to be or to become? And whom do we identify with, and what repercussions does our identification have on how and what we learn?" (p. 352). Such an approach does not lend itself to linear connections between ethnicity and language learning.

22.2.2 Input and output

Input refers to the type of language input received by learners when listening or reading in the target language. Whether in a language classroom (Ellis, 1990; Wong-Fillmore, 1985), a natural setting (Parks & Maguire, 1999), or an SLA experimental laboratory (Mackey, 1999; Toth, 2000), the relationship between input and interlanguage development has attracted the attention of SLA researchers for the past few decades. The relevance of the connection for this chapter lies in the fact that input, however generated, is part of the social context. A mentalist view of language learning, for example that associated with Universal Grammar, however, dramatically plays down the role of input, suggesting that minimal exposure to input is all that is needed to trigger the cognitive acquisition system. Krashen's (1985) Input Hypothesis and Long's (1983) Interaction Hypothesis initiated a steady stream of studies focusing on
input and learners’ interaction with it and its providers. Further research classified input into, inter alia, baseline, premodified, and interactionally modified (Ellis & He, 1999) and it was also hypothesized that input and output worked together in developing interlanguage. Swain’s (1985) Comprehensible Output Hypothesis, for example, claims that acquisition may occur when learners have to make efforts to ensure that their output is comprehensible, a claim not always supported by research (e.g., Izumi & Bigelow, 2000).

Sociocultural perspectives propose a zone of proximal development within which learners and more knowledgeable input-providers together socially construct opportunities for language learning. Perspectives which foreground the role of the learner’s social identity and relations of power within the target language community would paint a very different picture of what input and output are, how they are (co-)constructed and their role in language learning. Thus, in Norton Peirce’s (1989) account of the learning and use of People’s English in South Africa during the struggle against apartheid, output is not perceived to be merely the appropriate use of linguistic forms. It is, rather, a source of resistance, a political tool. Although it is clear that written and spoken input are external to the learner and that access to them is gained through interaction, in modified, negotiated, or scaffolded forms, it is less clear what the effect of input is on language learning (Ellis, 1999; Spada, 1997).

22.2.3 Interlanguage

One goal of language learning is to construct a mental system of L2 knowledge, what is referred to, in a number of different ways, as an interlanguage (IL). Another goal is to utilize this IL for effective communication. Very broadly, IL research asks the following questions: What does this system look like? How is it used? How does it change? Attempts to answer these questions have drawn on a range of different perspectives, from psycholinguistic on the one hand to sociolinguistic and co-constructionist on the other. Tarone (2000), in a review which reminds us of the complex relationship between social context and L2 acquisition, points out that “neither strand of SLA research has consistently and systematically set out to gather the sort of data which might show whether social factors affect cognitive processes of acquisition in specific ways” (2000, p. 186, my emphasis). What studies within these traditions do more successfully, however, is to show how social factors affect IL use. There is a distinction between IL use and IL development; the first being synchronic variation and the second diachronic variation. There is some disagreement in the literature, however, as to the extent to which this variation is systematic (as opposed to free variation), and how important it is for understanding L2 acquisition (see Preston, 1996).

Tarone and Liu (1995) report on data which indicates that participation in different interactional contexts results not only in differential IL use but also in differential IL development. Bob, a young Chinese boy, was observed over a period of 26 months in a range of contexts with peers and teachers at school
and with the researcher. Interactions with the researcher were most productive with regard to both rate and route of acquisition. The authors interpret this finding as stemming from the nature of the researcher’s input (since his sessions with Bob were one-on-one, the input was finely tuned to his needs) and from Bob’s attempts to produce comprehensible output. What this study does is to show quite clearly the connection between all the elements in the basic model of SLA illustrated in Figure 22.1.

Young (1999), in a review of sociolinguistic approaches to SLA, points out that pragmatics has been attracting much research activity. It is easy to see why. Pragmatics is the study of how language is used to communicate in different social contexts. Researchers concerned with IL development, therefore, would not only want to know how linguistic knowledge is acquired, but also how linguistic knowledge relates to the ability to communicate successfully and appropriately. Kasper (2001) provides an assessment of four approaches to the study of IL pragmatics. They range from those which grapple with finding a place in IL for pragmatic ability in relation to grammatical ability and communicative competence to sociocultural and language socialization approaches. Kasper (2001, p. 525) concludes as follows:

I advocate multiple theoretical and empirical perspectives to the acquisition of pragmatic ability as a domain in SLA. I do not advocate an unprincipled “anything goes” approach. Progress in developmental interlanguage pragmatics requires that practitioners continue to examine critically the fit between research goals and investigative approaches as well as the compatibility of candidate theories.

This comment is perhaps relevant to SLA research more generally, and will be addressed in the next section.

22.3 Language Learning

Contrary to those working within mentalist paradigms of SLA research, Selinker & Douglas (1985, p. 190) believed that “until we are able to come to grips with the notion ‘context’ in a doable research framework, our work on IL will be at least incomplete, and perhaps wrong.” Fifteen years later Tarone (2000) declared that we are still wrestling with context in interlanguage theory. During that time a captivating debate took place which considered, sometimes quite vitriolically and possibly unproductively, the role of social context in SLA theory. It was ignited by a Firth and Wagner (1997) article which claimed in the abstract that “methodologies, theories, and foci within SLA reflect an imbalance between cognitive and mentalistic orientations, and social and contextual orientations to language, the former orientation being unquestionably in the ascendancy” (1997, p. 285). Aligned with the mentalistic perspective is a research approach which gives pre-eminence to “coding, quantifying data,
and replicating results. It prioritizes explanations of phenomena in terms of underlying cognitive processes over descriptions of phenomena” (Firth & Wagner, 1997, p. 288), reminiscent of laboratory-located, experimental research. The same authors conclude by calling for a more balanced, “holistic” consideration of both cognitive and social factors in SLA theorizing and research approaches. A number of responses within the same journal followed (e.g., Gass, 1998; Kasper, 1997), but the lengthiest (and most entertaining) came from Long (1998). He justifies his defense as follows:

Paying too much attention to our besiegers risks legitimizing some of the woollier critics of SLA, who might be better simply ignored, as well as some of their more absurd criticisms. Worse, it could gradually create a siege mentality and isolate the field from its constituents and from neighboring disciplines. On the other hand, completely ignoring all the current assaults (and insults) also seems ill advised. (Long, 1998, p. 112)

Long’s main concern with regard to the social context debate is that critics of the more established psycholinguistic approaches to SLA have failed so far to produce any evidence of their own that social factors influence language acquisition, as opposed to use, which, he believes, is hardly the “explanandum for SLA” (p. 91).

It is a lack of this sort of evidence, too, which is common to the following models or theories of SLA. I have selected them here because they represent different perspectives (i.e., cultural, sociopsychological, and poststructural) on the relationship between social context and the process of language learning. A brief description of each theory, with illustrative examples of research, will make this relationship evident. Different selection criteria could have included the following: (1) Gardner’s (see 1988) socio-educational model which was developed to explain language learning in classroom settings, (2) sociocultural theory approaches to SLA associated with the ideas of Russian psychologist Vygotsky (see Lantolf & Pavlenko, 1995 for an overview), and (3) Larsen-Freeman’s (1997) discussion of the parallels between complex non-linear systems occurring in nature and language acquisition.

### 22.3.1 The acculturation model

Schumann’s (1978, 1986) acculturation model has as its main ingredient the learner adapting to a new culture. It was established to explain the acquisition of an additional language by immigrants in naturalistic majority language contexts. The theory emerged from a now famous case study of a 33-year-old Costa Rican named Alberto who failed to acculturate to the target language community and thus developed only a “pidginized,” early-stage form of English. Schumann (1978, p. 34) explains the finding as follows: “Second language acquisition is just one aspect of acculturation and the degree to which a learner acculturates to the target-language group will control the degree to
which he acquires the second language.” Acculturation is expressed in terms of social distance (becoming a member of a target language group) and psychological distance (how comfortable learners are with the learning task). The model has been very influential over the years and still generates research to this day. Welsh (2001), for example, using an acculturation framework, investigated English learners’ perceptions of their language learning within a homestay environment in New Zealand. All the students were studying at a tertiary institution and all had high expectations of improving their English by living in a homestay, which Welsh (2001, p. 4) defines as “an accommodation which includes full board and lodging for students studying in a foreign country through which they may be exposed to the culture, language and social structures of that country.” For many of the students their expectations were not met, and although language learning was not actually measured, the study did provide useful insights into the connection between acculturation (or lack thereof) of international students and their experiences of language learning.

For some theorists, one limitation of the acculturation model, as a theory of SLA, is that it does not explain the internal mechanisms of how an L2 is acquired; it is a sociopsychological model rather than a cognitive-processing model. Another claimed limitation is that the model does not consider the language learner “as having a complex social identity that must be understood with reference to larger, and frequently inequitable social structures which are reproduced in day-to-day social interaction” (Norton Peirce, 1995, p. 13). It focuses instead on group differences between the language learner’s group and the group associated with the target language.

22.3.2 The intergroup model

These criticisms could be leveled against Intergroup Theory (Giles & Byrne, 1982), a theory which also takes into account the relationship between the learner’s group (the ingroup) and the target language group (the outgroup). However, unlike the acculturation model, which sees the relationship between the groups as static or changing very slowly, Intergroup Theory emphasizes the dynamic nature of the interaction between the groups; specifically, groups with different ethnolinguistic identities. According to Giles and Byrne (1982), language learners are more likely to define themselves in ethnic terms and adopt strategies for linguistic divergence, and are less likely, therefore, to acquire the L2, to the extent that they (1) identify strongly with their own group, which considers language an important symbol of its identity; (2) make insecure social comparisons with the outgroup; (3) perceive their own group’s vitality to be high (i.e., having institutional support and a high status, and being relatively large); (4) perceive their ingroup boundaries to be hard and closed; and (5) identify strongly with few other social categories. Ethnolinguistic convergence, on the other hand, will lead to more successful social integration as well as L2 proficiency. In considering the relevance of ethnolinguistic identity theory for SLA in the context of the work of social psychologists (mostly
psychologists) and applied linguists (SLA researchers), Beebe & Giles (1984, p. 17) make the following observation: “Neither field can succeed in explaining second language data without the other. Interdisciplinary research, merging the interests and findings of the two approaches, will enable us to inspect data from a broader, more balanced perspective.” Intergroup Theory, probably because of a lack of any research evidence to support its claims, particularly with regard to interlanguage development, as well as the two criticisms mentioned above, never really got off the ground. Its strength, however, lies in its emphasis on ethnicity (and, although downplayed, issues of social inequality) as a social factor in L2 learning.

Using ethnolinguistic identity theory as a framework, a study by Barkhuizen and de Klerk (2000) investigated the inter-ethnolinguistic interactions of the personnel in a multilingual army camp in the Eastern Cape Province in South Africa. Although English was the official language of communication and instruction in the camp, Xhosa, the majority language in the region, was actually the most widely used (albeit mainly for non-work-related functions) because of the ethnolinguistic demographics of the camp (40 percent of the 279 personnel who participated in the study were Xhosa-speaking). In South Africa there is a relatively static view of the relationship between language and ethnicity, one which perpetuates “the myth of linguistically and culturally homogeneous communities within Southern Africa” (Herbert, 1992, p. 2). This differs from interpretations such as those offered by Rampton (1997, p. 9), who argues that “people don’t sit contentedly in the social group categories that society tries to fix them in, and they don’t confine themselves only to those identities that they are expected to have legitimate or routine access to.” All personnel in the camp were members of the army. As such they worked together to accomplish the goals of the army. They shared certain beliefs, duties, values, and motivations. But they were also members of other groups; different ethnic groups in which they interacted with their families and close friends when not in the army. The research attempted to discover to what extent army personnel identified with the superordinate identity of the army, its “armyness,” in order for the army to function as a successful social institution, and how being in the army affected their language behavior, including their perceptions of their language learning.

Findings show that the personnel who could speak English (including L2 speakers) were quite happy to do so, and that those who could not speak Xhosa were willing to learn the language. Many did so successfully, as the following exchange shows (I = interviewer; T = trainee; TS = trainees):

I: Okay, but you speak Zulu so you can understand Xhosa and speak it quite well, but what about North Sotho or Tswana?
TS: [laugh] They forced to speak Xhosa.
I: So they are forced to speak Xhosa because you are in this area where everybody speaks Xhosa?
TS: Yes, that’s right.
I: Is there anybody here [14 trainees] who hasn’t learned any Xhosa this year?
T1: I think all they learn Xhosa.
T2: All they know it.

The following comments from trainees further reveal their motives:

Nowadays we work together like here in the army, so I think where there are different people from other tribes and so on I think it is very interesting to speak those languages whereby we try communication. We are different nations. All over South Africa we are like this now. (T, Xhosa speaker)

Well I can say the main thing to make most of the other language [speakers] to learn Xhosa is just because of when we start to get the passes and start to go out we already know that here in Grahamstown there stay Xhosa speakers, so when we go in to look for some cherries [female companions] we are going to suffer when we don’t know Xhosa. That’s the main thing to make us learn Xhosa; the girlfriends. (T, non-Xhosa speaker)

The reformulated and extended version of ethnolinguistic identity theory (Giles & Johnson, 1987) takes into account situational variables in interethnolinguistic interaction, such as the concern to maintain communicational efficiency, and the interactants’ perception of overlap between themselves in terms of shared group membership. Both these variables may help to explain the patterns of language behavior and language learning in the army camp. Although this study does not address interlanguage acquisition, it does provide useful insights into the dynamic nature of ethnicity, and the multiple, changing social (and context-bound) identities of individual language learners.

22.3.3 Social identity and investment

McNamara (1997, p. 566) states that the “centrality of the notion of social identity to current work on language learning reflects a renewed theoretical and political concern for the social dimension of language learning.” He adds, however, that applied linguists “have drawn variously on different conceptualizations of social identity, making no reference to the existence of alternatives” (p. 565). The wide array of articles in Norton’s (1997a) edited special-topic issue of *Tesol Quarterly* illustrates this point only too well. Norton’s own work (1997b, 2000; Norton Peirce, 1995) presents perhaps the clearest and certainly most accessible account of the relationship between social identity and SLA theory. She argues that “a person negotiates a sense of self within and across different sites at different points in time, and it is through language that a person gains access to – or is denied access to – powerful social networks that give learners the opportunity to speak” (Norton, 2000, p. 5). Identity is not constant, but multiple, fluid, and often contradictory. A person is both “subject of and subject to relations of power” (Norton Peirce, 1995, p. 15) in
any particular social interaction. He or she takes up a certain subject position, but this positioning is changeable, it can be challenged. In Norton’s view of the relationship between social context and L2 acquisition, then, learners and their learning are socially constructed. Her main criticism of SLA theory is that it has not developed a comprehensive theory of social identity which integrates the language learner and the social context in which that learning takes place. It has been concerned with questions such as who is learning language, what they are learning, and how they are doing it. But it has not examined these questions in relation to the social and cultural practices of the language learner and target language communities.

Central to Norton’s ideas on language learning is the concept of ‘investment,’ which refers to learners’ commitment to learning the L2, the level of commitment being tied to their perceptions of their relationship to the social world; in other words, it is an investment in the target language as well as in their social identity. Norton (2000, p. 10) explains:

If learners invest in a second language, they do so with the understanding that they will acquire a wider range of symbolic and material resources, which will in turn increase the value of their cultural capital. Learners expect or hope to have a good return on that investment – a return that will give them access to hitherto unattainable resources.

Norton’s study of adult immigrant learners of English in Canada (see Norton, 2000, for a full account of the study) provided the data on which she based her perspectives on SLA theory. As her own study demonstrates, she recommends research which adopts qualitative methods and which emphasizes analysis of how L2 learners make sense of their experiences of learning the language. She also invites researchers (language learners and their teachers) to participate in collaborative classroom-based social research which collapses “the boundaries between their classrooms and their communities” (Norton Peirce, 1995, p. 26).

Toohey (2000), who acknowledges the flimsiness of these boundaries, nevertheless focuses her study on classroom activities and practices. The participants were a small group of children from minority language backgrounds in Canada. During their time in kindergarten and Grades 1 and 2, Toohey examined, through observation and interviews, the practices of the school with respect to assigning identities to the children, how participation in physical, material, and intellectual practices determined access to classroom resources (including conversations with peers and the teacher), and how discourse practices “regulated children’s access to possibilities for appropriation of powerful and desirable voices in their community” (2000, p. 3). Her findings are couched in a discussion of theoretical ideas which expose the intimate and complex nature of the relationship between language learners and their identities, their learning and their educational environments.

Kapp (2001), in a very different educational context, addresses the politics of English in her examination of ESL classroom discourses in a South African
The school is located 15 kilometers away from central Cape Town in a township which, during the apartheid years, was designated for African people. The township has a very high unemployment rate and Kapp (2001, p. 129) points out that it is one of the most dangerous areas in Cape Town:

I was always tense and fearful as I drove from my relatively safe, middle-class, racially mixed suburb, past the working-class “colored” townships. A thick pall of wood-fire smoke hanging over the bridge signaled arrival in the township. This area does not exist on my street map of Cape Town. As one turns left into the unmarked main street, the huge police station dwarfs the semi-detached houses (commonly known as “matchboxes”). The main road is filled with litter and potholes and is devoid of trees and shrubs . . . There is a middle-class sector in the township where some of the teachers live, a section inhabited by hostel dwellers, and an informal settlement inhabited by more recent migrants to Cape Town. The latter consist of wood and iron shacks. According to the 1996 census data, 58% of households in the township have electricity and running water.

The school has 30 classrooms and approximately 1,600 students, almost all of whom live in the township. In order to develop the thick qualitative data endorsed by both Toohey and Norton, Kapp explored, through longitudinal observation, informal interviews and student writing, students’ and teachers’ attitudes to English in relation to Xhosa, the predominant home language; language practices across the curriculum; school culture and local social conditions; and regional and national policy-making and language debates. Using critical classroom discourse analysis, Kapp paints an incredibly vivid picture of how township life, school life, English-classroom life, and the aspirations and realities of the ESL teachers and their students all intersect in the process of constructing their identities and their learning and teaching. She says, in her abstract (Kapp, 2001, p. ii):

The study describes and explains a number of contradictions with regard to English. It explores the ways in which students’ complex, seemingly contradictory language attitudes and classroom practices are intimately linked to their attempts to define appropriate roles and identities in relation to the unstable school and township environment, as well as their construction of their place in the world within and beyond the township. It also highlights the contradictions of the English curriculum, which emphasizes the centrality of language for learning and student-centered pedagogy; but values “banking” of facts and functional, oral communication in its assessment practices. It explores teachers’ negotiation of these contradictions, their constructions of their students and their notions of learning English.

Kapp’s study explores SLA research in order to examine the social context of language learning. It demonstrates quite clearly that the relationship between learning and context is not a simple, linear one: besides the psychological and social components of this relationship, there are also very powerful
political processes involved. Kapp’s study, like those of Norton and Toohey, shows that in order to gain a fuller understanding of SLA they cannot be ignored.

### 22.4 Language Education

I refer to language education as the practices, procedures and provision of language learning. Associated with these are language-in-education policies and the variable opportunities for learning which they provide. As the studies described immediately above indicate, the contexts of language learning are always complex, and boundaries between naturalistic language learning settings and educational (or formal) ones are necessarily soft and multidimensional. Distinctions have, nevertheless, been made. Judd (1978, described in Ellis, 1994), for example, distinguishes between three broad types of natural L2 learning contexts: (1) L2 learning in majority language contexts (e.g., Mexican migrants in the United States learning English or army personnel learning Xhosa in an army camp in the Eastern Cape Province in South Africa); (2) L2 learning in official language contexts (e.g., learning English in Nigeria or India); (3) L2 learning in international contexts (e.g., English for business, academic work, science, the media and tourism in many countries around the world). Ellis (1994) summarizes four broad types of educational contexts distinguished by Skuttnab-Kangas (1988): segregation, mother tongue maintenance, submersion, and immersion. In what follows, I consider factors inside and outside of classrooms and show how they operate collaboratively to determine the success or not of language learning. I use as a framework for the discussion five of the twelve questions asked by Kaplan (2000, pp. viii–x) in his elaboration of the myths and political realities associated with language teaching, and I use language teaching and learning within the school system in South Africa to conceptualize my discussion. I choose South Africa because it is a context with which I am more familiar, but it is by no means a special case. Other multilingual countries, such as India, Nigeria, and Papua New Guinea, face similar concerns and have also been involved in very lively, multi-faceted debates.

During the apartheid era, language-in-education policy in South Africa was directly reflective of apartheid ideology. Under the current government, the main sociopolitical and ideological principles underlying the constitution of the country are given as the promotion of democracy for all South Africans, the reconstruction of South African society (by addressing past imbalances and discriminatory practices), and the reconciliation of the peoples of South Africa. Such ideological concerns are manifest in decisions regarding both language policy and language-in-education policy. Central themes in the national language policy are: (1) societal multilingualism as a national resource that is an integral part of nation building and the creation of access, (2) the linguistic equality of all South African languages, and (3) the need for actively
promoting African languages, which were, unlike English and Afrikaans, neglected in the past, and through such redressive action facilitating the empowerment of the majority of the country’s people. While English and Afrikaans continue to enjoy official status, nine African languages now also enjoy equal official status at the national level. The nine provinces are free to choose which of these eleven official languages are to be declared official at regional level.

Language-in-education policy is reflective of the language policy as a whole (Kamwangamalu, 1997), and has at its core the following two principles: (1) redressing past linguistic imbalances and encouraging educational multilingualism, the purpose of the latter being to promote the educational use of African languages at all levels of education against the continued dominance of English and Afrikaans, and (2) ensuring linguistic freedom of choice for learners in terms of language as subject and medium of instruction in the context of gaining democratic access to broader society.

(1) What language(s) will be taught in the public school system? and (2) Who will be taught these languages? Under apartheid (pre-1994), the advancement of the indigenous African languages as subject and medium of instruction was used as a central instrument of the policy of divide and rule. Linguistic difference was not only used as a tool for dividing racial groups in the country, but was also exploited to divide the African people themselves. There was a specific attempt to create and foster an ethnolinguistic nationalism amongst pre-identified ethnic groupings. The primary goal of mother tongue education was thus not educational but ideological (achieved, for instance, by forcing children to attend specific schools created exclusively for those groups). Besides these general factors, there was a gross disparity in the language-in-education policies of black and white schools, policies which had their origins in general apartheid concerns (see Hartshorne, 1987). For white students, the medium of instruction was exclusively either English or Afrikaans. Because English speakers had to attend English schools and Afrikaners Afrikaans schools, a division within the privileged white group itself was created. For black students, on the other hand, the situation existed where the enforced mediums of instruction were, for different subjects, English, Afrikaans, and an African language. Integral to the motivation of this policy appeared to be the perspective that blacks had to function as effective servants of the white state and therefore had to be competent in both official “white” languages. As far as language as subject is concerned, black children were expected to learn not only the two official languages (at the time, English and Afrikaans) as white children had to do, they also were required to study an African language (their mother tongue). Given the deprivations of apartheid education, instruction and learning in all these languages suffered.

Implementation of new state and regional language-in-education policies has lagged behind the ambitious policy statements made over the past ten years. The main reasons have been lack of funding for human and material resources, an interest in matters more pressing than linguistic ones (e.g., provision of education generally and vast curriculum changes such as the
introduction of an outcomes-based mode of teaching and learning), and the
language attitudes of educators, students, and their parents. There is little
motivation, for example, to learn African languages as formal school subjects
as they are perceived largely as horizontal codes (languages of everyday inter-
action and solidarity) rather than as vertical codes (languages of educational
and societal access).

(3) Who will teach these languages? Any language-in-education policy decisions
have to be supported by appropriate language teacher education. Pre-service
teacher education, in the past, was notorious for its lack of success in training
language teachers. The segregated teacher education system produced black
teachers who were hopelessly under-qualified with regard to modern language
teaching methods, a problem which continues today, especially with regard to
African languages (Barkhuizen, 2000). The English proficiency of those who
taught English was woefully inadequate. Some would argue that this situation
has hardly changed in South African schools, most of which are under-
resourced, crowded, and rural. In the past, white teachers received a much
better training and their schools were better resourced, and of course they
typically taught their own mother tongue, English or Afrikaans. With recent
calls for a multilingual approach to language education the nature of teacher
education has had to change accordingly. The lack of resources for this, both
human and material, presents further barriers to quick and effective change.
The majority of language classrooms in the country are, in any case, still
monolingual (i.e., made up of students who speak the same mother tongue).
The minority would be in former white, typically urban schools, which have
attracted students whose mother tongue is not English or Afrikaans, and which
still have the better qualified teachers, who are able to implement syllabus
changes and new assessment practices.

(4) How will success be determined? Success in learning (and teaching) is deter-
mined by how well students do on various forms of internal (including con-
tinuous) and external assessment (see Barkhuizen, 1995; Kapp, 2001). Results
dictate whether or not students move from one grade to the next, what jobs
they get and whether or not they go to university. The relationship between
assessment and teaching practices in South Africa has been carefully planned
and monitored since the gradual introduction in the mid-1990s of the contro-
versial outcomes-based education curriculum. Historically, assessment practices
in South Africa have been very complicated, the situation being compounded
by unfamiliarity with the new curriculum and poor provincial level admin-
istration. In the past, different languages had their own examinations, the
languages were examined as first, second, and third languages, and these in
turn were examined at higher, standard, and sometimes even lower grade
levels. With recent curriculum changes, these distinctions are beginning to
disappear. Whether or not students are successful will depend to some degree
on answers to the following questions: (a) How many languages will students
be required to study as subjects? The popular suggestion is that at least two
and preferably three of the official languages (including one African language)
be studied. (b) Will results from language assessment (including external examinations) count for purposes of promotion from one grade to the next? (c) Will there be specific language requirements for admission to tertiary education institutions? (d) In terms of other school subjects, will students be allowed to answer examination questions in the language of their choice? This could mean, for example, that a student may choose to answer an examination question in Xhosa, even if English was used as the language of learning for that subject.

(5) What is the best methodology for teaching these languages? The methodology deemed to be the most appropriate for South African school children has been communicative language teaching (this refers particularly to teaching English and Afrikaans; very few students learn African languages as additional languages). A communicative approach has been endorsed in syllabus documents since the early 1980s (and reinforced in a range of new syllabuses that emerged post-1994) but it was rarely implemented with any effect. Many black students, for example, endure endless grammar lessons working steadily through outdated language textbooks, mainly because their teachers are themselves unable to communicate very efficiently in the target language. The grammar exercises (and answer books) provide teachers with a crutch for getting through the classes. In some cases, where communicative language teaching is attempted, it is interpreted as oral practice only, typically in groups, and often results in code-switching or use solely of the mother tongue. The grammar exercises (and answer books) provide teachers with a crutch for getting through the classes. In some cases, where communicative language teaching is attempted, it is interpreted as oral practice only, typically in groups, and often results in code-switching or use solely of the mother tongue. In some cases, where communicative language teaching is attempted, it is interpreted as oral practice only, typically in groups, and often results in code-switching or use solely of the mother tongue. In some cases, where communicative language teaching is attempted, it is interpreted as oral practice only, typically in groups, and often results in code-switching or use solely of the mother tongue. In some cases, where communicative language teaching is attempted, it is interpreted as oral practice only, typically in groups, and often results in code-switching or use solely of the mother tongue. In some cases, where communicative language teaching is attempted, it is interpreted as oral practice only, typically in groups, and often results in code-switching or use solely of the mother tongue.

22.5 Concluding Remarks

In the opening paragraph of this chapter I pointed out that learning an additional language is a difficult task, and that describing and explaining the process of language learning is probably just as difficult. Those who attempt to do so, that is, applied linguists, have to decide where their focus should be. As I have shown in this chapter, it is sometimes the case that commentators
and researchers have different starting points: some concentrate their efforts on the psychological aspects of language learning, some pay attention to the social context in which learning takes place, and others believe that both these perspectives should be considered in relation to the broader sociopolitical contexts of language learning, contexts in which learners are positioned and position themselves. At the same time, the work of language learning researchers has important implications for language-in-education planners, teachers, and material developers; their work has practical implications but the complexity of language learning, the difficulty of describing and explaining the learning process, and the responsibility associated with the implications of the work does not make what they do easy.

It is the complex nature of the language learning task and the different perspectives adopted in trying to explain learning which have been the central theme of this chapter. My basic model of language learning illustrated in Figure 22.1 mirrors almost exactly the four major variables which Breen (2001, p. 1) believes have to be accounted for in any explanation of how people learn a language: “(1) what the learners contribute to the process; (2) the language data made available to the learners in the communicative environment in which the learning occurs; (3) the interaction between learners and the environment in terms of the situated learning process; and (4) the actual outcomes from the learning.”

At the start of the chapter I named five elements necessary for language learning: the learner, input, interlanguage, output, and social context. Throughout the chapter I presented the ideas of SLA theorists and the findings of SLA researchers who have also referred to these elements. They may have given them different names, they may have identified a different number of elements, they may have stressed their relative importance in varying ways, and they may have configured their interrelationships differently. What they have in common, however, is their connection, a connection which, in whatever form, is displayed in a social context. How we define the elements and explain the processes which connect them is the work of those who contemplate the social influences on language learning.

See also 12 Language and Gender, 20 Second Language Learning, 21 Individual Differences in Second Language Learning, 30 Language Planning, 32 Critical Applied Linguistics.
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23  Literacy Studies

EDDIE WILLIAMS

23.1 Overview

Literacy studies in the English-speaking world present a disparate scene, reflecting a variety of interpretations of the term “literacy.” To facilitate presentation, this review will divide the work into two traditions, the “narrow” and the “broad.” The narrow tradition is typified by the standard dictionary definition of literacy as “the ability to read and write.” This definition, which is implicit in much public discourse, focuses upon individual capacities, yielding research topics which include theories of initial reading and writing, reading as comprehension, and writing as composition, in both first and additional languages.

Literacy in the broad interpretation, on the other hand, examines the deployment of literacy practices in society, and has its origins in sociology and anthropology. This interpretation is part of an intellectual movement which came to the fore from the 1980s onward, and which turned away from a focus on the individual, characteristic of the previous psychological approaches, and toward a focus on the social. The broad approach accordingly concentrates upon the meanings and values of literate behavior in social contexts. It is compatible with the notion of communicative competence, although it espouses a more critical perspective.

It goes without saying that the boundary of such a narrow/broad division is not absolute, with “crossing” in both directions. (Other metaphorical extensions of literacy, such as emotional literacy, political literacy, etc., will not be dealt with here as they have no direct basis in written language.) This review will devote more space to the narrow tradition, hitherto the more heavily theorized and researched area.

Since the child’s acquisition of initial literacy raises issues that are specific to children at that stage of development, it is convenient to deal with initial reading and initial writing under a single heading, rather than attempt to accommodate the two skills separately into the narrow/broad divisions. Much
of the work on initial literacy has been concerned with what might be termed “alphabetization,” that is, the process by which children come to master the orthographic system of English. Pedagogy in this field has been considerably politicized around the relative efficacy of the so-called “phonic” methods as against the “real” books (latterly “good” books) methods. To say that the jury is still out would be to imply that one day the verdict will be returned and accepted, an unlikely eventuality. The weight of opinion (e.g., Adams, 1990), would appear to be that both sets of methods have their place, although research suggests that children of average and below average reading ability appear to benefit from systematic attention to “phonics.” It is not, however, the aim of this review to pass judgment on the efficacy of teaching methods, but rather to focus on research and theoretical issues while noting, where appropriate, their relationship to pedagogy.

Despite the fact that “reading and writing” are invariably joined in definitions of literacy, most work has tended to separate the two. Our account of the narrow approach will reflect this, treating reading and writing separately, although more attention will be given to reading, where the bulk of the work has been carried out (as early as 1908, Edward Huey in his magisterial work claimed that “there is too much work in reading to review”). The fact that reading has received more attention may reflect the view that it is regarded as more “basic” than writing – Venezky (1990, p. 9) for example, claims that “reading is clearly primary to any definition of literacy.”

Within the “narrow” tradition, work in reading has been preoccupied with characterizing what knowledge and competencies readers need, and how these are deployed in the construction of meaning. Reader proficiency in the language of the text plays a crucial role, and in the applied linguistics perspective, a great deal of attention has been devoted to the relative importance of “reading ability” and “language proficiency” in second/foreign language reading. Work on the process, rather than the product of reading has yielded reading strategies and skills “beyond language,” and has also complemented the research on the componentiality of reading.

Studies of mainstream English writing focused very much in the sixties and seventies on the linguistic aspect of the product, and analyzed school writing from the point of view of linguistic development, while writing in English as a second language (ESL) provided ready grist to error analysis (or was simply language practice whose effects were largely unresearched). Subsequently mainstream English studies of writing at primary school level began to look at written production as evidence of personal growth and of sensitivity to audience. Studies at higher levels, including ESL, became preoccupied with the process approach to writing, to the extent that voices were raised that product was being neglected, and that, in academic writing, students were being misled by writing courses which didn’t teach them to write according to the expected linguistic and rhetorical norms for their academic discipline, the reason for this neglect being a supposed excess of sensitivity to cultural and linguistic imperialism. That debate continues.
This review will first look at children’s early literacy, then move to the narrow approaches to literacy studies, dealing first with reading, then with writing. We then move to the broad approaches to literacy, and close by pointing very briefly to some areas for future research in literacy.

### 23.2 Children’s Early Literacy

Written literacy is indispensable to modern institutions, and powerfully supported by social attitudes, and especially by educational practices. Indeed, some educationists (e.g., Kress, 1997) have expressed skepticism of formal schooling’s emphasis on written literacy to the neglect of other forms of meaning representation, and have urged that children’s acquisition of literacy be studied as one of the range of semiotic activities. It is an issue foreshadowed almost a century earlier by Huey:

>Pedagogically, what sort of symbols . . . are the most effective instruments for thinking the earth (sic), its divisions and dependencies? . . . are words, though totally unlike their objects, the best manipulators of meaning? And what is the order in the development of capacity and interest, in the child . . . for the various modes of symbolic presentation . . .? (1908/1968, p. xliii)

The traditional concern of education, however, has been written language, with research on early literacy concentrating on the child’s acquisition of the alphabetic principle (i.e., the sound–letter correspondence) in English spelling. It has of course been complicated by the perception, largely justified, that English spelling is “chaos.” It is certainly a notoriously mixed system: it is partly alphabetic and phonemic, thus providing guidance on pronunciation in words such as *bat, fed, hop*. It is also partly morphophonemic, providing information about syntactic and semantic relations such as the past tense morpheme, spelled as *-ed in learned, looked, and loaded*, although pronounced differently, or the plural morpheme spelled as *-s in books and balls*, and again pronounced differently. There are unfortunately a host of other irregular features of English spelling, historical in origin, which have nothing to do with morphophonemic alternation, for example the realization of initial /n/ in *knee, gnaw, and nip*. Although spelling-to-sound rules have been devised, they are complex, and not totally accurate, while sound-to-spelling rules are equally complex and accurate in fewer than half the cases (Berniarsky, 1969, cited in Adams, 1990, p. 389). Orthographic systems such as English which have poor sound–spelling correspondences are termed “orthographically deep,” while those that have good correspondences are termed “orthographically shallow.”

The learner’s acquisition of the alphabetic principle has generated a great deal of research interest (e.g., Goswami & Bryant, 1990; Byrne, 1998), with particular importance attached to phonological awareness (also labeled phonemic awareness, and phonic awareness), as an important factor in facilitating
acquisition of the alphabetic principle. Phonological awareness refers to the learner being aware that words are made of a fixed set of “sounds”: this enables appreciation of the principle whereby, at least for “regularly spelled” words, a letter corresponds to one of this set of sounds.

The term “decoding” invariably arises in work on letter–sound correspondence, but it is a rather troublesome one: for some people (e.g., Chall, 1967), it refers to simply “sounding out” and “blending together” the letters of a word, then “saying the word aloud” without necessarily understanding. For others, decoding refers not only to the above process, but additionally, and crucially, to recognizing the word, when the reader matches the phonological representation to an item in their mental lexicon. Since it is not possible for all initial readers to be taught to read every word individually, then clearly such a process is important in allowing these learners to have independent access to words that they know, but which they have never before seen in print. Successful decoding in such cases is more likely with words which have regular one-to-one sound–spelling correspondence. This has led to the view (e.g., Downing, 1973, p. 109) that children learn to read more quickly in languages with a relatively shallow orthography (e.g., Spanish, Swahili) than they do in those with a deep orthography (e.g., English, French).

The complexity of English orthography has lead to a number of proposals that the system be regularized in order to help initial reading. In the 1960s, the initial teaching alphabet (i t a) was one such proposal, implemented in the UK and US. However, a thorough evaluation (Warburton & Southgate, 1969), concluded that, although i t a helped children in the early stages, there was, after three years, no difference (with respect to reading performance on traditional orthography) between children taught through i t a and traditional orthography. There was also a suspicion that i t a had an adverse effect upon traditional spelling.

Despite the “chaos” of English orthography, it is widely accepted that through practice learners eventually move from mediated access (i.e., via the spelling of the words) of word recognition to achieve direct access through “automatic recognition” of the word. It is also clear that even initial readers may, for certain salient and regularly encountered written words, (e.g., a well-known product brand, or their own name) have direct access through recognizing the appearance of the words, a process which has been likened to learning hieroglyphics. Both the ability to recognize whole words and the ability to analyze words phonetically are said to be important in the development of fluent reading (Vellutino & Scanlon, 1982, p. 194).

Studies of children’s ideas about written language suggest that at a very early age (before 2), children from a range of social and national backgrounds are sensitive to its formal features and functions, and distinguish between a drawing and a piece of writing, and also between the activities of drawing and writing. There is also evidence that children’s writing displays developmental regularities, although researchers vary in the way they divide and label this continuum. Tolchinsky (1998) lists the following stages:
1 undifferentiated and unconstrained, where the “writing” produced by the child appears as the same regular “scribble” – often of the “teeth of the saw” form;
2 formally constrained where children limit the quantity and consecutive repetition of letters in words;
3 syllabic, where there is a correspondence between the number of syllables in a word and the number of letters in the child’s written version;
4 alphabetic (for languages that employ the alphabetic principle), where children are aware that phonemes can be systematically represented by letters.

In children’s emergent writing the names of letters (e.g., “bee” for B/b, “tea” for T/t), as well as the sounds conventionally given to the letters when pronounced in isolation (respectively roughly “buh” and “tuh”), can mislead initial writers, to yield spellings such as “tract” for “tractor,” where the final letter “t” in the child’s view adequately represents the final syllable, since both are pronounced in the same way. In addition, it has also been found (e.g., Read, 1971) that early spelling in English is affected by phonological regularities which are not apparent in conventional spelling. Thus when English children write initial chr- for conventional tr- in words such as treat they realize that the tr- of treat is closer to the alveolar affricate of ch- in cheat than to the alveolar plosive t- in team. (This specific example, of course will not be true for all varieties of English, but the general principal holds.)

How children eventually acquire conventional spelling in English is uncertain; Goswami and Bryant (1990, p. 53), suggest that children use different principles, since they seem to realize quite early that spelling does not depend entirely on a phonological code whereby there is a one-to-one letter–sound correspondence. Children generally use the letter “s,” for example, not the letter “z,” at the end of words like “balls,” thus revealing a grasp of “s” as the realization of the orthographic rule for plural morphemes, despite the differing pronunciations. As children get older they seem to have a growing appreciation of the fact that the phonological code is not the only one, and begin to use other rules in the orthographic code (such as the effect of final “e” in words like “cap” and “cape”), as well as visual memory for word spellings.

The relationship between children’s early spelling and reading development is not clear. Goswami and Bryant (1990, p. 148) claim that children separate these processes. They appear, for example to be more willing to take account of sounds when they spell, rather than when they read, most dramatically demonstrated in cases where children can spell words which they cannot read. Further research is needed to attempt to establish these connections, as well as the possibility that different children may acquire these skills by different pathways.
23.3 Reading

Reading, as has been mentioned, is generally regarded as the “basic” literacy skill, and it is difficult to conceive of an adult who could write reasonably but could not read at all, whereas the converse is attested (thus reading the Bible, but not writing, was important for many Protestants, and seventeenth-century Swedes had to be able to read the Lutheran Bible in order to marry (Graff, 1995, p. 21)). The psycholinguistic tradition of reading research falls into two approaches, one which is interested in establishing the components necessary for the reading process, and a second which attempts, rather more ambitiously, to model the process by specifying components and the relations between them.

23.3.1 Component approaches

Simple two-component models of reading propose what may be roughly characterized as a reading component, and language component. More elaborate models list a variety of other components, with a world knowledge usually featuring. Since work done on reading skills deals in similar components, skills studies may be regarded as an extension of the component approach.

Prominent advocates of the two-component view of reading are Hoover and Tunmer (1993, p. 1) who say “this view holds that reading consists of only two components, one that allows language to be recognized through graphic representation, and another that allows language to be comprehended.” In the case of initial readers, they see word recognition as occurring indirectly through phonological coding followed by a matching of the resulting representation to an item in the mental lexicon. In the case of fluent readers, however, the graphic representation of the word is mapped directly onto its representation in the mental lexicon. This is similar to the pathways for reading proposed in phonological awareness studies, with the difference that Hoover and Tunmer give prominence to the construction of meaning through language knowledge. In short, they are making the intuitively appealing claim that in order to understand a written text, the two necessary components are the ability to read, and competence in the language of the text.

23.3.1.1 Language competence in reading

Among the strongest claims for the role of language is that of Vellutino and Scanlon (1982, p. 196) who assert that “reading is primarily a linguistic skill . . . it is the linguistic components of printed words that imbue them with meaning and substance.” A number of studies have broken down language into syntax and lexis, and examined how they contribute separately to the construction of meaning through reading. Other studies have looked at the effect of “language” in undifferentiated terms, perhaps more in accordance with our intuitions of how we read (that syntactic decoding operates in a lexical vacuum, or vice versa, is rather implausible).
23.3.1.2 Syntax
In the case of first language (L1) readers, studies of the effect of syntactic competence are scarce. The reason seems to be, as Fries (1963, p. 70) pointed out, a general assumption that “grammatical meanings are intuitive” and therefore their effects did not need to be studied, a view supported by Schlesinger (1968) who concluded after a series of experiments that, for first language readers, syntax did not significantly affect the reading process.

However, psychologists working with young readers suggest that syntax is indeed important in first language reading. Vellutino and Scanlon (1982, p. 236) conclude from their review that competence in syntax facilitates the process of identifying written language, as it provides immediate feedback if a “reading” is at variance with the grammatical context, and thereby allows self-correction. They also report work which found that, faced with sentences such as John promised Mary to shovel the driveway, poor readers tended to see Mary as doing the shoveling. Such misinterpretation is explained by the so-called “minimum distance principle,” where the noun phrase closest to a preceding infinitive verb is judged as the implicit subject, possibly generalized from sentences such as John told/wanted/asked Mary to shovel the driveway. A decade later Rayner and Pollatsek (1989) introduced the very similar “garden path” principle according to which less proficient readers structure written sentences in the most “economic” manner, by trying to relate new items syntactically to preceding items. Thus in sentences such as: (1) Because Tim always eats a whole chicken this doesn’t seem much to him, as opposed to (2) Because Tim always eats a whole chicken is just a snack for him it is predicted that the first sentence is easier to process than the second, since the “default” path is to attach “a whole chicken” to “eats” as the object of a transitive verb. Although Vellutino and Scanlon’s review finds correlations between syntactic proficiency and reading ability, they also point out that syntactic competence does not necessarily cause reading ability, and suggest that syntactic weaknesses could be signs of problems in other areas of language.

In second language (L2) studies of syntax in reading, there is, despite the small number of studies, universal acceptance of the view that a degree of second language syntactic competence is necessary. Berman (1984) for example, after conducting a series of studies with Israeli students at tertiary level concludes that “efficient FL readers must rely – in part, though not exclusively – on syntactic devices to get at text meaning.” However, Berman’s note of reserve is in order. It may well be the case that successful processing of text may be achieved with less than native speaker competence in syntax, through a combination of lexical knowledge and background knowledge. In other words, readers may “guess” at a structural meaning, as they may “guess” at lexical meaning.

23.3.1.3 Vocabulary
There is a great deal of work with L1 English primary school readers which provides support for the relationship between lexical development and reading
ability. A number of such studies are cited by Vellutino and Scanlon (1982), who find substantial correlations between measures of vocabulary and reading achievement. In addition, early work on readability, as well as research into L2 academic reading, has indicated the importance of vocabulary, while surveys among second language learners invariably and predictably reveal vocabulary to be an important reading concern.

There is some inconsistency in vocabulary research, arising from the difficulty of defining “a word.” While some studies deal only with lexical words, others includes both structural and lexical words. The phrases “head words” and “word families” are also used inconsistently, although generally accepted current usage is that “head word” refers to a single word lexeme, while “word family” refers to a base word, inflected forms, and derived forms. Two other important vocabulary issues are what constitutes “knowing a word,” and what words are likely to be “most useful.” While from the perspective of speaking, knowing a word includes knowledge of meaning, pronunciation, grammatical association, and collocation, what is crucial from a reading perspective is being able to attribute appropriate meaning in the given context. The meaning that a reader can attribute to a word, however, may vary from zero, through a vague notion of associated topics or domains, to “complete mastery.”

For the “usefulness” of lexical items in reading, a major criterion has been frequency. A consistent finding is that the 2,000 most common words (including grammatical function words) account for approximately 80 percent of the total number of words in most prose texts. However, the other 20 percent of these texts is made up of the remaining words of the English language (several hundred thousand). There is thus a “frequency paradox” in that, since the 2,000 most frequent words are common to most texts, a crucial contribution to the message uniqueness of texts is not the 2,000 most common words, but rather the words that constitute the remaining 20 percent, some of which may be extremely infrequent. Low levels of vocabulary knowledge, especially in the case of second language readers, have implications for the advice that readers should guess the meanings of unknown words from context: in order to be able to do this, it has been estimated that readers need to know approximately 95 percent or more of the other words in a text.

23.3.1.4 Background knowledge

“Background knowledge” has, particularly under the label “schema theory,” received a great deal of attention in the applied linguistics/ESL view of reading, following research in the USA in the 1970s. There are terminological variations, with “script” and “framework” being used for what is essentially the same notion as “schema.”

A “schema” (pl. “schemata”) is defined as an abstract structure representing concepts, which is stored in memory: current usage suggests that knowledge of objects, of routine behavior, as well as of belief systems, all qualify as “schemata.” In addition, some writers (e.g., Carrell, 1984) have used the phrase “formal schema” to refer to the structure of texts, such that there are different
structures for a narrative, a description, comparison, etc. Because of its all-embracing nature, the term “schema” is now widely judged to have little theoretical value, and the term “background knowledge” is often preferred. However it may be referred to, the effects of prior knowledge have been frequently demonstrated in both first and second language reading.

Anderson et al. (1977), for example, in a classic experiment, explain different interpretations of the same concocted ambiguous texts in terms of different schemata that are invoked by different L1 readers, which in turn are associated with differing personal interests. Thus one group of music students interpreted a text as being about a musical performance, while another group of non-musicians interpreted the same text as being about a game of cards, the variation being triggered by alternative explanations of word such as “key” and “score.” Academic background has likewise been demonstrated to have an effect on reading comprehension. Alderson and Urquhart (1988) report on two ESL studies which show that a student’s background discipline affects performance on reading tests. However, although Alderson and Urquhart concluded that academic background can indeed have an effect on reading comprehension, the results did not allow the stronger conclusion that academic background determines comprehension. In terms of cultural schemata, Steffensen and Joag Dev (1984) carried out a cross-cultural comparison of two groups of readers, one from the US, and one from India, and showed how recall is affected by familiarity with culturally specific practices (in their case “traditional” American weddings as opposed to traditional Indian ones).

23.3.1.5 “Reading ability” in second language reading

While the view that language proficiency is important for reading is generally accepted, there has been considerable debate about the relative contributions to second language reading of, on the one hand, reading ability, as manifested in first language reading, and on the other, general proficiency in the second language.

Some have argued that L2 reading depends crucially on L1 reading, that “reading is only learned once” and that poor L2 reading is in part due to poor L1 reading skills or failure to transfer such skills. However, it is a matter of simple observation that many people only learn to read in their chronological L2 or learn to read in L2 first (both common occurrences with minority groups whether indigenous or migrant). The view that L2 reading depends on L1 reading therefore cannot be taken too literally.

The converse view is that reading ability in L2 is largely a function of proficiency in that language, and that a minimal level of proficiency in L2 is needed before L1 reading skills will transfer (the “language threshold” hypothesis of second language reading). It is pertinent to note at this point, however, that the terms “first language” or “mother tongue” may be inappropriate in cases where learners have “bilingualism as a first language,” or undergo a shift in language dominance (such that their chronologically first language atrophies and they achieve greater fluency in their second language), or indeed in cases
where learners have acquired literacy almost entirely through a second language, as is the case in much of Sub-Saharan Africa. A number of studies have investigated the relative contributions of “reading ability” and “language proficiency” to reading.

Bernhardt and Kamil (1995) administered reading tests in English and Spanish to 187 English L1 speakers at three levels of Spanish instruction, and concluded that both factors were important, although they found that language proficiency played a greater part than did ability in first language reading. Carrell (1991) administered reading tests in English and Spanish to 45 native speakers of Spanish and 75 native speakers of English. She concluded that while both first language reading ability and second language proficiency level are significant in second language reading ability, the relative importance of the two factors varied: for the Spanish group reading English texts, differences in reading ability in the first language (Spanish) appeared to be more important than differences in proficiency in English. However, for the English group reading Spanish texts, the position was reversed, with proficiency levels in the second language (Spanish) being more important than were differences in reading ability in their first language (English). Thus the results of the Spanish group tend to support the transfer of skills hypothesis, while the results of the English group support the language proficiency hypothesis. The reason advanced for this is that the English group was below the “language threshold” required by the Spanish test, and not in a position to utilize their reading skills; the Spanish group, on the other hand, were above the level required by the English texts, and accordingly the “language threshold” was not in evidence in their results.

The effect of differential language proficiency was also explored by Lee and Schallert (1997). They investigated 809 Korean middle-school students, and concluded that the contribution of L2 proficiency is greater than the contribution of L1 reading ability in predicting L2 reading ability. They also found that there was a much stronger relationship between L1 and L2 reading at higher levels of L2 proficiency. The importance of language proficiency in reading was confirmed by Verhoeven’s (1990) longitudinal study of Dutch and Turkish children. He found that in the first two grades, Turkish children were less efficient in reading Dutch than their monolingual Dutch peers, and concludes that at this level reading comprehension appears to be most strongly influenced by “children’s oral proficiency in the second language.” (p. 90). Again these findings are in line with the general conclusion that in second language reading, L2 knowledge plays a more significant role at low levels of proficiency, while L1 reading is more influential at high levels of L2 proficiency.

Educational surveys confirm what could be predicted from experimental findings, namely that using an unfamiliar (usually a second) language in reading at primary school level tends to produce poor results. Elley (1994) reports on a survey of 32 countries which found that children whose home language differed from the school language performed less well on reading tests than those who were tested in their home language. The situation in sub-Saharan
Africa where ex-colonial languages (mainly English, French, and Portuguese) dominate the education system from the primary level onward, gives particular cause for concern: in Zambia there is ample evidence that most primary school pupils are not able to read adequately in the official language of instruction, English (Nkamba & Kanyika, 1998; E. Williams, 1996), while in Zimbabwe, Machingaidze, Pfukani, & Shumba (1998, p. 71) conclude that at year 6 over 60 percent of pupils did not reach “the desirable levels” of reading in English.

There are, however, counter claims to the view that children will have greater success in reading if they are taught in their mother tongue. In Morocco Wagner, Spratt, & Ezzaki (1989) traced Berber L1 and Arab L1 children from years 1 to 5, administering annual tests of Arabic reading. Although there were differences in favor of the Arab L1 children in year 1, these differences had almost disappeared by year 5, and Wagner et al. dispute the view that learning to read in a first language is more beneficial to achievement than learning to read in a second language. However, it is clear that the Berber L1 children were using Arabic informally outside the school, as well as formally inside, and that it had probably become their dominant language by year 5.

The well-known French-medium immersion programs in Canada are also adduced as evidence that students can acquire native-like proficiency in literacy skills in a second language. Evaluation suggests that while this is true for reading and listening, it is not the case for writing or speaking (Cummins & Swain, 1986, p. 49). It would also be misleading to generalize from Canadian immersion, given the special factors (parents deliberately opted for the immersion schools, and could withdraw their children if they experienced problems; additionally the schools were well provided for, and all the teachers were trained).

23.3.1.6 Reading for language learning

Rather than consider the language proficiency thresholds necessary for “successful” reading, language pedagogy has tended to look at how reading may improve language proficiency. “The best way to improve your knowledge of a foreign language is to go and live amongst its speakers. The next best way is to read extensively in it,” proclaims Nuttall (1996, p. 128). Extensive reading (i.e., independent reading of relatively long self-selected texts with minimal teacher intervention) has long enjoyed such support. (We omit here consideration of intensive classroom reading, where reading is incidental to language or skill development.) Theoretical justification for extensive reading comes from Krashen’s input hypothesis (e.g., Krashen, 1989) which suggests that the crucial factor in second language acquisition is exposure to adequate amounts of comprehensible input. However, research into the effects of extensive reading has yielded mixed results.

Studies of incidental vocabulary learning through extensive reading have been frequent (see Coady, 1997). While a number have yielded positive results (Horst, Cobb, & Meara, 1998; Day, Omura, & Hiramatsu, 1991; Hafiz & Tudor, 1990), others have revealed little vocabulary learning (Pitts, White, & Krashen,
and the intuitively appealing notion that extensive reading will increase reader vocabulary is clearly subject to other conditions.

In terms of general language development, research results are again divided. Several studies, (including Walker, 1997; Hafiz & Tudor, 1989; Mason & Krashen, 1997) claim that extensive reading resulted in improvement in the readers’ linguistic proficiency. Less positive research findings are reported by Lai (1993) in one of the largest investigations, which involved 18 schools in Hong Kong. Lai does, however, suggest that the program benefits those students who otherwise have little exposure to English, and also benefits high ability students with high motivation.

Other research findings on the effect of extensive reading on writing are generally positive: a number of studies claim it improves writing (e.g., Hafiz & Tudor, 1990), but there is, surprisingly, no strong evidence that it improves spelling. The view that extensive reading promotes positive attitudes to reading is widespread (Elley, 1991), although attitude assessment does not seem to have been carried out in a rigorous manner.

While claims for the potential of extensive reading are intuitively appealing, it would appear to be difficult for programs to meet all the conditions necessary for “success.” To cite but two of these, at the cultural level, extensive reading presupposes the acceptability of reading as a leisure activity, while at the linguistic level, the vocabulary demands of the text relative to the vocabulary knowledge of the reader is a crucial factor. Hirsh and Nation (1992) suggest that some 98 percent of the text’s vocabulary has to be known to prevent reader frustration. The traditional answer to this has been the production of simplified and simple reading texts (Davies, 1984), but “matching” of individual texts and readers in terms of language and interest is problematic.

23.3.1.7 Reading skills

Work carried out on reading skills may be regarded as an extension of the component approach to reading. The overall coherence of the field has been marred by inconsistent application of the term “skill,” and the introduction of “strategy” often as an undifferentiated alternative. It has been suggested that a skill be regarded as an acquired ability, which has been automatized, and operates subconsciously, whereas a strategy is a conscious procedure carried out in order to solve a perceived problem. The presence or absence of consciousness, however, is difficult to detect, and readers may achieve the same goal through “a strategy” or “a skill.” Thus for beginner readers, phonological encoding may be a strategy whereby they deliberately “sound out” a word they do not recognize, in order to gain clues as to its identity. A fluent reader, on the other hand, who generally employs the skill of automatic word recognition, may still resort to the strategy of phonological encoding when faced with an unfamiliar word.

A number of reading skills taxonomies were produced in the sixties and seventies. Typical is Davis (1968) who listed: (1) identifying word meanings, (2) drawing inferences, (3) identifying writer’s technique and mood, (4) finding
answers to questions. Thorndike (1971) has a shorter list, namely (1) memory for word meanings, (2) reasoning in reading. However, many items featured in such lists are not intrinsic to the reading process, but are rather part of the product. Other “reading skills” lists go further, to include reading styles such as scanning, skimming, intensive and extensive reading, which again are not intrinsic to the reading process.

A careful attempt to investigate reading sub-skills was made by Lunzer and his associates (Lunzer, Waite, & Dolan, 1979). They administered English reading tests to 257 native speaker English primary school pupils, and concluded that “one must reject the hypothesis that the several tasks used in the tests of reading comprehension call on distinct sub-skills which can be differentially assessed and taught” (1979, p. 59). Their results “would seem to be entirely consistent with a hypothesis of unitary aptitude of comprehension” (1979, p. 62). A similar conclusion was reached by Rost (1993), who administered a German reading comprehension test to 222 German elementary school pupils, and found that results could be accounted for by “one broad factor, general reading competence” (Rost, 1993, p. 87). (However, a vocabulary dimension to reading skills is detectable even in these studies; Lunzer, Waite, & Dolan observe that “word meaning” scores in their tests do not appear to be entirely consistent with the “unitary” process view, while Rost suggests an alternative two-factor explanation of his results, one factor being “inferential reading comprehension” and the other “vocabulary.” Such comments suggest that knowledge of vocabulary may be significant, but that it tends to be masked if readers are being tested in their first language.)

The theoretical issue of whether reading is made up of a number of separate sub-skills or of a single skill would seem to have implications for pedagogy, since in the former case the skills may be separately taught through appropriate exercises in intensive reading lessons, while in the latter case the most appropriate course of action would be for participants to undertake individualized self-access extensive reading.

### 23.3.2 Process models of reading

These models attempt not only to specify relevant components, but also to specify the relationships between them. Reviews of reading often give separate treatment to three psycholinguistic process models, labelled “bottom-up,” “top-down,” and “interactive.” Although the order of presentation implies an historical evolution, with each succeeding view replacing its predecessor, the prototypical representative of the “bottom-up” model (Gough, 1972), appeared five years later than Goodman’s “psycholinguistic guessing game” approach to reading (Goodman, 1967), generally regarded as the champion of the “top-down” view.

However, rather than embrace the unidirectionality suggested by the terms bottom-up and top-down, it might be more accurate to employ the terms data-driven and concept-driven, and see the debate in terms of differing foci.
of interest, the data-driven focus being on text as a point of departure, the
correct model, of course, views reading as a process whereby the reader is engaged in
the continuous construction of meaning based on input from the text. The
debate has a long history: in ancient Greece, Aristotle’s “intromission” theory
maintained that letters sent out rays that entered the reader’s eyes, while the
“extromission” theory, championed by Euclid, claimed that the reader reached
out to the page by means of a “visual spirit.” It was left to the eleventh century
Iraqi scholar al-Hasan ibn al-Haytham (Alhazen) to propose an interactive
view (see Manguel, 1996, pp. 28–32).

23.3.2.1 Data-driven models
Gough’s (1972) bottom-up model of reading holds that the reader takes in data
from the page in sequence, and proposes that reading involves a letter-
by-letter and word-by-word analysis of the orthographic words, processed
through various nodes: the “scanner,” the “decoder,” and the “librarian,”
culminating in the transfer of the input from “Primary Memory” to a device
(labeled “Merlin”) which applies linguistic knowledge to determine the mean-
ing of the input. The crucial feature of this model, which justifies its label, is
that it is unidirectional, and that the higher level processes concerned with the
construction of meaning do not affect the lower level processes. In pedagogy,
the model lent support to a phonics-based approach to initial reading
which stressed letter-by-letter “sounding out,” and included decontextualized
exercises requiring learners to distinguish items in orthographic minimal pairs
such as “park/bark,” “tap/top.”

The specificity of Gough’s model means that it is susceptible – and has
proved vulnerable – to empirical evaluation. Experimental evidence and
informal observation yield the same criticism of data-driven models, namely
that they fail to account for a variety of context effects. Thus readers, especially
initial readers reading in their L1, make miscues (i.e., mistakes or deviations
from what is actually written on the page) which would appear to be gener-
ated by their knowledge of language, but are only partially explicable by
bottom-up processing, for example an English native speaker child aged 5
reading aloud Rabbit went for Rabbit won’t or He won’t bother about . . . instead
of He won’t bother today . . .

23.3.2.2 Concept-driven models
Rather than seeing Goodman’s psycholinguistic approach to reading as a reac-
tion against the bottom-up model proposed by Gough, it is more appropriate to
see him as reacting against phonics-based pedagogic methods in the teaching of
initial reading. The proponents of concept-driven models hold that text is
sampled and that predictions which are meaningful to the reader are made on
the basis of their prior knowledge, especially, although not exclusively, their
language knowledge. Hence the “psycholinguistic guessing game” in the words
of Goodman’s well-known title (Goodman, 1967).
While Goodman’s account lacks specificity compared with that of Gough, the view of reading as a process of “guessing” based on the reader’s state of knowledge is powerful in accounting for context effects, which are readily attested whenever one listens to initial readers reading aloud in their first language. The model exerted considerable influence in applied linguistics and the pedagogy of initial reading in the USA and the UK, particularly through the advocacy of Smith (e.g., Smith, 1978).

23.3.2.3 Interactive models
This model was elaborated by Rumelhart (1977), and proposes that graphemic input (i.e., the marks on the page) passes to a visual information store, where a feature extraction device extracts “critical features.” The information thus extracted passes to a “pattern synthesizer,” where it is operated upon by various kinds of knowledge related to language, namely syntactic knowledge, semantic knowledge, lexical knowledge, orthographic knowledge as well as pragmatic information “about the current contextual situation.” The crucial point about this interactive model is that the knowledge sources operate in parallel: the information in the pattern synthesizer is scanned to yield the “most probable interpretation,” and the higher level processing of meaning may affect the lower level processing of the orthographic word (i.e., there is “top-down” as well as “bottom-up” processing).

The compensatory interactive model (Stanovich, 1980) similarly represents reading as resulting from the interaction between bottom-up and top-down processing. In addition there is in this model, interaction between the knowledge schemata themselves. These schemata include knowledge of orthographic conventions and of the relevant language, and extend beyond information from the “current contextual situation” to encompass background knowledge. The compensatory element in Stanovich’s model claims that reader deficiency at one level may be compensated for by proficiency at another. Thus a reader may compensate for deficiencies at word meaning level by relying more heavily on an appropriate schema. Such a view has obvious appeal in second language reading.

23.3.2.4 Reinstating the bottom
There have, however, been considerable arguments not only against “concept driven” top-down views, but also “interactive approaches” to the extent that they rely on “the top.” Support for the importance of attending to the written words comes from Mitchell (1982) who claims word recognition is automatic in good readers, while Stanovitch (1986) reviews studies suggesting that it is in fact poor readers who the most use of contextual redundancy to facilitate word recognition.

Just and Carpenter (1987) found that even skilled readers do not fixate on one out of every three or four words, as had previously been supposed, but on over 80 percent of content words, and around 65 percent of syntactic words. In their model, lexical access, syntactic analysis, and semantic analysis work in
parallel to yield comprehension. Readers interpret successive words as they encounter them, integrating the new information with what they have learned from the text, and with what they already know about the topic and the genre. Just and Carpenter refer to this strategy as “immediacy of interpretation” (rather than a “wait and see” strategy, which they claim is only used when unavoidable). The strength of their approach is that it takes into account the generally automatic nature of skilled reading, in which many of the processes are sufficiently automatic to be carried out in parallel. The high rates of fixation are supported by the results of a long series of experiments by Rayner and Pollatsek (1989), who claim that in “normal” reading there is a fixation every 1.1 words on average, and that fixation duration is 200–270 milliseconds.

It would appear that “guessing” is a strategy of unskilled readers, and also occurs developmentally in initial readers. Advice to “guess” has remained, nonetheless prominent in L2 reading (although here we might note that L2 readers are being urged to guess the meaning of unknown words, rather than, as is the case for L1 readers, the identity of known, but unrecognized, words).

23.3.3 Reading styles

The degree to which a reader attends to the text yields different “reading styles,” those commonly identified being scanning (rapid and partial search reading for specific information), skimming (rapid sample reading to obtain general gist), intensive reading (deliberate reading and re-reading to extract detailed information), extensive reading (relatively rapid and complete reading, as favored for “extensive reading” programm). These styles are clearly behavioral responses to text, mediated by the reader’s purpose and the degree to which the purpose (reading for information, pleasure, etc.) is facilitated by the text. Equally clearly, these “reading styles” are not discrete categories, and although much has been made of them in ESL/EFL reading materials, there is little research into their validity, or indeed whether they are subject to consistent developmental sequence. Terminology is again inconsistent with “skills” being an alternative label to “styles.”

23.4 Writing

Most people write less than they read, and much “real-life” writing that people routinely indulge in is either the production of brief texts (shopping lists, notes, etc.) for self-consumption, or so-called “reproductive writing” in response to an existing text (filling in forms, competition details, completing cheques, etc.). The creation of new texts for non-personal consumption, sometime referred to as “productive writing,” is an activity which a relatively small proportion of the population is believed to engage in (Kress, 1982, p. 3). It is of course possible that in recent years, interaction via electronic writing, such as
emailing, phone texting, or Internet chat room writing, has proportionately increased productive writing. However, Crystal (2001), among others, sees Internet communication as a “third medium,” intermediate between speech and writing. The applied linguistic work that has been done on the Internet is for the moment limited, but it is a field is likely to receive considerable attention in the near future.

23.4.1 Language development in writing

While responsive writing generally consists of single words or phrases, productive writing is a more complex business. It is prescriptively regulated, not only with respect to spelling, but with respect to the requirement for “complete sentences” which, furthermore, are normally to be written in standard English. It is a commonplace of linguistics that much spontaneous spoken language does not occur in sentences (i.e., at least one main clause, with the option of various subordinate clauses), but rather in elliptical utterances or information chunks, which may or may not be clauses, but are perfectly comprehensible because of the physical or conversational context in which they occur. The “complete sentence” would appear to be an artifact of written language.

Linguistic development was a preoccupation for studies of children’s writing development in the 1960s and 1970s: longitudinal studies include that by Loban (1976) who looked at the progress of 211 Californian children over 13 years, with similar results to other surveys, namely a gradual increase over time in terms of fluency (as measured by number of words), and grammatical complexity (as measured by subordinate clauses). Likewise in the UK, Harpin (1973) investigated the work of 290 primary school children over six terms, and found that the amount of writing produced increased, that sentences became longer, and that syntax (again in terms of subordination) became more complex, although it slowed down somewhat in the fourth year of junior school.

There is relatively little work in the UK on the acquisition of standard language in the writing of speakers of dialect (or non-standard) varieties. Schooled literacy, however, is acknowledged to be an important influence in the dissemination of standard language. Children who start their schooling already speaking the standard variety have an advantage in the early years, but research by Williams (1994), using an apparent time model, suggests that most speakers of dialect forms acquire control over standard English by the end of their eighth or ninth year of schooling. This obviously disadvantages them for any assessments involving writing that occur before then. In the US, studies have for the most part concentrated on speakers of vernacular black English: at college level there is little evidence of dialect forms in writing. Whiteman (1981) concluded that, although dialect features were present in black and white children’s writing, this could not be attributed entirely to dialect influence, but was partly a function of the children’s writing development.
23.4.2 Personal growth in writing

Such linguistic development is not surprising, and Wilkinson (1986) criticized such studies as not being concerned with context or meaning. To make good this deficiency, he developed an assessment technique along four dimensions, cognitive, affective, moral, and stylistic, intending to assess “personal growth.” He concluded from a cross-sectional investigation of 150 children aged 7, 10 and 13 that they had advanced on all dimensions except the moral. Stylistically it was found that text became better organized, there was greater inter-sentential cohesion, and a more exact use of lexis.

Britton et al. (1975), who were also interested in personal growth rather than linguistic development, claimed that children’s writing first develops expressive function and then develops two further functions, the transactional (“getting things done” in practical terms) and the poetic (where language itself is the focus of attention). While the work of Britton et al. was influential at the time, being incorporated into the UK Bullock Report on primary schooling, it was criticized on the grounds that the identification of the three functions was entirely subjective. It was also pointed out that there was no psycholinguistic or linguistic basis for any developmental sequence from expressive to transactional or poetic. A more lasting educational legacy of Britton et al.’s work is awareness of audience as a criterion for assessing a writer’s development: their theory of written communication, and indeed many subsequent theories, place writing styles along a continuum ranging from writing for oneself at one pole, to writing for an unknown audience at the other.

23.4.3 Writing as composing

A recurring theme in the ESL perspective, namely interest in cross-cultural rhetorical organization, was stimulated by Kaplan in 1966. After analyzing approximately 600 foreign students’ compositions in English, Kaplan claimed that Semitic, Oriental, and Romance cultures produced different thought patterns, resulting in specific paragraph structures, marked respectively by “parallel construction,” “indirection,” and “digression.” “English” thought patterns, however, according to Kaplan, were “linear.” Although the naïveté of this view was widely criticized, it prompted sustained research in contrastive rhetoric and the development of “testable hypotheses about writing patterns in many cultures and languages” (Connor, 1996, p. 32). The pedagogic response, however, which leant toward teaching students to write according to the claimed “English” model, was to be criticized from a sociopolitical perspective.

Within L1 pedagogy, the cognitively oriented work of Flower and Hayes (1981) was very influential. Rejecting the prescriptive “stage” models of composition writing which center on “plan, write, re-write” and take the final product as their reference point, they instead studied thinking processes in
writing through analysis of protocols (“think aloud” verbalizations) of good and poor writers, and developed a model which sees writing as involving a set of thinking processes. Although Flower and Hayes’ basic process of planning, translating, and reviewing seems to have much in common with “stage” models, their work did cause a shift in the teaching of writing away from concern with the final product, and toward teacher intervention in the process.

This stress on process rather than product was questioned by Horowitz (1986) who, while sympathetic to the pedagogical intent of process approaches, claimed that they fell short in preparing students for academic writing tasks such as laboratory reports or examination writing. Obviously, unprepared students may be penalized for failing to create a product acceptable to the relevant academic sub-culture. Despite such views, the dominance of the “English” model was further questioned, particularly in the US. Raimes (1991) for example, evoked the notion of “the politics of pedagogy” and expressed concern that ESL writers may see their writing styles as inferior. Others argued that ESL writing programs neglected to see writing as a social artifact with political as well as social implications. At the heart of the debate is the issue of whether ESL students should be taught to write according to the discourse norms of the target community (university departments in the English-speaking world in this case), or whether that discourse community should become more tolerant of non-standard patterns. The answer from many in the ESL camp (Zamel, 1997; McKay, 1993) was that there should be tolerance. However, it is questionable whether EAP (English for Academic Purposes) practitioners can persuade academics working in other disciplines to amend their beliefs of what constitutes appropriate academic discourse. For the foreseeable future empowerment of the disempowered is likely to be achieved precisely through enabling them to master the literacy norms of the powerful, rather than expecting the powerful to embrace the norms of the powerless.

23.5 Broad Interpretations of Literacy

Broad interpretations of literacy are concerned not with the psycholinguistic process of reading and writing, nor with the adequacy of reading comprehension or written production in terms of a prescribed educational standard, but rather with literacy as social practice. An important distinction in the broad approach is the distinction between the “autonomous literacy” model and the “ideological literacy” model (Street, 1984). The autonomous model sees literacy as a value-neutral set of skills, detached from social context, which it is assumed can bring about certain cognitive and social consequences. Much of what has been dealt with above as the “narrow” approach to literacy is in the “autonomous” tradition. The “autonomous” nature of schooled literacy has long been an issue of concern, as instanced by W. B. Hodgson’s essay of 1867
(see Graff, 1995), where he queries the value of the ability to read with no consideration given to the value of what is read.

Much of the impetus for literacy studies in this perspective arises from the belief that literacy in formal education is a restrictive and decontextualized attempt to “teach literacy” without reference to society. The “ideological” model of literacy, in contrast, is concerned with literacy practices related to specific social contexts; the multiplicity of contexts inevitably generates a multiplicity of literacies, which are not simply neutral, but are associated with power and ideology. The ideological model, it is claimed, leads to a better understanding of how literacy is embedded in other human activity – in brief “literacy” does not exist outside of human action, and the strong may manipulate institutions concerned with literacy in ways that disadvantage the weak.

23.5.1 Consequences of literacy

Proponents of the ideological model of literacy claim that a number of invalid claims are made for “autonomous literacy,” two of the main ones being (1) that literacy, as an “autonomous agent,” leads to logical and scientific thinking, and (2) that literacy leads to social and economic development.

The first claim (made by the anthropologist Goody rather than educationists) is challenged by the research of Scribner and Cole (1981), who studied the Vai people in Liberia, where one group were literate in the Vai script, another group had literacy in reading the Koran, and a third group was literate in English, the medium of education. The conclusions that Scribner and Cole drew from their test results are frequently cited to demonstrate that it is not literacy (in this case “the ability to read”) itself, that produces cognitive changes, but schooling, since the schooled group, literate in English, were superior in reasoning power. Although this work is presented as a naturally occurring experiment, it is clear that literacy is not isolated as a variable; nonetheless the view that there are unlikely to be cognitive benefits simply from being able to read and write, irrespective of what is read and written, is persuasive. (Vai literacy is not of course “autonomous literacy” since their practices were themselves embedded in Vai culture – the term refers to a model of literacy, and not, by definition, to a practice of literacy.)

As concerns literacy and economic development, there has long been a belief that investment in education would have an effect in developing countries, similar to that claimed for developed countries – Denison (1962), for example, claimed that between 1930 and 1960, 23 percent of annual growth in the US national income was attributable to education. In the same vein C. A. Anderson (1966) estimated that an adult literacy rate of about 40 percent was needed for economic development, although he adds that that level would not be sufficient if societies lacked other support systems. Indeed, the failure of the Experimental World Literacy program, organized by UNESCO in 11 countries from 1967 to 1972, provided evidence that literacy alone cannot be a causal factor in development. Reflecting upon the failure, UNESCO observes that, if
development is to occur, then literacy, economic and social reforms must be integrated (Lind & Johnson, 1990, pp. 71–5).

Nonetheless, although literacy may not be a sufficient condition for economic development, there is ample evidence that it is a necessary condition: thus Azariadis and Drazen (1990), who looked at the development history of 32 countries from 1940 to 1980, concluded that not one of the countries where the threshold level of labor force educational quality, including literacy, was not met, managed to achieve rapid growth. Moock and Addou (1994) suggest that this threshold represents a level of education where literacy and numeracy skills attained are sufficient to be retained and rewarded in later life. The current consensus is that literacy is a necessary contributory factor in development, but that, in line with the ideological model of literacy, it is not an independent causal factor. (That said, however, it must be admitted that in the work on development, “literacy” and “education” are inevitably confounded.)

23.5.2 Social dimensions in literacy

In their focus on the social role of literacy, the new literacy studies involve detailed ethnographic work on reading and writing practices in specific communities, such as Heath’s (1983) seminal work on literacy in three communities in the US, Barton and Hamilton’s (1998) description of various literacy practices in Lancaster, and Martin-Jones and Jones’ (2000) documenting of a variety of bilingual literacies. While there is a range of locations, the focus is consistently upon practice and value. For example, Street’s (1984) research on literacy in Iranian villages identifies three sets of literacy practices: traditional literacy associated with the primary Quranic school; schooled literacy from the modern state school; commercial literacy associated with selling fruit. He notes that, contrary to expectation, commercial literacy was mainly undertaken by those who had Quranic literacy, since they had the status within the village that those with schooled literacy lacked. The perspective on literacy in such work is to relate it to notions of identity, of power, and of solidarity, rather than to identify components of literacy as in a psycholinguistic approach, or assess methods of enhancing literacy, as in an educational approach.

A second branch of interest in the broad approach to literacy is critical reading, deriving from critical discourse analysis, which attempts not only to describe texts, but also to interpret and explain them. Critical readings of texts are typically concerned with one or more of the following:

1 linguistic issues, such as choice of vocabulary, the manipulation of grammar (e.g., the expression or suppression of agency in verb phrases),
2 rhetorical issues such as the overall text structure and organization,
3 issues of text type and discourse convention (e.g., an advertisement, a newspaper robbery report).
Such reading critiques not only the language and sentiments expressed in texts, but also the ideological and/or the historical assumptions underpinning them as filtered through the writer, whether with or without the writer’s intent. It is socially engaged in that it claims to reveal how readers may be unwittingly manipulated by powerful, and especially capitalist, forces.

The broad approach to literacy presents a strong moral argument, in the socialist tradition of Raymond Williams (e.g., Williams, 1961). However, the enthusiasm of its proponents occasionally lead to incomplete representations of the psycholinguistic tradition. Gee, for example, claims that the psycholinguistic position is that there is a “right” interpretation for texts that “is (roughly) the same for all competent readers” (Gee, 1996, p. 39). In fact this notion has been widely contested by applied linguists of a psycholinguistic persuasion (e.g., Cohen et al., 1988; Urquhart, 1987). Likewise Gee’s point that readers from different cultures interpret texts differently had long been established in reading studies by such as Steffenson & Joag Dev (1984). Finally, Gee’s interpretation that the warning on the aspirin bottle functions as a legal safeguard on the part of the company, rather than a benevolent concern for the safety of the public, certainly has merit. However, if one cannot read – in the psycholinguistic sense – one will not be able to make any kind of interpretation of the aspirin bottle, nor indeed any other text. There is thus an argument that “autonomous literacy” is a valid model, in the sense that if one cannot read, then one cannot read anything. Equally, the “ideological literacy” model is valid in the sense that the converse proposition “If one can read, then one can read everything” is clearly wrong.

New literacy studies, however, have brought centre-stage the social dimension, that had previously been adduced mainly to account for educational failure. It has made its point that literacy practices are ideologically laden, and often manipulated by powerful institutions. Future developments would appear to include applying these views to mainstream education. “Weak” proposals for application suggest, for example, that educational institutions can contribute to students’ writing if they draw on writing practices in the community, as well as teaching more academic and statusful types of writing, while maintaining a critical watch over the whole (Ivanic & Moss, 1991).

A “stronger” project for implementing a pedagogy of literacy has come from the New London Group (a group of educationists who first met in New London, US: see Cope & Kalantzis, 2000). Having developed the basic concept of “Design” (capitalization sic), which refers to conventions of meaning (linguistic, visual, audio, gestural, and spatial), the group proposes the following four sequential components of pedagogy: “Situated Practice”, which draws on the experience of meaning-making in lifeworlds; “Overt Instruction,” through which students develop an explicit metalanguage of Design; Critical Framing, which interprets the social context and purpose of Designs of meaning; and Transformed Practice, in which students, as meaning makers, become designers of social futures” (Cope & Kalantzis, 2000, p. 9). It is not clear,
however, that such a highly abstract approach, which is based solely on the analysis of social practices, would provide a sufficient basis for literacy, since it seems to lack any theory of learning. As Street (2000: 29) says of the new literacy studies their “sternest test . . . is that of practical applications in the field of mainstream education.”

Although there is for the moment no work in mainstream education that integrates community literacy practices into school literacy teaching, there are studies which have investigated the relationship between family literacy practices and school literacy teaching. In the UK, Gregory and Williams (2000) document a range of home and school practices in a multicultural urban area of London, and found that children from relatively poor economic backgrounds draw on home literacy practices, as well as those of the school, in learning to read, and that older siblings and grandparents as well as parents, can be important mediators of literacy. Snow et al. (1991) report on work in the US which also looked at home-school literacy in poor families, and came to the conclusion that, for the people with whom they were working, there was a need for holistic family literacy programs involving “bridge building” support for both caregivers and children. The differing conclusions of these two pieces of research highlight the importance of local contexts.

23.6 The Future?

Looking into the future, the studies that await research are of great variety, which guarantees that literacy will continue to present a disparate scene. The psycholinguistics of reading is beginning to explore the field of memory, while the effects of ageing on reading and writing has hardly been touched; in both areas interdisciplinary studies with neurology could be profitable. The incipient work into multimodal literacy, exploring arrangements of graphics and visuals in communication, will certainly make progress. Further interdisciplinary work is likely from the investigation of the links between numeracy and literacy. The communication revolution has implications for individual and global practices in literacy. Electronic literacy is already being explored from a range of perspectives, and this is sure to increase.

On a larger scale, economic and cultural globalization means the movement of goods, services and people across the globe, with implications for literacy in both rich and poor countries. The role of literacy in human and economic development in poor communities is attracting renewed attention, as well as the literacy practices and needs of migrants in rich countries. Grassroots literacy of poor villagers, those neglected denizens of the global village, also merits further documentation and research. There are still answers waiting to be explored for the questions “What is literacy?” and “What is literacy for?” And no doubt there are different questions waiting to be discovered.

See also 1 Language Descriptions, 22 Social Influences on Language Learning, 28 Bilingual Education, 32 Critical Applied Linguistics.
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24 Fashions in Language Teaching Methodology

BOB ADAMSON

24.1 Introduction

Language teaching, as this volume amply demonstrates, is a complex undertaking. It is an enterprise that is shaped by views of the nature of language, of teaching and learning a language specifically, and of teaching and learning in general; and by the sociocultural settings in which the enterprise takes place. Thanks to its multidisciplinary nature, applied linguistics has contributed research- and practice-based ideas that have helped to shape these views, and promoted understanding of the diversity and commonalities of the settings. One product of applied linguistics has been attempts to crystallize the theoretical views of language, education, and language education into prescribed teaching materials and strategies, or methods. The abundance of methods derived from different theoretical standpoints has led to the emergence of a field of study – methodology. Another product of applied linguistics has been the heightened awareness in the literature of the significant role of the sociocultural context in which language education is occurring, which in turn undermines the notion of generalizability on which methods are premised. Despite the claims of proponents of some methods, no consensus has emerged, nor is likely to emerge, as to the “best” or “right” way to teach a language – indeed there have been calls to abandon the search for what Richards (2001, p. 167) calls the “supermethod” and to concentrate on equipping teachers with a repertoire of methods and skills that can be used selectively in different contexts.

The term “methodology” tends to be employed loosely in language teaching. It is commonly used interchangeably with “method” and “pedagogy.” Methodology denotes the study of the system or range of methods that are used in teaching, while a method is a single set of practices and procedures, derived from theory or theorization of practice, that impinges upon the design of a curriculum plan, resources, and teaching and learning activities. Language teaching methodology encompasses such methods as the direct method,
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audiolingualism, and Crazy English, but the field of study is not limited to those methods that are widespread in application or that have achieved a degree of recognition in the field. Methodology also includes methods that might be developed and employed by just one teacher, provided there is a principled rationale from which the set procedures of the method have been distilled – the popularity of some methods is not necessarily an indication of their inherent quality. The essential difference between methodology and pedagogy is that methodology is more narrowly focused and tends to be more dogmatic in its application, as it targets language learning as its main goal, is largely based on individual theoretical insights, and is deemed applicable in different contexts; whereas pedagogy has broader educational goals, is influenced by a wider range of theories and curricular influences and tensions, and is more rooted in and responsive to the practical realities of a particular classroom. This distinction is important and, as discussed later in this chapter, has led to a major critique of the value of methodology.

As methods link theory and practice, they thus represent a key contribution of applied linguistics to language education. They do not necessarily arise from a priori theorizing: they could also be derived from successful practice (Krashen, 1987). Some methods offer an all-embracing package that promises comprehensive language learning; others offer strategies for achieving particular objectives. Richards and Rodgers (1986, 2001) describe methods in terms of three levels: approach, design, and procedure. The approach refers to the underpinning theory of language and of language learning; the design covers the specification of linguistic content and the roles of the teacher, learners, and instructional materials; while procedure means the techniques and activities that are used in the classroom. This suggests that methods can be analyzed as scientific constructs – the products of theorizing or reflective practice; or, alternatively, methods can be viewed as curricular resolutions, given the interplay between methods and aspects of the curriculum, such as planned objectives, syllabus specifications, types of resources, the roles of teachers, learners and materials, and actual teaching and learning practices. A third perspective is to consider methods as sociocultural artifacts, the products and reflections of their times.

This chapter considers these perspectives by addressing a number of questions concerning language teaching methodology. Where do methods originate? What are the salient features of methods that have been widely promoted? How do they gain acceptance? Does methodology still have relevance in postmodernist contexts? To suggest answers to these questions, I will draw not just on the literature that is available to me (largely limited to materials written in English), but also on my teaching and research experiences in mainland China and Hong Kong. In this chapter I argue that no method is inherently superior to another; instead, some methods are more appropriate than others in a particular context. I reject the notion that methods have been evolving toward perfection, preferring to share the view of Rowlinson (1994, p. 7) that
It is easy, and rather dangerous, to view language-teaching methodology, and indeed other aspects of education also, as a continuous upward progress through history. The fact that some methods have achieved a high degree of adoption (if not actual implementation) is due to an element of serendipity, and very few are truly innovative.

24.2 The Origins of Methods

Language teaching methods, as noted above, are derived from a range of standpoints. These include views of language, of language learning in general, and of second or foreign language learning in particular. The variety of origins has produced a plethora of methods. Language has been perceived in the literature as a codified linguistic structure underpinned by established rules (e.g. Honey, 1997) or as a mediated social semiotic (e.g. Halliday, 1973; Lantolf, 2000). Language learning has been variously described in terms of behaviorist habit formation (Skinner, 1957), of an innate language acquisition device and a universal grammar (Chomsky, 1965), or of being meaning-oriented rather than form-oriented (Mitchell, 1994). Second or foreign language learning has been equated with first language learning (Gouin, 1892) or has been depicted as a process that is very different from first language learning (Stern, 1970). In this section, some of the methods that have been propounded on the strength of these perspectives are outlined. The majority are methods that are among those most commonly described in historical overviews of language teaching (e.g. Titone, 1968; Rivers, 1981; Tang, 1983; Howatt, 1984; Larsen-Freeman, 1986; Richards and Rodgers, 1986; Knight, 2001). This does not suggest that the attention in the literature accorded to a method is proportional to its effectiveness in bringing about language learning. The dissemination of methods is facilitated by itinerant teachers, publications in various media and training opportunities for teachers. The proponents of the more famous methods have had access to, or influence over, these channels, and adoption tends to occur when the methods have values that are in harmony with those of major stakeholders in a particular educational initiative, whether this is at the state level, school level, or classroom level.

Until the middle of the twentieth century, the grammar-translation method was the predominant method for language teaching in most educational contexts. This method was derived from the learning of Latin and Greek, which were the classical languages taught in Europe. Grammar as a discipline had its roots in Greek and Roman scholarship and was revived during the Renaissance. The objective of the method was to instill intellectual rigor and to transmit the cultural values embodied in the literary canons to a new generation. Language was thus viewed as an academic discipline, rather than as a means for conducting everyday social interactions. Priority was given to the written language, with comprehension achieved through translation from the target language into the mother tongue, and competence developed through translation.
from the mother tongue into the target language, underpinned by mastery of the grammar system through parsing and other form-focused exercises, and memorization of lexical items. Oral skills were fostered though the use of dictations, rote-learning of texts, and reading aloud. The teacher’s role was that of expert linguist, with the learner as recipient of knowledge.

The limited practicality of the grammar-translation method for communicating in everyday situations created dissatisfaction toward the end of the nineteenth century among language teachers in Europe. In France, Gouin proposed a method, called a Series, which was based on interactions from daily life. The teacher models a series of statements describing the steps of the interaction in sequence; the learners imitate (Roberts, 1999). Gouin’s Series focused interest on everyday language and on children’s acquisition of the mother tongue, which, it was believed, came about initially through listening and speaking (Richards & Rodgers, 1986). Another French scholar, Marcel, distinguished between the four skills (speaking, listening, reading, and writing), a distinction which was viewed as important in later approaches that placed communication at a premium, and investigated ways of structuring learning with a focus on meaning (Roberts, 1999). There were calls for a more scientific approach to language learning, most notably from the Reform Movement that was founded in the 1880s (Knight, 2001). Investigations into various aspects of language produced innovations such as the International Phonetic Alphabet in 1888, based on the work of Henry Sweet. The direct method expounded in Jespersen (1904), and championed by Charles Berlitz, was a product of this movement. The direct method is premised on the belief that, as with first language learning, total immersion in the target language is conducive to rapid progress in communicating. The teacher’s role is to supply contextual support for the learners, without recourse to the learners’ mother tongue, as far as possible. Listening and speaking skills precede reading and writing. Grammar learning is inductive and restricted in scope to forms that are commonly used in the spoken language (Rivers, 1981).

Experimentation in psychology in the middle of the twentieth century, most notably Skinner’s work with animals and his behaviorist principles of learning, produced the audiolingual method. The method sees learning as being brought about by positive reinforcement of correct behavior or utterances (in the case of language learning), with the correctness being instilled by repetition or drilling. It also builds on earlier work by scholars such as Fries and Bloomfield in the field of structural linguistics, which was concerned with compiling descriptive rather than prescriptive grammars of languages. The audiolingual method focuses primarily on oral skills, with the teacher modeling utterances. Learners are drilled to produce correct responses – errors are not tolerated – with a strong emphasis on habit formation. The utterances are organized into structures commonly used to realize speech acts in daily situations, with the learners’ attention being drawn (through contrastive analysis) to differences between the target language and the mother tongue, so as to minimize confusion and error. The mechanical learning entailed in the
audiolingual method led to the popularity of language laboratories, which afforded opportunities for both teacher-led and independent study.

The synthesis of behaviorism and structural linguistics was criticized by scholars such as Rivers (1964) and Carroll (1965), but other methods linking psychology with language teaching appeared in the 1960s and 1970s. The Silent Way, propounded by Caleb Gattegno, relies on problem-solving by the learners. The goal is to get learners to produce the target language, but they must do so with minimal assistance from the teacher. The teacher uses charts and colored blocks to establish the meaning of model utterances, but the learners have to apply inductive and self-monitoring techniques to build their own structural knowledge of the target language. The total physical response method designed by James Asher does not incorporate a specific linguistic model, being primarily a teacher-dominant approach, with the learner responding physically to instructions, generally in the form of simple structures. Another method is Suggestopedia, created by Georgi Lozanov in Bulgaria. Borrowing principles from yoga and research into psychotherapy carried out in the former Soviet Union, Suggestopedia teachers seek to reduce the psychological barriers of learner anxiety by providing a relaxed, comfortable, and caring learning environment, often with soothing background music. Community Language Learning, developed by Charles Curran, similarly sought to reduce learner stress by adapting techniques from psychological counseling (Knight, 2001). A later method with psychological origins, which appeared in China in the 1990s, addresses the problem of anxiety from a different angle. Identifying the fear of losing face as a major cultural obstacle to language learning, Li Yang’s “Crazy English” method involves learners shedding their inhibitions by shouting slogans such as “I enjoy losing face!,” “Welcome setbacks!” and “Relish suffering!” and by using techniques similar to those of the total physical response method (Bolton, 2002). The language content is the mastery of sentence patterns and vocabulary lists.

An alternative starting point for the development of language teaching methods is to view language essentially as social practice, and the goal of language teaching as engendering the learner’s competence to communicate in the target language. Communication is viewed as social interaction and therefore dynamic and influenced by the cultural context, rather than being a fixed linguistic system existing in a vacuum. Toward the end of the twentieth century, great attention was given to the “Communicative Approach,” or “Communicative Language Teaching,” although in reality these are more an umbrella term for a range of curriculum design principles and teaching methods all sharing the underlying philosophy than a single, specific method. Bygate, Skehan, and Swain (2001, p. 2) argue that the Communicative Approach “was explicitly a post-method approach to language teaching . . . in which the principles underlying the use of different classroom procedures were of paramount importance, rather than a package of teaching materials.” The pluralism of the Communicative Approach could be seen as united by common principles, which include a view of language as principally serving as an
expression of meaning at the discourse level (not just the word or sentence level), where appropriacy is as important as accuracy; a view of language learning as best brought about by involving learners actively in communication related to real-life contexts; and a view of the teacher as a facilitator and motivator, as well as source of knowledge.

One development that spurred the acceptance of the Communicative Approach principles was the Functional-Notional Approach, which organized the syllabus according to language functions (everyday interactions, such as buying food, giving directions, or offering advice) and notions (concepts, such as time, quantity, and location), but offered little explicit advice on appropriate teaching methods. A method known variously as the presentation-practice-production (P-P-P) method or the Five Steps method (adding Revision as the first step before Presentation, and Consolidation as the fifth step) was promoted in curriculum documents, teacher education courses, and handbooks (e.g. Hubbard et al., 1983), but this later became associated with “weak” forms of the Communicative Approach, as it tends to be used in conjunction with syllabuses that focus on the mastery of discrete linguistic items – albeit in realistic contexts of use – rather than on holistic language, which represents the “strong” form (Howatt, 1984).

Task-based learning was appropriated from other subject areas in the curriculum (such as issues-based teaching in social sciences) and from experiments in Bangalore by N. S. Prabhu, and promoted as a “strong” form of the Communicative Approach, as it emphasizes holistic language. Drawing on constructivist views of learning, particularly those of Vygotsky and Bruner, task-based learning advocates a learner-centered curriculum and teaching methods that have a strong element of group-work and autonomous activities: thus it appears to mesh well with communicative views of language learning that stress the development of various competences – communicative, strategic, cultural, etc. – by the individual learner. The notion of tasks has been widely interpreted, and there has been discussion concerning the best ways to realize task-based learning in the classroom, in terms of task type and learner interaction (see Ellis, 2001). Bygate, Skehan, and Swain (2001, p. 11) define a task as “an activity which requires learners to use language, with emphasis on meaning, to attain an objective,” adding that the task might be “influenced by learner choice” and “susceptible to brief or extended pedagogic intervention.”

In some contexts, such as the Target Oriented Curriculum, an initiative in Hong Kong in the 1990s, task-based learning in English language is seen as aiding the achievement of cross-curricular goals that go beyond language learning per se. In this initiative, tasks are described as having a purpose that involves more than a display of knowledge or practice of discrete skills; having a tangible or intangible product that is holistic, realistic, and linked to settings beyond the classroom; involving a process of thinking and doing by the learners; and requiring some of the following generic skills: problem-solving, reasoning, inquiring, conceptualizing, and communicating (Hong Kong Government Education Department, 1994, p. 18).
The interest in the social dimensions of language contributed to the development of genre pedagogy, which evolved from Halliday’s work on Systemic-Functional Linguistics (e.g. Halliday, 1973) and follows the spirit of critical approaches to education championed by Paolo Freire in *Pedagogy of the Oppressed* (1970) and the work on power and discourse by Michel Foucault. Genre pedagogy is concerned with providing learners with access to what are perceived as the most powerful genres of written and spoken text in society (Dufficy, 2000). Genres (of which reports and recounts are examples) are social processes: they are texts possessing certain regular features arising from the regularity of their use in specific social situations (Kress, 1993). Texts are constructed through grammar, which is viewed as performing a semantic function (Martin & Rothery, 1993). To empower learners, genre pedagogy employs a procedure of explicit instruction by the teacher to initiate the learners in the construction of a text through analysis of the subject matter, or “field”; the interlocutor relationship, or “tenor”; and the channel, or “mode” (Martin, 1993). This is followed by collaborative text construction, and finally autonomous text production by the learners (Dufficy, 2000).

This brief and highly selective overview of methods demonstrates the challenge and problem facing language teaching methodology. The challenge is to devise a methodology that takes into account the diverse epistemologies of relevant theories; the problem is that this challenge is almost certainly a fruitless endeavor.

### 24.3 Methodology and Curriculum

This section explores the relationship between language teaching methodology and different aspects of curriculum. Defining the term “curriculum” is problematic, but for current purposes, the working definition adopted by Marsh and Willis (1995, p. 10) is used: “an interrelated set of plans and experiences that a student undertakes under the guidance of the school.” Marsh and Willis (1995) distinguish between the “planned” or “intended” curriculum, which is the product of design and development by various agencies, such as educational bureaus at the state level, or educational publishers; the “enacted” curriculum, which refers to the educational content and activities that are provided in a classroom; and the “experienced” curriculum, which is what individual learners actually gain from the process.

At the intended level, the methodological approach to language teaching promoted in a curriculum initiative is informative as it reflects the orientation of the curriculum toward particular goals. Specific language teaching methods can be linked to values systems that incorporate sociopolitical and philosophical thought (Clark, 1987). For instance, the grammar-translation method, which is concerned with literary texts and grammatical knowledge about the target language, is associated with a Classical Humanist curriculum orientation, which Clark (1987, p. 91) describes as “...elitist, concerned with the
generalizable intellectual capacities and with the transmission of knowledge, culture, and standards from one generation to another.” A second values system, Social and Economic Efficiency, focuses on human capital and the needs of society. Language teaching, according to this philosophy, provides the learner with a social skill that is also valuable in the job market (thus determining the languages that are included in the curriculum). Methods associated with the Communicative Approach would, to a large extent, be promoted in such a curriculum, as the methods are oriented toward enabling the learners to function in social situations. Progressivism is a values system that emphasizes individualism rather than societal needs. It celebrates diversity and seeks to develop the whole person through generic learning skills and attention to individual needs, ability, and interests. Task-based learning, as can be seen from the Hong Kong example given in the previous section, has been linked with Progressivism. A fourth values system is Social Reconstructionism. This philosophy problematizes society and identifies inequalities and iniquities, and views education as a means to achieve social amelioration and justice through awareness-raising and empowerment. Genre Pedagogy would be an apposite method for a curriculum with a Social Reconstructionism agenda.

This is not an exhaustive list of values systems, and it has a broadly western flavor, but it is sufficient to demonstrate that language teaching methodology is subject to philosophical and political controversies. A number of dualities are evident: the individual versus society; past versus future; intellect versus whole person; permanence versus change, and so on. Methods may be promoted for philosophical or political reasons rather than for their inherent educative value. The politics of education can polarize methods. Government support for educational reform tends to be forthcoming if a crisis is perceived, such as a need to get “back to basics” or to stop “stifling creativity,” resulting in oscillations in promoted methods. It is ironical that curricular innovations in language teaching tend to adopt a monotheistic approach by promoting a fashionable teaching method and demonizing others, while there exists a pantheon of methods derived from theory and/or practice that could usefully contribute to the teaching and learning process.

Also at the planned curriculum level are published resources – textbooks and other educational media. Publishers promote a particular method for a number of reasons. In education systems that maintain a degree of control over the content of resources (for example, those with a government committee that vets materials to ensure that the content is suitable and that there is adequate coverage of the set syllabus), publishers will generally follow the method that is explicitly or implicitly promoted in official curriculum documents. Another reason might be that the publisher wants to be seen as being at the cutting edge, pioneering a new trend, or at least in line with current fashions. A third motivation is market forces – providing the end-user (who might be the teacher or the learner) with the resources for them to teach or learn according to their preferred method, which might or might not be in
harmony with the officially promoted method. Technology may also dictate the selection of method. A lack of alternative resources to the book helps to encourage the primacy of reading skills and those methods, such as the grammar-translation method, that are reading-oriented. Audio-lingualism benefited from the availability of technological advances, such as tape recorders and filmstrip projectors, and itself gave rise to the extensive use of language laboratories (which once installed at considerable expense were difficult to remove, thus contributing to the enduring promotion of the method). The growing popularity of personal computers has resulted in the development of various computer-assisted language learning methods that are delimited by the possibilities of the available hardware and software. Textbooks and other resources might also have an implicit or explicit political agenda (Apple & Christian-Smith, 1991) or convey social, moral, or cultural messages that were not originally part of the planned curriculum.

There is often slippage between the planned, enacted, and experienced curriculum (Marsh & Willis, 1995). Curriculum enactment often involves a process of adaptation as teachers take account of the chalkface realities that they face. Morris (1996) identifies several factors that are powerful influences on teachers’ pedagogical choices, which may or may not be in harmony with the method promoted in the intended curriculum. These influences include the available resources; physical and logistical constraints; the desire to maintain control of a class; the demands of public examinations (and the expectations of stakeholders, such as learners, their families, the local community, educational authorities and colleagues, in this regard); the prevailing culture of the subject; the ethos of the school (or whatever the educational setting might be); teacher isolation in settings that do not offer a supportive environment for handling the challenges of methodological change; and career factors – for example, whether the promotion system rewards or discourages teachers who experiment with innovative teaching methods. In language education, another influence on teachers’ pedagogy is their own language competence. Those who are weak in the target language may tend to use the mother tongue to compensate. Similarly – and this is a result of the large-scale employment of native-speaking teachers – those who do not have a high degree of competence in the learners’ mother tongue may prefer to select features of the direct method. In both cases, the reasons for choosing the particular approaches might not be for deeply held educational convictions on the part of the teachers. As a result, it is unsurprising that there is “little evidence that methods are realised at the level of classroom action in the ways intended by their creators” (Nunan, 1991, p. 3). How learners experience the various methods depends on a host of factors, including intelligence, aptitude, personality, motivation and attitudes, learner preferences, learner beliefs, age of acquisition, and the nature of the activity (Lightbown & Spada, 2001). The complexity of classroom realities virtually renders invalid any “one-size-fits-all” approach to method selection.
As well as reflecting contemporary theoretical ideas and practices in language learning, language teaching methods are sociocultural artifacts. Rowlinson (1994, p. 7) argues that what is taught and how it is taught is a product of the ideas of the time, as well as of the conditions in which it is to be taught. It is society that determines the content of education, in the light of the dominant philosophy and (more recently) scientific concept. Many, perhaps most, new approaches are rediscoveries of old methods neglected and left in the shade, now re-illuminated by the light of social need. Language teaching, like all other teaching, reflects the temper of the times.

In this section, the linkages between espoused methods, curriculum orientation, and society are investigated with particular reference to the English language curriculum in the People’s Republic of China. There are two main reasons for selecting English language teaching in China. The country is on the expanding circle of English-speaking nations, using Kachru’s (1985) classification of the “inner” (core), “outer,” and “expanding” (peripheral) circles, and offers a non-Eurocentric perspective. Second, China has a very long history of educational thought that has differed in emphasis from western traditions (Marton, 2000).

The predominant English language teaching method in China before and immediately after the Communist revolution in 1949 was the grammar-translation method (Tang, 1983; Dzau, 1990; Penner, 1991; Adamson & Morris, 1997). The method was promoted in the official secondary school curriculum and widely implemented in the classroom at secondary and tertiary levels. Intensive reading was a common component in the curriculum of institutions of higher education. The grammar-translation method was deemed suitable for China in the 1950s for several reasons. First, although it had been introduced into China by missionaries and other teachers from overseas, it resembles indigenous methods for teaching and learning Chinese (Ford, 1988; Dzau, 1990) in that the stress is on word study and grammar, rote-learning is a key strategy, and texts embodying moral and or cultural values are used. The method has been widely used in public schools in Europe and is based on approaches to learning Ancient Greek and Latin that value these languages for the intellectual rigor and cultural initiation that they offer learners, rather than for their utility in daily life. Second, the emphasis on reading skills was apposite for the post-revolution era in China, when the state was allied with the Soviet Union in the face of anti-communist hostility from many English-speaking nations, since the main role ascribed to English was to gain access to scientific and technical knowledge through western journals (Ministry of Education, People’s Republic of China, 1950). Third, the roles of the teacher, as
transmitter of knowledge, and of the learners, as initiates into the academic discipline, prescribed by the grammar-translation method closely corresponded to the roles of teachers and learners in Chinese pedagogical traditions. The learning process that was promoted with the grammar-translation method was known as the Five Steps – review old materials, orient new materials, explain new materials, consolidate newly learned materials, give assignments (Penner, 1991). These Five Steps were derived from the work of a Soviet educator, I. A. Kairov, who had written an influential book on pedagogy that had been translated into Chinese. In the official secondary school textbooks, the sequence of the presentation of tenses was also informed by Soviet approaches to language learning.

The Sino-Soviet schism in the early 1960s resulted in China being more open to western ideas and collaboration, as the nation pursued economic rather than political goals. The Chinese authorities decided that economic modernization would require oral competence in the workforce as well as strong reading skills. A taskforce was set up to study foreign teaching methods, and this investigation led to experiments with the audiolingual method, which had been introduced to China by teachers from overseas. At that time, the audiolingual method had established a significant position in the international market, as it was easily packaged into commercial courses for self-study or classes, and its use of modern technology was appealing to teachers and learners who wished to feel that they were at the cutting edge. The method had grown in the USA from the need in World War II to train personnel rapidly in order to cope with military situations that would require foreign languages, such as questioning captured soldiers or administering displaced persons. The language drills developed for this purpose were then allied to Skinner’s work on Behaviorism with animals. Once again, the choice of this method was seen as appropriate for China as learning through repetition was similar to common approaches to learning Chinese characters.

The social upheaval of the Great Proletarian Cultural Revolution, 1966–76, again turned the English language curriculum into a predominantly political propaganda tool, but with distinct regional variations. In Beijing, Shanghai, and Guangzhou, textbooks from this time continue to reflect a blend of the grammar-translation and audiolingual methods, as these major cities still engaged in international trade, especially after President Nixon’s visit to China in 1972 ushered in a degree of détente. However, in the hinterland, which was closed to foreigners, the textbooks reverted to political propaganda using the grammar-translation method, as this method lends itself readily to transmissive modes of teaching, and the method was more suited to the teaching styles of the available teachers, most of whom would not have had much exposure to spoken English.

When China embarked upon another economic modernization drive in 1978, with an Open Door policy to encourage foreign investment, the emphasis was placed on communicative goals. The official English language curriculum for
secondary schools issued in 1983 incorporated a Functional-Notional syllabus, which was a recent trend in foreign language curriculum design. The Functional-Notional syllabus originated in a project sponsored by the Council of Europe to establish a threshold level outlining the basic linguistic requirements for language learners in common situations (van Ek, 1975). This approach suited China’s need to train interpreters for international trade and tourism, and to prepare scholars to travel overseas for further studies. In the 1990s, the secondary school syllabus promoted the Five Steps variant of the P-P-P approach to teaching and learning (which had strong similarities to Kairov’s Five Steps and was therefore consonant with the experiences of many teachers in China). The choice of this approach was the result of interaction between the curriculum developers and a foreign publisher, with the latter being well versed in the P-P-P approach, as it was popular in textbook series for the international market at that time. When reforming the English language curriculum for secondary schools in 1993, the Ministry of Education openly acknowledged the limitations of methodology by urging teachers to use the officially espoused Five Steps as far as possible, but to feel free to amend their approaches to suit the particular teaching context. In the most recent curriculum initiative in the secondary school curriculum, task-based learning is promoted. The rationale is partly frustration with the limitations of the Five Steps approach, with the tendency of its practitioners to focus on the mastery of discrete linguistic components, and partly to follow the trends in China toward whole-person education. This matches the rationale for task-based learning elsewhere, particularly in post-industrial societies. The rapidity of change brought about by globalization and modern technology makes the planning of future human capital needs very difficult. Vocational training for particular careers is increasingly replaced by a focus on more generic skills and the ability to cope with change. Task-based learning, it is believed, can be tailored to cater for individual needs, interests, and abilities in this regard, and learning through the target language can assist whole-person development.

What emerges from the historical overview is not only the endurance of long-standing indigenous methods – which are characterized by their focus on literary texts, grammatical parsing, rote-learning of passages, and memorization of vocabulary, spelling and grammatical paradigms – but also the tendency of Chinese educators to graft foreign ideas (such as Kairov’s Five Steps, Audio-lingualism, or the Functional/Notional Approach) to these methods. It suggests that methods only cross-cultural boundaries easily if they can be appropriated in a form consistent with the values and beliefs of the community adopting and adapting the methods. The values and beliefs might shift in emphasis over time (as China’s policies moved from a political to an economic orientation), which will engender a reassessment of the appropriated methods. The overview also indicates that promoted methods are mirrors of the contemporary sociocultural climate and of the priorities of the major stakeholders.
24.5 Beyond Methods

Nunan (1991, p. 3) has strong reservations about the value of methods:

Despite their diversity, all methods have one thing in common. They all assume that there is a single set of principles which will determine whether or not learning will take place. Thus they all propose a single set of precepts for teacher and learner classroom behavior, and assert that if these principles are faithfully followed, they will result in learning for all. Unfortunately, little evidence has been forthcoming to support one approach rather than another, or to suggest that it is the method rather than some other variable which caused learning to occur.

In fact, world-weary cynicism from teachers often greets the promotion of new methods by curriculum reformers. When researching teachers’ understandings of task-based learning in a Hong Kong primary school, I was told by one English language teacher that she half-heartedly embraced the innovation, as she found the learners were rapidly bored with the same approach, “but a task a day keeps the inspector away.” So why has methodology failed to provide a clear set of precepts to language teachers? One reason is that language and education are both highly complex phenomena riven with tensions that defy an all-embracing theory. As Ellis (1994, p. 15) remarks, “Second language acquisition is a complex, multifaceted phenomenon and it is not surprising that it has come to mean different things to different people.” The purposes of second language learning are also diverse – people may need to acquire knowledge of, about, and/or through a second language. All this makes it very difficult for the proponents of a method to claim that it will suit all learning styles and purposes, although curriculum reform is often couched in terms that castigate previous practices as “traditional,” “teacher-centered,” or other watchwords of contemporary pedagogical incorrectness.

Teachers’ cynicism reveals their frustration that methods – even methods as widely conceived as task-based learning – fail to take into account the totality of learning contexts, which are embedded in macro-, meso-, and micro-sociocultural conditions that defy the generalizations that lie behind the promotion of particular methods. Also, systemic pressures, such as examination changes or school inspections, may bring about superficial adjustments to a teacher’s pedagogy, but many teachers resent being asked or forced to discard beliefs about methods that they have acquired through experience at the chalkface. This resistance has been magnified by the regularity of reforms, many of which are dismissive of methods that were formerly promoted with great vigor by the same stakeholders, and by a shift toward critical interrogation of established practices that is a feature of postmodernist approaches to academic inquiry. Language teaching methodology has been critiqued to the point where its value as a central support for teachers’ pedagogy has been queried. Stern (1992, p. 277) observes: “It is particularly important that in the development of a policy for teaching procedures we learn to operate with
flexible sets of concepts which embody any useful lessons we can draw from the history of language teaching but which do not perpetuate the rigidities and dogmatic narrowness of the earlier methods concept."

The inability of methodology to cater for the diverse contexts in which second or foreign languages are learnt has given rise to attention in the literature to the different domains of learning, recognizing the formal and unnaturalistic characteristics of most language education settings and attempting to understand how second language learning takes place in such settings. This has been accompanied by an emphasis on the teacher as mediator of learning experiences, as reflective practitioner, as action researcher, and as eclecticist. These ascribed roles are not new (a perusal of "The Analects" reveals that Confucius articulated and demonstrated all these qualities), but they are a product of the times in which language teaching has assumed great importance in the trends toward economic globalization. The teaching of English in particular has been boosted by its status as an international language, but there is concern in many quarters about the concomitant negative effects of linguistic and cultural imperialism, and, as Canagarajah notes (1999, p. 3): "[t]he realization that education may involve the propagation of knowledges and ideologies held by dominant social groups has inspired a critical orientation to pedagogical paradigms." The goals of critical pedagogy are to ensure, at least, the appropriateness of methods that are selected for use in a given setting, and more radically – adopting a Social Reconstructionist paradigm – to provide a corrective toward social equality.

So does this disaffection sound the death-knell for methodology? The answer is surely "no," for just as the current sociocultural climate has produced the diminished role and status of rigid methodology in many – but by no means all – educational settings, methods are still useful props for teachers in constructing their own pedagogy. Some educationalists suggest that teachers' pedagogy should be comprised solely of methods, carefully selected to match the needs of the context in which they shall be employed. For example, Rivers (1981, p. 55) describes teachers using a principled eclectic approach as trying to absorb the best techniques of all the well-known language-teaching methods into their classroom procedures, using them for purposes for which they are most appropriate. True eclectics, as distinguished from drifters who adopt new techniques cumulatively and purposelessly . . . adapt their methods to the changing objectives of the day and to the types of students who pass through their classes. They gradually evolve a method which suits their personality. To be successful, an eclectic teacher needs to be imaginative, energetic, and willing to experiment. With so much to draw from, no eclecticist need lack for ideas for keeping lessons varied and interesting.

Kumaravadivelu (1994) argues that eclectic use of existing methods is not enough, as methods cannot take account of classroom realities. Instead, teachers need to move to a “postmethod” condition, in which they act as principled pragmatists, shaping the classroom learning through informed teaching and
critical reflection. This classroom-centered pedagogy can involve selected borrowing from existing methods, but also involves the teachers in constructing creative solutions to address the issues that they face in their daily work. To assist teachers to develop a systematic, coherent, and relevant pedagogy, Kumaravadivelu outlines ten macro-strategies for teachers to employ, in order to reconcile the theoretical insights of methods (which are usually generated and promoted at the center of power) with the realities of the disempowered periphery:

1. **Maximize learning opportunities** by taking account of the local context and specific needs, interests, and abilities of all the learners.
2. **Facilitate negotiated interaction** by actively involving all learners in classroom discourse.
3. **Minimize perceptual mismatches** by closing the gap between the implemented and the experienced curriculum.
4. **Activate intuitive heuristics** by encouraging learners to make educated guesses in inferring grammatical rules.
5. **Foster language awareness** by raising the learners’ sensitivity to language and its role in human life.
6. **Contextualize linguistic input** in order to provide essential pragmatic clues to meaning.
7. **Integrate language skills** as they are interrelated and mutually reinforcing.
8. **Promote learner autonomy** by helping learners to understand and utilize effective learning strategies.
9. **Raise cultural consciousness** by valuing the contributions of learners as cultural informants.
10. **Ensure social relevance** by making learners aware of the social, political, economic, and educational environment in which language learning takes place.

Kumaravadivelu’s framework itself can be critiqued as a theoretical construct, as it is underpinned by specific views of language and language education; and as a sociocultural artifact, as it reflects social and educational values, and it might not be applicable in all contexts – particularly those in which a teacher’s scope for autonomous decision-making is constrained by systemic and other factors. Although both principled eclecticism and pragmatism offer pedagogical strategies to teachers to respond to particular circumstances, the need for autonomy to employ these strategies is often in tension with systemic forces (such as the prescribed syllabus or the focus of examinations), with the design of available resources, and with many teachers’ limited access to relevant knowledge on which they might base their informed professional decisions. Nonetheless, by seeking a flexible alternative to rigid methods to help teachers address the challenges of the language education classroom, these ideas do recognize the real concerns of teachers that underlie the cynicism that greets the promotion of new methodological innovations.
24.6 Conclusion

This chapter has examined language education methodology from different perspectives and has identified the shortcomings of the field. Methods are developed from diverse origins; reflect the contemporary context from which they emerged; are promoted for political, social, and economic as well as educational reasons; and have limited practical application in specific environments. The attention of applied linguistics is increasingly turning to the teacher and the learner, and the ways in which they can operate effectively in their educational context, instead of offering generalized, pre-packaged solutions in the shape of teaching materials and strategies.

In postmethod contexts, applied linguistics can make a telling contribution to the development of teachers’ principled eclecticism or pragmatism by providing the principles that lay the foundations of a teacher’s informed choice. Another challenge for applied linguistics is to advocate that teachers are provided with the pedagogical space and support for them to operate as principled eclectics or pragmatists. Given the powerful political and economic forces that are brought to bear on education systems, and which tend to restrict and confine teachers, this challenge is significant.

See also 20 Second Language Learning, 21 Individual Differences in Second Language Learning, 22 Social Influences on Language Learning, 26 Language Teacher Education.
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25 Computer Assisted Language Learning (CALL)

PAUL GRUBA

25.1 Introduction

Simply stated, Computer Assisted Language Learning (CALL) can be defined as “the search for and study of applications of the computer in language teaching and learning” (Levy, 1997, p. 1). Although earlier practitioners relied on acronyms such as CAI (computer-aided instruction), CAL (computer-assisted learning), CELL (computer-enhanced language learning) and TELL (technology-enhanced language learning), CALL is now widely regarded as the central acronym to refer to studies concerned with second language and computer technology. Other terms, however, continue to be introduced to focus on particular uses of the computer. For example, individual learning through adaptive computer systems, promoted as intelligent CALL (ICALL), and web-enhanced language learning (WELL), is used by educators who promote Internet-based activities. A European Community group has formed under the banner ICT4LT (Information and Communication Technologies for Language Teachers). For their part, Warschauer and Kern (2000) prefer to use the term NBLT (networked-based language teaching) to encompass a broader range of the interconnected computers; whereas Debski (2000) has coined the term PrOCALL (project-oriented CALL) to highlight large-scale collaborative activities. Chapelle (2001), on the other hand, employs the acronym CASLA (computer applications in second language acquisition) to serve as an umbrella phrase that pulls together research in CALL, computer-assisted language assessment (CALT), and computer-assisted second language acquisition research (CASLR).

Overall, the main objective of CALL is to “improve the learning capacity of those who are being taught a language through computerized means” (Cameron, 1999a, p. 2). Note that such a definition focuses particularly on language learning, not language teaching, while at the same time the use of the computer forces reconsideration of traditional stakeholder roles: learners, teachers, and researchers have each had to adapt to the demands and opportunities afforded by a range of new technologies. With the advent of networked
computers and the Internet, in particular, learners are increasingly called upon to design and execute their own computer-based activities.

The growing availability of Internet access has prompted CALL instructors to move away from stand-alone workstations and more toward networked computers (e.g., Debski, 2000; Warschauer & Kern, 2000). Socio-collaborative approaches to teaching and learning are replacing communicative ones, and debates about pedagogy now center on aspects of learner autonomy, collaborative project design, and appropriate assessment practices. CALL educators are also being challenged to keep pace with rapid change and innovation to meet concerns about evolving technologies, professional development, and rising student levels of electronic literacy. Issues of power, access, and equity are also gaining wider prominence and debate in the CALL community (Warschauer, 1998).

Much of the current debate amongst CALL researchers concerns the establishment of a coherent agenda for research. The lack of a clear theoretical framework has long dogged the maturation of CALL (Levy, 1997) and investigators are now seeking to “take stock” of what has been accomplished (Cameron, 1999a, p. 9) in order to strengthen methodological approaches and define priorities for investigation (Chapelle, 1997; Motteram, 1999; Salaberry, 1999).

To put current issues of CALL into perspective, this chapter begins with an attempt to locate the disciplinary influences on this emerging area of study. A history of CALL, roughly divided into Structural, Communicative, and Integrative stages, is then presented. In turn, the chapter then examines the roles of computers, students, instructors, and researchers in CALL, and concludes with a critical discussion of recent developments.

25.2 Overview of CALL

As with the broader field of applied linguistics, CALL can be located at the crossroads of a number of disciplines. Levy (1997, pp. 47–75) regards the studies in psychology, artificial intelligence, computational linguistics, instructional technology, and human–computer interaction as primary influences. Although Levy is aware that the area can be framed somewhat differently, he draws on these five cross-disciplinary fields to as a way to structure the knowledge base. Studies in psychology, for example, contribute insights about programmed instruction and cognition as they relate to CALL; research in computational linguistics informs work to do with machine translation, natural language processing, and concordance.

In her extensive review, Chapelle (2001, pp. 27–43) places CALL within six computer-related sub-disciplines: educational technology, computer-supported collaborative learning (CSCL), artificial intelligence, computational linguistics, corpus linguistics, and computer-assisted assessment. Unlike Levy (1997), Chapelle argues that studies in human–computer interaction have had little impact on CALL and sees educational technology as a much more significant influence. In her view, the area became distinct in the mid-1980s with the
formation of professional organizations and journals specifically devoted to the emerging field. According to Chapelle (2001, p. 15), the Australian journal On-CALL appeared in the mid-1980s. Across the Atlantic, ReCALL first appeared in 1988, and this was followed by Computer Assisted Language Learning: An International Journal two years later. In North America, CALL Journal specifically targeted computer use in English as a second language (ESL) contexts from its release in 1989. Other journals that helped frame CALL research include The CALICO Journal and IALL Journal of Language Learning Technologies. Annual professional conferences, most prominently Euro-CALL, have also helped to solidify the emerging field.

25.2.1 A brief history

Although Delcloque (2000) has embarked on an ongoing project to detail the history of CALL, sections of three books (Ahmad et al., 1985, pp. 27–44; Chapelle, 2001, pp. 1–26; Levy, 1997, pp. 13–46) provide extensive accounts of developments in the area. Ahmad et al. (1985) consider the work conducted in the United States and Britain in the years 1965–85. In one early project carried out at Stanford University, instructors created self-instructional materials for Slavic language learning and delivered them via a mainframe computer. Another group at the University of Illinois developed a system named Programmed Logic for Automated Teaching Operations (PLATO), in which teachers were able to write a Russian-English translation course. The computer program was able to provide both drills and marking for student work as well as an authoring component for instructors. The PLATO system later expanded to include a number of foreign languages and offered them in increasingly technically sophisticated ways. Although high costs prohibited their widespread use, mainframe computer applications throughout the 1960s and 1970s were developed to the point of interactive features to help students read specialist scientific texts. With the arrival of the “microcomputer boom” in the late 1970s, however, expensive mainframe computer usage was phased out. Developers and instructors alike began to shift their attention to personal computers.

From the early 1980s, increased computer availability fuelled a growing interest in CALL. Teachers were able to write or modify computer applications to suit specific language learning situations; as a result, more and more students were exposed to them both at home and on campus. In his review, Levy (1997) highlights the Time-Shared, Interactive, Computer Controlled Information Television (TICCIT) project initiated at Brigham Young University in 1971 as one of the first examples of multimedia-based instruction. Here, computers had the capacity to integrate text, audio, and video that could be controlled by the learner. The TICCIT system was based on an explicit theory of instructional design that allowed instructors to add content but, unfortunately, not to decide how to teach with the now programmed materials.

Levy (1997) also singles out the Athena Language Learning Project based at Massachusetts Institute of Technology (MIT). In this project, communicative
Paul Gruba approaches to language teaching underpinned the development of a multimedia authoring environment and an integration of techniques based on research in artificial intelligence. One significant part of this project was the full integration of language teachers in the development process; that is, project managers promoted teaching and learning with computers above software design and instructional theory.

As personal computers became easier to use, Storyboard and HyperCard became influential authoring programs during the early 1980s. Levy pays particular attention to teacher-programmers as they began to work out their own CALL practices. Materials were often designed as single activities and included simulation, text reconstruction, gap-filling, speed-reading, and vocabulary games (Levy, 1997, p. 23). By the end of the 1980s, CALL practitioners had produced a substantial body of work that focused mainly on pedagogical computer use. Critics at the time, however, began to question the effectiveness of such practices and suggested a much deeper examination of CALL activities and materials (Dunkel, 1991, pp. 24–5).

From the start of the 1990s, teachers began to make greater use of networked computers, and by mid-decade the explosive growth of the Internet prompted CALL educators to increasingly adopt socio-collaborative modes of learning. In her recent overview, Chapelle (2001) notes that Internet usage prompted not only a much greater access to resources, but also provided the motivation for developers to create sophisticated materials that would hopefully attract large audiences. Classroom-based CALL activities could include learner communities throughout the world through email, virtual environments, and shared domains. Pedagogical discussions of CALL have thus shifted to exploration of such communities and their use of collaborative activities (e.g., Debski & Levy, 1999; Warschauer & Kern, 1999) but, once again, research in this era was critiqued for its absence of a focused agenda (Chapelle, 1997). In the mid-1990s, an Australian national report found that “With minor exceptions, the application of technology in language teaching and learning has been fragmented, frequently idiosyncratic, topic oriented and largely based on distributive technologies” (Australian National Board of Employment, Education and Training, 1996, p. 195). On a similar note, Chapelle (2001, p. 175) concluded with that the twentieth century was “a time of idiosyncratic learning, quirky software development, and naive experimentation” for second language learning and computers.

25.2.2 Major theoretical perspectives

Trends in CALL roughly parallel those in other areas of applied linguistics. Starting with the structural and behaviorist models that manifested in audio-lingual approaches to language learning, CALL educators then explored aspects of communicative approaches to language learning. Socio-cognitive theories of instruction are now an integral part of CALL. Table 25.1 summarizes key aspects of CALL over 30 years. This table provides a way to organize
Table 25.1  Key aspects of theoretical perspectives in CALL

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Technology focus</td>
<td>Information carrier; as a &quot;tutor&quot;</td>
<td>Workstation; as a “pupil”</td>
<td>Unified information management system; as a “toolbox”</td>
</tr>
<tr>
<td>Theory of learning</td>
<td>Behaviorist</td>
<td>Information processing theory; cognitive constructivist learning</td>
<td>Group orchestration</td>
</tr>
<tr>
<td>Model and process of instruction</td>
<td>Programmed instruction; assimilation</td>
<td>Interactive, discovery-based learning; interaction</td>
<td>Collaborative learning; “intra-action”</td>
</tr>
<tr>
<td>View of second language acquisition</td>
<td>Structural (a formal system)</td>
<td>Cognitive (a mentally constructed system)</td>
<td>Socio-cognitive (developed in social interaction)</td>
</tr>
<tr>
<td>Dominant approaches to second language teaching</td>
<td>Grammar-translation &amp; audiolingual</td>
<td>Communicative language teaching</td>
<td>Content based; specific purposes</td>
</tr>
<tr>
<td>Learner status</td>
<td>Dependant</td>
<td>Independent</td>
<td>Collaborative</td>
</tr>
<tr>
<td>Principal use of computers in CALL</td>
<td>Drill and practice</td>
<td>Communicative exercises</td>
<td>Authentic discourse</td>
</tr>
<tr>
<td>Principal learning objective of CALL</td>
<td>Accuracy</td>
<td>And fluency</td>
<td>And agency</td>
</tr>
<tr>
<td>Primary research concern</td>
<td>Instructional efficacy, instructional competence</td>
<td>Instructional transfer, learner proficiency</td>
<td>Instruction as enacted practice, team “coficiency”</td>
</tr>
</tbody>
</table>

Source: Based on Warschauer (2000a), with Crook (1994), Koschmann (1996), Ullmer (1994)
the rather fluid categories that characterize the development of CALL. Practitioners in the era of structural CALL placed a strong emphasis on grammar and they employed the use of mainframe computers to help students gain accuracy in their language usage. Grammar-translation and audio-lingual methods, grounded in behaviorism, went hand in hand with programmed instruction. Students were able to repeat drills with the seemingly tireless and patient computer-as-tutor, and instruction appeared to be at an upmost efficiency. Crook (1994, p. 12) sees the tutorial metaphor as a central preoccupation in the “computer-assisted instruction” (CAI) tradition of educational technologies. The goals of CAI developers were centered on making responses uniquely fitted to individual learner needs and delivering helpful, customized feedback through “intelligent tutorial systems.”

Crook (1994, pp. 13–16) examines the tutorial role of computers and the popularity of drill exercises. First, he notes, computers never truly became “intelligent” because of the inherent difficulties in constructing algorithms that could sensitively respond to learner profiles. At the time, the sophisticated hardware needed to attempt this goal was available almost exclusively in military and industrial training contexts. Nonetheless, Crook writes, tutorial drills have a continued appeal to educators for two reasons: (1) teachers uncomfortable with innovative uses in technology “may well adopt the comparatively easy solution of focusing their commitment on straightforward, self contained programs” (p. 14); and (2) many instructors feel that repeated exposures to certain practices and structures are beneficial to students.

Crook’s observations can be applied to the CALL context. Indeed, Decoo and Colpaert (1999, p. 56) point out that there is “a mass of learners who are deeply embedded in fixed educational structures and who are asking for and welcoming effective forms of tutorial CALL matching those structures.” They urge researchers to re-evaluate the role of the computer in drills and practice for classroom activities which are time-consuming and repetitive.

Richmond (1999) argues that a true picture of CALL resembles a split between “dedicated” and “integrated” streams. Much more widely practiced, “dedicated CALL” largely consists of using stand-alone programs to drill and practice items of grammar, vocabulary, and syntax. Richmond argues that the complexity and costs of software, as well as a host of technical problems, has shied teachers and students away from more integrated uses of the computer. The popularity of “dedicated CALL” has prompted researchers to continue to develop increasingly sophisticated tutorial applications that aid vocabulary acquisition, improve the writing in character-based languages, and build sustained interactions with target materials (e.g., Hamburger, Schoelles, & Reeder, 1999). Over the long term, Richmond predicts, the increased ease of software use and greater access to networks will bring the “dedicated” practices closer to “integrated” ones.

Following an overall shift in teaching methods aligned with cognitive constructivist theories of learning, practices in communicative CALL sought
to help students develop their own mental models through use of the target language. Exercises were designed to guide meaningful peer interactions and promote fluency. Esling (1991), created a series of task-based CALL activities to promote productive email exchanges between ESL students at two Canadian universities. In these activities, for example, students were directed to describe photographs, give directions, or express an opinion. The role of computer software was to help deliver visual materials for description, process word documents, or provide interactive simulations. In another project, Abraham and Liou (1991) studied the spoken language of learners at workstations to compare the talk elicited by different types of computer applications and to see if the talk was more useful and productive than would otherwise be the case in non-computer situations. In their conclusion, they report that the talk elicited by the different programs did not vary widely, nor was it significantly different than in non-computer situations.

Integrative CALL seeks to make full use of networked computers as a means to engage learners in meaningful, large-scale collaborative activities (Debski, 2000; Warschauer & Kern, 2000). Instructors promote close ties between learning processes, objectives, and a student ownership of the outcomes. As with mainstream computer-supported collaborative learning (e.g., Bonk & King, 1998; Koschmann, 1996; Land & Hannafin, 2000), meaningful interaction and authentic project work are highlighted. Authentic discourse provides the basis for learning material. Students are taught techniques in online publishing, and are urged to produce their own texts. Fostering learner agency, or “the satisfying power to take meaningful action and see the results of our own decisions and choices” (Murray, 1997, p. 126 cited in Warschauer, 2000b, p. 524), is a primary goal of integrative CALL. The key distinction between communicative CALL and integrative CALL is that, in the former, learner choice and self-management of activity are driven by task-based approaches to syllabus design. At its most liberal interpretation, a syllabus in integrative CALL simply represents a “dynamic blueprint” where learning occurs through “accidents” generated by projects (Barson, 1999). In contrast, a syllabus in communicative CALL is likely to be discrete and related to a set of curricular guidelines that have been defined in advance of learner needs (Corbel, 1999).

In practice, however, the realization of integrative CALL may lie beyond the realm of language learning institutions constrained by a lack of resources, embedded teaching practices, and large class sizes. Such is the case in adult migrant education centers in Australia, for example (Taylor & Corbel, 1998) or in educational centers in South Africa (Oberprieler, 1999). At such sites, students are generally directed to access online materials alone, teachers are not free to alter a syllabus based on established curriculum guidelines. Students may not have the means to make use of the Internet outside limited class times.
25.3 Key Areas: The Roles of Computers, Students, Teachers, and Researchers

Broadly speaking, CALL is made possible through an interdependent relationship among computers, students, and instructors. The use of computers, for example, influences the nature of student activities which in turn affects how teacher may set goals and construct the learning environment. The aim of this section is to provide a detailed examination of the roles computers, learners, and teachers play in CALL settings.

25.3.1 Roles of the computers

In the structural stage of CALL, educators characterized the computer as a “tutor” who patiently delivered repetitive drills. In this way the computer could engage the independent student in individualized, self-paced instruction through efficient materials delivery. Later, in communicative CALL, the computer was seen as a “pupil” that was trained to navigate through “microworlds” (Papert, 1980). Communicative CALL practitioners also used the computer to stimulate conversations amongst small groups of students who sat in front of it. In recent integrative CALL approaches, the computer acts like a “unified information manager” (Ullmer, 1994), that comes equipped with a host of applications, or a “toolbox,” that stand ready to be used in the construction of projects. More and more, a computer environment can create a “social space” in which to conduct purposeful interactions through virtual reality (Toyoda & Harrison, 2002).

With the widespread use of computers in the 1980s, concern grew about their effectiveness (Kulik, Kulik, & Schwalb, 1986). Significantly, critics sought justification of claims that computers help to raise test scores and speed language acquisition (Dunkel, 1991) or otherwise promote cognitive augmentation through carefully designed materials (Clark & Sugrue, 1991). Such concerns were raised against a background of comparison studies which pitted computer-assisted instruction against other modes of learning and often concluded there was “no significant difference” between the types of presentations (Russell, 1999).

Although claims are still made that computers in education are “oversold and underused” (Cuban, 2001), many educators now see their use as an expected and necessary part of learning (Debski & Gruba, 1999; Pennington, 1999a). These days, the computer is likely to be seen in the “subservient role of tool in the service of the larger goals and contexts of instructional communities” (Meskill, 1999, p. 141). That is, most educators now downplay the centrality of computers and simply acknowledge their integrated use in classroom management, materials presentation, and learner interactions.

In light of studies which view motivation as a key factor in language learning success (for an extensive review, see Dörnyei, 2001), CALL practitioners
have been keen to point out that computer environments themselves can motivate many student (Soo, 1999). According to Pennington (1996), learners gain motivation through computer use because they are less threatened and thus take more risks and are more spontaneous. With reference to computer-based writing, Pennington (1999a, p. 289) credits positive attitudes toward computing as a key factor in student motivation to produce high quality materials. Increased access to authentic materials, email usage, and collaborative activities have also been seen to spur student motivation to learn language (e.g., Biesenbach-Lucas & Weasenforth, 2001; Warschauer, 1995).

Despite a general enthusiasm for computers, student resistance to their use can potentially reduce motivation through activities which promote isolation, dull creativity, and otherwise contribute to learner frustrations (Lewis & Atzert, 2000).

One key role of computers is to deliver materials. Indeed, in structural CALL, efficient materials delivery was a prime focus of the technology. Sophisticated applications have been designed to adapt and fit individual learner needs. Materials in communicative CALL served as prompts for both discussion and practice. Increasingly, Internet access to foreign newspapers, specialized websites, and other forms of media has shifted a view of materials as authentic discourse. Specifically because they help make available such a wide range of authentic materials, Kramsch and Anderson (1999, p. 31) write that “computers seem to realize the dream of every language teacher – to bring the language and culture as close and as authentically as possible to students in the classroom.” However, they remind us, even though digitized materials give the appearance of authenticity, such media reshape the context of language use. That is, it is important for the consumers of multimedia to remember that such materials create their own unique symbol system through the juxtaposition, selection, and filtering of complex aural and visual elements (Potter, 2001; Salomon, 1979).

Computers also permit the creation of electronic materials. Davies (1998) provides a succinct four-part overview of multimedia authoring packages for language teachers. In the first of his categories, he cites products which align with the “Keep it Simple and Stupid” school of design. The popularity of this approach rests with its relative ease of use. Secondly, an integrated approach using a full authoring suite can be utilized for materials production. A third approach is to use a multipurpose application and then later move and adapt materials into related computer environments. In his fourth “Generic CALL” category, Davies writes about the formation of a European Community project, known as MALTED (Multimedia Authoring for Language Tutors and Educational Development), that aims to create an authoring environment which specifically meets the requirements of language teachers. Participating project members are set to develop the means of authoring multimedia courseware that can be shared and revised according to the requirements of local contexts. By using an open framework, the project hopes to encourage contributions based on a range of instructional design approaches. Similar work is underway
in the Information and Communications Technology for Language Teachers (ICT4LT) community.

Levy (1999a) pulls together theory, research, and evaluation throughout the process of CALL materials design. He singles out audience awareness, unbridled creativity, and a clear understanding of development tools as the most fundamental characteristics of good designers. From there, designers need to determine the focal use of an element and ground its intended use in either holistic or discrete language learning activities. At the same time, they must determine where their materials will sit along the computer as a tutor or as a unified information system continuum.

With reference to the broader CASLA agenda, Chapelle (2001) urges the production of software tools that are designed specifically for language acquisition use and research. Of course, such tools could also be productively applied to language teaching situations in order to provide an authentic educational experience to research participants. At present, Chapelle observes, there is no single tool that can perform functions such as task difficulty estimates and yet support a structure for learner models. Table 25.2 provides Chapelle’s list of desired functions and their purposes.

As shown by its frequent mention in Table 25.2, the nature of technology-mediated tasks for language acquisition and assessment is a particular point of interest for CALL (Chapelle, 2001; Hoven, 1999a). The basic definition of pedagogical tasks is “a focused, well-defined activity, relatable to pedagogic decision making, which requires learners to use language, with an emphasis on meaning, to attain an objective, and which elicits data which may be the basis for research” (Bygate, Skehan, & Swain, 2001, p. 12).

Such a definition of tasks in computer environments, particularly in regard to integrative CALL, may well change. For example, as Driscoll (2000) points out, social constructivist approaches to instruction prefer that tasks not be “well-defined” so that learners themselves can work out how to meet the challenges of a particular “problem space.” In Debski (2000), for example, it is argued that collaborative learners themselves need to negotiate what to do and how to complete activities. That is, task definition in and of itself is an opportunity for learning in an ill-defined domain. The optimal role of “objectives,” too, may require consideration because they may change within the context of a group project. Authenticity must be re-examined as lines blur between the classroom and the world beyond (Chapelle, 1999). Further, future definition of technologically-mediated tasks may well need an explicit view of mode of presentation as a way to acknowledge the effects of medium on comprehension.

Significantly for CALL educators, computers have the potential to help students with special needs, for example, in their use of screen readers, Braille devices, or other assistive technologies. The goal of “web access initiative” projects is to make all objects available in “gracefully depreciating” forms so that however they are to be used, they are still accessible (LeLoup & Ponterio, 1997). Awareness about the provision and design of accessible materials, however, is very low amongst CALL practitioners. Discussions focused on
design issues (Levy, 1999a; Peterson, 2000) neglect to mention accessibility. Potentially, inattention to accessible materials design may prompt legal challenges. In the case of Australia, for example, Commonwealth legislation requires anyone who publishes on the Internet to ensure that resources are accessible (Nevile, 1999). Fortunately, the tools and the means for making the content accessible are improving.

One aspect of computer usage, however, is its potential to exacerbate existing differences in society (Warschauer, 2000b; 2002). The costs of buying, using, and
maintaining computers also impacts upon how a language learning program is perceived. In this way, computers are for more than just learning: they shape the perception of the program and attract students eager to be seen using the latest technologies (Cuban, 2001).

### 25.3.2 Roles of the learner

In each of the three stages of CALL, the role of students changes in tandem with shifts in learning theory, the capabilities of computers, and instructional processes. In structural CALL, students were dependent on programs of instruction that efficiently delivered grammar and vocabulary materials. Communicative CALL practices sought to place learners in independent relationships with the computer, as students progressed through interactive work with applications. Within integrative CALL, students are expected to work collaboratively and utilize the computer as a “toolbox” for group project work. Increasing student familiarity with computers now challenges CALL educators to direct their use for the specific purposes of language learning (Chapelle, 2001). To better understand the relationship of students to the computer, CALL researchers have explored learner strategies, examined the status of learners, and begun to characterize the skills and practices required to work effectively in computer environments.

Generally, applied linguists hold a strong interest in learner strategies (Chamot, 2001). In CALL, this interest has been directed to looking at student behaviors regarding online reading, listening, speaking, and writing (Hegelheimer & Chapelle, 2000; Liou, 2000), particularly in regard to the comprehension of second language multimedia. Chun and Plass (1997) framed the key issues of “multimedia comprehension” based on studies of online reading and visual interpretation. Hoven (1999b), too, proposed a model for learners’ listening and viewing skills in multimedia environments.

Based on transcripts of verbal report protocols of Australian learners of Japanese, Gruba (1999) created a framework for understanding second language digital video comprehension. He concluded that visual elements work in a number of ways that go beyond merely “supporting” verbal elements; they are better thought of as integral resources to comprehension whose influence shifts from primary to secondary importance as a listener develops a mature understanding of the videotext.

Though far from perfect, speech technologies for language learning are rapidly developing (Ehansi & Knodt, 1998; Goodwin-Jones, 2000a) as educators seek to make student learning more engaging within the computer environment. With an emphasis on pronunciation, Aist (1999) provides a solid outline of current developments in speech recognition software for language learning. Essentially, the student can interact through speech in three general ways. The first, Aist denotes, is in the form of “visual feedback,” which shows a student a display of intonation and loudness patterns. When a student utterance is compared to that of a native speaker and scored
automatically, a “template-based” approach is used. A third way to assist students with pronunciation is to have a “model-based” approach. By building up a model of mispronunciations through comparison to native speaker utterances or predicted common errors, students gain specific feedback on errors and a guide on how to correct them.

As the production of mainstream educational journals like *Computers and Composition* attest, computer-assisted writing has been a fertile ground for the observation of strategic student use of word-processing and email applications (Pennington, 1999b). One of the major findings in this area is that students produce longer compositions and are more positive about writing when they use computers. Pennington (1999a) attributes such positive attitudes primarily to the ease of generating text, clarity of the copy, and the cyclical nature of critical text-generation-and-revision processes. When negative attitudes emerge, they are likely to stem from a low student awareness of word-processing capabilities and quickly manifest themselves as feelings of intimidation, frustration, and a dislike of mechanics.

Although Blin (1999) found that few CALL studies have researched autonomous learner processes, one direction in the move toward integrative CALL is to allow for, and promote, learner autonomy throughout a course of instruction. Certainly, the recent descriptions of PrOCALL projects (Debski, 2000) make a strong case for self-directed student work. Within the context of CALL, learner autonomy can be defined as “the development of a capacity for engagement with and critical reflection on the learning process” (Shield & Weininger, 1999, p. 100). Aligned more with socio-collaboration, autonomy “involves the development of interdependence through which a group of learners and teacher will collaboratively take responsibility for and control of their learning/teaching environment” (Blin, 1999, p. 134). Demonstration of autonomous behavior can be found by examining how students negotiate, make use of resources, set goals, and sustain learning.

Hoven (1999a) clearly places the learner in control of his or her own learning. She believes that the learner needs to be in control of the “content, mode, order, pace, and level of self-direction of the package” (p. 150). An advocate of integrative CALL, Hoven argues that syllabus design should be framed in a sociocultural theoretical perspective in which the texts are negotiated, mediated, and made to be interactive. In her principles for implementing a “learner-centered CALL” syllabus, she suggests that any allocation of control to the learners needs to be accompanied by awareness-raising activities that encourage responsible management. As part of this, she argues that sophisticated online help facilities coupled with effective navigation elements may help foster learner control.

Although exactly what defines “literacy” is debatable (for an extensive review, see Kern, 2000), in the context of CALL the term seeks to describe the range of technical skills and embedded social practices students need before they can productively engage in computer-based activities. As the range of tools continues to expand in this area (Goodwin-Jones, 2000b), it is a lack of
computer skills, of course, that may discourage full participation in CALL classrooms (Lewis & Atzert, 2000); conversely, students proficient with computers may gain new status and ways to use language beyond those of their peers (Johnson, 1991, p. 78). Although Corbel (1997) promoted “computer literacy” as a way to examine such practices, Shetzer and Warschauer (2000) discredit the term because of its relatively narrow focus on technical aspects of usage. For their part, “electronic literacy” is a preferred term to encompass the skills and practices regarding how to find and organize information as well as how to read and produce it (Shetzer & Warschauer, 2000, p. 173; Warschauer, 1998).

Accordingly, Shetzer and Warschauer (2000) divide the electronic literacy framework into three overlapping areas: communication, construction, and research. Thus, to become adept at communication via computer, the learner must be able to interact and collaborate in decentered, asynchronous ways. For skillful construction, students need to master hypertext authoring in order to blend written text, graphics, audio, and video together in coherent narratives. They must also learn to collaborate effectively, and take into account responses from both intended and Web-based unintended audiences. Students conducting research via the Internet need to hone their critical skills in order to evaluate both the validity and appropriate interpretation of source materials. In summary, Shetzer and Warschauer argue that learners engaged in electronic literacy practices must ultimately become autonomous and take charge of their own learning. One role for instructors, then, is to promote independent lifelong learning strategies.

25.3.3 Roles of the instructor

The integration of CALL into the classroom has challenged instructors to become familiar with new technologies and redefine their views of teaching. Indeed, according to Kramsch (1993, p. 201):

The enormous educational potential of the computer is confronting teachers with their pedagogic responsibilities as never before. Never before have teachers so urgently needed to know what knowledge they want to transmit and for what purpose, to decide what are the more and the less important aspects of that knowledge, and to commit themselves to an educational vision they believe in.

Not only have computers shifted instructional practices, they have changed the way materials are designed, assessment is conducted, and how programs are evaluated. Although once the realm of specialists, CALL techniques and practices have become an integrated part of professional development programs.

Not surprisingly, a major portion of CALL literature focuses on classroom practices. Chapelle (2001, p. 8), for example, provides a list of 13 CALL teaching handbooks published in the early 1980s. More recently, Cameron (1999b),
Debski and Levy (1999), Egbert and Hanson-Smith (1999), Jager, Nerbonne and Van Essen (1998), and Pennington (1996), Warschauer and Kern (2000) have produced substantial collections of CALL material largely aimed at pedagogical theory and practice. In Felix’s (2001) collection, an interactive CD-ROM of online language learning resources is included. One central theme of much of the literature concerns the role of the instructor within a CALL setting.

In both structural and communicative CALL, the teacher often served as a mediator between the computer and students throughout the learning process. Although computer usage generally fostered a “programmed” approach to instruction, instructors were nonetheless reminded to stay on hand to keep things running smoothly. In a study of learner talk elicited by computers, Abraham and Liou (1991, p. 104) suggested that teachers “need to make sure that students understand instructions and can supply the kind of responses required to make the program advance.” Even in today’s Internet-focused settings, teachers still can act as a “reintermediary” (Corbel, 1999; Tapcott, 1999) in order to mediate between learners and the resources available outside.

Within integrative CALL, teachers are encouraged to take on a less intrusive role. In classrooms described in the PrOCALL Project (Debski, 2000), for example, students are asked to nominate their own projects and, at the same time, take responsibility for shaping the objective, syllabus, and assessment components of the subject.

Here, Lewis and Atzert (2000) found that an extensive use of computers fostered anxiety in some students and thus detracted from language learning goals. To counter such anxieties, Lewis and Atzert suggest that teachers situate computer technologies in a historical and cultural context in such a way that students can form a critical perspective of their use.

Technological environments can be seductive, Kramsch and Anderson (1999) write, particularly because multimedia can seemingly dull the capacity to be critical. That is, sophisticated productions can lead us into believing that what appears real on the screen is real in life. Because of this, one responsibility for teachers regarding students is to “deepen their understanding of the relationship between text and context when teaching language as communicative practice” (Kramsch & Anderson, 1999, p. 39) in order to avoid portraying multimedia in simplistic ways.

To prepare teachers for professional development workshops, Hatasa (1999) provides a 16-point checklist for self-evaluation of technological literacy. Although somewhat simplistic and focused on technological aspects, Hatasa nonetheless lays the foundation for discussion on what types of skills should be required for proficient CALL instructors.

Debski and Gruba (1999) undertook a qualitative survey into foreign language instructors’ attitudes toward integrative CALL. Key perceptions included a primary teacher concern for authenticity and recreating real-life situations. The instructors saw computers as a way to encourage social interaction so that
Table 25.3  Suggested areas of professional development for integrative CALL educators

<table>
<thead>
<tr>
<th>Area</th>
<th>Reference(s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Assist students to overcome anxieties fostered by extensive computer usage</td>
<td>Lewis &amp; Atzert, 2000</td>
</tr>
<tr>
<td>Initiate and sustain student activity and interaction through computers; encourage creative, autonomous learning</td>
<td>Debski, 2000; Warschauer &amp; Kern, 2000</td>
</tr>
<tr>
<td>Design new criteria for assessment that ensures equitable marking of group projects, accounts for computer skills and contends with individual learning goals</td>
<td>Barson, 1999; Debski &amp; Gruba, 1999</td>
</tr>
<tr>
<td>Take an active role in research and evaluation projects</td>
<td>Lynch, 2000; Motteram, 1999; Shetzer &amp; Warschauer, 2000</td>
</tr>
<tr>
<td>Consider the sociopolitical impact of computer usage beyond the classroom</td>
<td>Warschauer, 1998, 2002</td>
</tr>
<tr>
<td>Acquire electronic literacy skills, including multimedia texts interpretation, basic materials design and production</td>
<td>Bickerton, 1999; Corbel, 1993; Hatasa, 1999; Kramsch &amp; Anderson, 1999; Levy, 1999; Shetzer &amp; Warschauer, 2000</td>
</tr>
</tbody>
</table>

the computers acted as “active partners” rather than “passive assistants” to the instructional process (p. 232). The classroom instructors were critical of “instructional uses of technology” in situations where computers either did not encourage or simply stifled social interactions. Such a perception of computers had made some teachers abandon CALL altogether.

Professional development for teachers (see Table 25.3), particularly those who believe in and can implement socio-collaborative theories embodied in integrative CALL, is an ongoing challenge to the educational community. Increased student levels of electronic literacy and commonplace use of computers will make keen “early adopters” of technology less rare. The innovations they have pioneered, however, will flounder without a wider base of instructors who are able to sustain innovative practices in ways that are sensitive to local contexts.

25.3.4 Establishing CALL research priorities

Primary research concerns in CALL shift with each stage. Within structural CALL, investigators examined ways in which the use of the computer helps with the efficacy of instruction (see, for example, Dunkel, 1991). Such concerns
were moved aside as researchers began to examine the total environment of learning. Under communicative views of instruction, studies investigated the variety of factors which were thought to influence the “distributed cognition” amongst computers, learners, and instructors (e.g., Salomon, 1993). In the current stage of integrative CALL, sociocultural theories of language learning are moving to the center of research agendas (Belz, 2002) and discussion continues about the use of second language acquisition as a basis for CALL research (Chapelle, 1997, 2001; Salaberry, 1999).

Chapelle (1997, p. 21) sparked debate when she argued that cohesive research agenda required a “perspective on CALL which provides appropriate empirical research methods for investigating the critical questions about how CALL can be used to improve instructed SLA [second language acquisition]”. In Chapelle’s view, cross-disciplinary contributions to empirical CALL research were found wanting and published studies had often vaguely described key definitions. She identified two key research questions: (1) “What kind of language does a learner engage in during a CALL activity?” and (2) “How good is the language experience in CALL for L2 learning?” (Chapelle, 1997, p. 22). Essentially, Chapelle sees attempts to answer the first question as descriptive. That is, they provide a basis for decisions creating a syllabus. The second question is evaluative in that it aims to examine the quality of learner language. Although Chapelle points out that these questions, of course, are not the only ones that could be explored in the CALL classroom, she concluded her call for a research agenda focused on aspects of instructed SLA.

In reply to Chapelle (1997), Salaberry (1999) argued that SLA theory was too narrow to support a basis for CALL research, and that work that embraced a sociocultural perspective of learning may be more productive. Salaberry pointed out that a more comprehensive agenda would examine the medium of presentation in CALL activities and more closely examine psycholinguistic assumptions, and concluded that “the analysis of computer mediated communication, including the analysis of learners’ use of technical components that render CMC possible, deserves to be at the forefront of future research agenda” (Salaberry, 1999, p. 106).

In the area of educational media research, the dismissal of media comparison approaches led to a rise of investigations concerned with “media attributes” (Wetzel, Radtke, & Stern, 1994). Educational media researchers (e.g., Clark, 1994; Kozma, 1994) now urge investigators to consider those variables that cluster around “media” (e.g., speed of presentation, familiarity, editing style, clarity of images, topic). Additionally, researchers need to examine those associated with “method” (e.g., instructor behavior, repeated viewings, length of exposure, motivational attitudes) as a way to account for differences in performance. In a similar vein, Tatsuki (1993) claims that CALL research has also suffered because of significant flaws that include exceedingly small sample sizes, a lack of control groups, a tendency to overgeneralize, and a failure to operationalize key variables. As with Dunkel (1991), Tatsuki (1993) called on researchers to abandon comparative designs in favor of more “basic research.
into how learners learn language and how specific media affect language learning” (p. 24). Fortunately, such advice has been largely heeded and researchers now look more closely at how the interactions of computers, learners, and instructors influence the process of language learning.

In regard to the examination of learner behaviors, or strategies, CALL researchers need to explore the framework of “constructively responsive” readers set out by Pressley and Afflerbach (1995). This perspective, based on the underpinnings of cognitive constructivism (for an overview, see Driscoll, 2000), regards comprehenders as flexible, concerned with main ideas, and, most importantly, responsive to the presentation of textual resources as they attempt to build a coherent macro-structure. There are a number of reasons to advocate this approach. First, unlike perspectives of learner behavior established on information-processing models of cognition (e.g., O’Malley & Chamot, 1990), its theoretical foundation remains current and defensible in light of the recent construction-integration model of comprehension proposed by Kintsch (1998). Secondly, the framework is sufficiently complex to accommodate a wide range of interactions with electronic texts that, no doubt, exist. The complexity of this framework can help investigators go far beyond the relatively narrow conceptualizations of learner behaviors offered by the three-category “cognitive, metacognitive and social/affective” framework of O’Malley and Chamot (1990). Importantly, as Pressley and Afflerbach (1995) point out, their framework is far from being “saturated” and thus permits its use as a cornerstone for investigations. CALL theorists can proceed with confidence that use of the framework does not first require justification as a conceptual point of departure.

With these foundations laid, researchers could concentrate on the investigation of specific features of electronic literacy practices. Indeed, Pressley and Afflerbach’s (1995) use of reading literature as the basis for their framework accords with Chun and Plass’ (1997) proposition that reading theory be used as a basis for multimedia comprehension research. Combined with the current drive to integrate constructivist approaches to instructional media design (e.g., Levy, 1999), the common ground shared between constructively responsive reading theory and trends in educational software development could form a strong foundation for continued in-depth research on multimedia text comprehension.

The need for evaluation of CALL projects and activities is a recurrent theme in the literature and has become more urgent as the field expands (Chapelle, 2001, p. 26). As Motteram (1999) has observed, CALL researchers appear to have focused on finding ways to justify large investment in computers. Several factors, however, are merging to strengthen CALL evaluation research. Broadly speaking, the increased emphasis on computer-based learning throughout education has produced new tools for analysis, increased funding, and widened interest.

Work in CALL evaluation, however, is sparse and may require new research techniques to better understand how practitioners shape their projects, design materials, and go about teaching with computers (Goodfellow, 1999; Levy,
Lynch (2000) provides one example of CALL program evaluation. Based on evaluative work on network-based classrooms (Bruce, Kreeft-Peyton, & Baston, 1993) and on his own context-adaptive model (Lynch, 1996), Lynch first establishes the goals, audiences, and preliminary thematic framework of the PrOCALL project before embarking on an initial data collection system. In this study, data was gathered from a range of sources including classroom documents and observations, teacher logs and interviews, student focus group sessions, and quality of teaching surveys. He then worked with the project director and teachers to revise evaluation and research goals in a cyclical fashion.

Lynch (2000) organized and coded his data with the help of qualitative data analysis software (NUD•IST 4.0, for Non-numerical unstructured data indexing searching and theorising; 1997). Although Lynch concluded that most students were positive about the PrOCALL innovation, he found that some were frustrated by such an approach to language teaching and learning. A low threshold of computer skills and language abilities was a key factor in frustrations. Lynch notes that proponents of integrative CALL must be careful to strike appropriate balances between those activities which focus on electronic literacy skills and those which provide opportunities for language learning. Future evaluation efforts, he recommends, should be ongoing and involve all stakeholders connected to the project.

25.4 Discussion

Because of large-scale computer-based tests, student work styles and the increasingly commonplace use of information technologies, Chapelle (2001) predicts “anyone concerned with second language teaching and learning in the 21st century needs to grasp the nature of the unique technology-mediated tasks learners can engage in for language acquisition and how such tasks can be used for assessment” (p. 2). Interpreted broadly, Chapelle’s comment foreshadows a time in the near future when computers will occupy a much more central position in applied linguistics.

Clearly, the networked-based and socio-cognitive approaches that mark integrative CALL are here to stay. Mainstream educators have widely examined such learning environments (Jonassen & Land, 2000); CALL specialists need to draw from these experiences and make them relevant to second language contexts. Although the interdisciplinary nature of CALL makes it an unwieldy area of research on occasion, a wider exploration of related literature should nonetheless be encouraged. The journal Computer Supported Cooperative Work, for example, contains a number of articles salient to those interested in socio-cognitive aspects of CALL; other journals of interest include Journal of the Learning Sciences, Journal of Asynchronous Learning Networks, Journal of Educational Computing Research, Journal of Computing in Higher Education, and Educational Technology. For those interested in online writing instruction, the journal Computers and Composition is a valuable forum of discussion on issues.
Notably, integrative CALL practitioners have been at a loss to deal with assessment issues. As Barson (1999, p. 25) observes, there is a “troubling lack of correlation between standard achievement tests and the complex of values requiring assessment and appreciation in self-realization learning.” For their part, those who seek to improve CALL pedagogical practices must necessarily begin to address assessment concerns, particularly through collected volumes of work that focus on specific techniques of instruction. Because large-scale language examinations such as the Test of English as a Foreign Language (TOEFL) are now available as computer-based versions, language testing specialists will continue to gain insights into the use and implications of computers in language assessment (see, for example, Ginther, 2001; Taylor et al., 1998). CALL educators will need to work alongside these language testing professionals to develop integrated assessment practices, particularly in cases such as web-based testing (Roever, 2001). As Barson (1999) recognizes, there is a major challenge ahead to create classroom-based and teacher-supported instruments that can accurately capture foreign language proficiency in the context of computer-supported collaborative learning.

Given the increasing centrality of technologies to applied linguistics, it is disappointing to see recent attempts to define pedagogic tasks (Bygate, Skehan, & Swain, 2001) ignore the role of computers. The absence of technology in such discussions limits the insights about task design and research solely to traditional classrooms. For their part, advocates of integrative CALL must establish guidelines for project-based tasks similar to those which can be found in mainstream activities (e.g., Jonassen & Land, 2000). Arguably, too, progress can be made in online TBLT (Task Based Language Teaching) by drawing from the field of instructional design, particularly in regard to “task analysis procedures” (Jonassen, Hannum, & Tessmer, 1999) that could encourage researchers to think more systematically about the reusability of objects across an entire language program.

CALL research both needs to be conducted in a wider variety of organizations and over longer periods of time. All too often, as Levy (2000) points out, investigations are situated in well-resourced tertiary institutions and provide only a snapshot of complex events. As Corbel (1993) reminds us, however, each particular setting has its own peculiar approaches to change management, work styles, institutional culture, and management structures that themselves all contribute to particular views of educational computer usage.

Finally, as Warschauer (1999; 2000b; 2002) examines the impact of computers beyond the classroom and begins to unpack the “digital divide,” other CALL researchers need to be urged to read more widely in areas of social informatics, cyber-cultures, and cultural studies. One notable absence in the framing of “critical applied linguistics” (Pennycook, 2001), for example, was a lack of discussion of the impact of technologies in the field. A stronger critique of technologies could only strengthen CALL and move it further away from a tendency to paint somewhat troublefree and utopian visions of technology in education.

See also 20 Second Language Learning, 22 Social Influences on Language Learning, 23 Literacy Studies.
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**FURTHER READING**

26 Language Teacher Education

RICHARD JOHNSTONE

26.1 Introduction

Much of the recent discussion of language teacher education (LTE) has focused on inner, “mental” process concerned with language teacher knowledge and learning, e.g., Freeman (2002). However, before my own thoughts on this area are offered, it is necessary to address two sorts of contextual factor: first, “social, political, and cultural factors” which highlight the range of different jobs that LTE has to do in a diverse world, and then “provision factors” which not only constrain what LTE can achieve but also have implications for who “owns” it. There follows a discussion of ideology and process including teachers’ knowledge, learning, and beliefs; then an account of novice and expert languages teachers and of possible progression from the one to the other; and finally an exploration of the possible relationship between LTE and applied linguistics research.

26.2 Social, Political, and Cultural Background

It takes only a small number of instances to suggest how diverse are the contexts in which LTE is situated. In his account of LTE in Spain, Portugal, Ireland, the USA, and England and Wales, Byram (1994, p. 7) argues that “the situation in teacher training reflects the historical development of an education system, of a socioeconomic system and of the political character of a country.” In Spain a policy of decentralization since the mid-1980s had led to the rise of autonomous regions and the establishment of teachers’ centers as the main location for continuing education courses. In Portugal, the rights of teachers to continuing education within normal working hours had been established by law, along with the right to apply for sabbatical leave in order to take a higher degree or do research which would be of professional benefit. In Ireland the emphasis in initial teacher education (ITE) was on the teacher as a
teacher rather than as a subject specialist, which led to some languages teaching being undertaken by teachers without a formal language qualification or expertise, and with a consequent role for in-service of compensating for ITE.

More recently, in many parts of the “developed world” LTE has become more problematical than at any time in its past, as a new political and managerial ideology of education overtakes it. Mitchell (2000) for example claims that in “developed” countries such as the UK, USA, and Australia educational policy-making has become increasingly political, with increasing state intervention in matters previously seen as professional, leading to the standardized delivery of a teaching product and to a prioritization of measurable, evidence-based outcomes over processes. Underlying this trend has been a feeling among politicians in power that not only has teaching at school failed to deliver a fully satisfactory product, but also that teacher education must shoulder much of the blame.

With reference to the “developing” world, Hallemariam, Kroom, and Walters (1999) describe the languages situation in Eritrea, where there are major challenges of textbook preparation, teacher training, low salaries, difficult living conditions, and ambivalent languages attitudes of parents of language minority children, since some prefer Arabic to their own vernaculars. The emerging post-independence policy supports the equality of the various nationalities and a multilingual approach based on recognizing each of the nine Eritrean languages, with mother tongue education at the center. Bruthiaux (2000) argues that in the developing world, with a major need to improve living standards, “language education” and “development economics” should go hand in hand, but in fact “language education has managed to stay aloof from mainstream economics” (p. 273). Nonetheless, three positive examples are given from different parts of the developing world: micro-lending in Bangladesh, property rights in Egypt, and agronomic research in Latin America. These are not based on abstract knowledge deployed top-down by the state’s technical and educational agencies, but on a more bottom-up approach which “takes as its starting point forms of knowledge embedded in local experience [and involving] small-scale projects designed to respond directly to practical needs and involving elementary literacy in local vernaculars” (p. 288).

Even as brief and selective an account as this shows that LTE has to confront conditions which are specific to the context in which it is located, whether these are changes in political orientation and internal organization (e.g., Spain), the rights of teachers by law (e.g., Portugal), the balance between teaching for generic and for specialist purposes (e.g., Ireland), difficult living conditions and inter-ethnic issues (e.g., Eritrea); the challenge in conditions of destitution for LTE to link closely with economic development and vernacular cultures (various); and the attempt to convert LTE into an instrument which serves broader political needs and to hold it to account for delivery of an imposed agenda (e.g., UK, USA, Australia).

Issues such as those highlighted above give LTE an important and specific job to do and allow it to become usefully “engaged” with matters of pressing
national concern, but in another sense they imply that LTE should also have a less “accepting” role which consists if necessary of providing a critical challenge to the assumptions on which this “engagement” is based.

The context for LTE is not determined solely by conditions specific to any one state, and all states are affected by globalization. In most states where English is not a national or official language there is an increasingly perceived need to equip many if not all citizens with a command of international English. This in turn can have negative consequences for the uptake of other “foreign” languages and also for local heritage or community languages. On the other hand, in many states where English is the dominant language, there may be relatively little motivation for learning or maintaining any other language at all. In their White Paper (1995) the European Commission recommended that all member states of the European Union (EU) should equip all students at school with a working command of three languages by the end of compulsory schooling, so that all students across the EU would be in a position to benefit from “mobility” (which is a fundamental political right of all citizens of the EU) and to participate meaningfully in “citizenship” at European as well as at local and national level.

Thus, as a result of globalization or Europeanization, LTE is immediately “engaged” in diverse ways. These may include the promotion of international English, the promotion of other major languages in order to restrain or at least complement the seemingly irresistible rise of international English, the maintenance and revitalization of lesser-used heritage or community languages, and the development of a strategy for “languages education” which brings together first language and additional language development within a broad framework of international mobility and citizenship.

26.3 Aspects of Provision

26.3.1 A framework for LTE provision

Table 26.1 suggests how diverse LTE provision is. The framework of LTE provision it illustrates is too comprehensive to be discussed here but it suggests that LTE can be many different things and is unlikely to be embraced within one ideology or one set of processes. Gone are the days when LTE would be “owned” by one group called “LTE providers.” In fact, the “ownership” of LTE may be plotted across three phases.

In phase 1, it was “owned” by LTE professionals who in keeping with professionals generally were trusted to put their particular expertise at the service of society, e.g., Nixon et al., 1997. It is possible that some LTE courses for TESOL still fall into this category, taking students from many different countries, giving them what the staff consider will be a good LTE experience, and then sending them back home but without any real accountability for their capacity to use these experiences in a professionally productive way.
<table>
<thead>
<tr>
<th>Aspects of provision</th>
<th>Particular instances</th>
</tr>
</thead>
</table>
| Stage of LTE         | • Pre-service (whether concurrent as part of a first degree, or consecutive in the form of a postgraduate certificate)  
• On-the-job  
• In-service (often nowadays called CPD or continuing professional development) |
| For which sector     | • Pre-school  
• Elementary (or, primary) school  
• Secondary school  
• Further or higher education  
• Vocational education  
• Informal education |
| Status               | • An accredited professional award in one particular country (e.g., qualifying to teach Spanish in England and Wales)  
• More general (e.g., obtaining a general qualification for TESOL that is not tied to the requirements of any one country).  
• Non-award-bearing |
| Types of provision   | • 1-day seminars  
• Conferences  
• Short courses  
• Undergraduate programmes  
• Higher degrees (generic but with languages element), e.g., MEd; EdD, Higher degrees (specialist), e.g., MSc in Applied Linguistics (by research or taught), PhD |
| Modes of provision   | • Direct contact  
• Mixed-mode (open learning)  
• Mixed mode (including web-based components)  
• Web-based |
| Providers            | • Higher Education (e.g., Faculties of Education, Departments of Applied Linguistics, Language Departments or Languages Centres)  
• Teachers (as tutors, mentors or in other roles)  
• National authorities including inspectors  
• Regional or local authorities |
Table 26.1  (cont’d)

<table>
<thead>
<tr>
<th>Aspects of provision</th>
<th>Particular instances</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>• Accredited agencies</td>
</tr>
<tr>
<td></td>
<td>• Private consultants</td>
</tr>
<tr>
<td></td>
<td>• International organizations (e.g., British Council; Goethe Institut; Alliance Française)</td>
</tr>
<tr>
<td></td>
<td>• Professional associations, trades unions</td>
</tr>
<tr>
<td>Receivers</td>
<td>• Students preparing to become teachers</td>
</tr>
<tr>
<td></td>
<td>• Teachers</td>
</tr>
<tr>
<td></td>
<td>• Teacher educators</td>
</tr>
<tr>
<td></td>
<td>• School management</td>
</tr>
<tr>
<td></td>
<td>• Regional and national decision-makers</td>
</tr>
<tr>
<td>Stakeholders</td>
<td>• Teacher education providers</td>
</tr>
<tr>
<td></td>
<td>• Students preparing to become teachers</td>
</tr>
<tr>
<td></td>
<td>• Parents</td>
</tr>
<tr>
<td></td>
<td>• Staff in schools</td>
</tr>
<tr>
<td></td>
<td>• Employers, e.g., regional authorities</td>
</tr>
<tr>
<td></td>
<td>• Students learning languages</td>
</tr>
<tr>
<td></td>
<td>• National Ministries of Education</td>
</tr>
<tr>
<td></td>
<td>• Inspectors</td>
</tr>
<tr>
<td></td>
<td>• Politicians</td>
</tr>
<tr>
<td>Functions</td>
<td>• Training</td>
</tr>
<tr>
<td></td>
<td>• Education</td>
</tr>
<tr>
<td></td>
<td>• Personal development</td>
</tr>
<tr>
<td>Relation with generic issues</td>
<td>• Languages Teacher Education (LTE) on its own</td>
</tr>
<tr>
<td></td>
<td>• LTE embedded within more generic issues of Teacher Education</td>
</tr>
<tr>
<td>Key provision factors (examples)</td>
<td>• International and national agencies</td>
</tr>
<tr>
<td></td>
<td>• Teacher supply</td>
</tr>
<tr>
<td></td>
<td>• Continuous professional contact</td>
</tr>
<tr>
<td></td>
<td>• Adequate conditions of work</td>
</tr>
<tr>
<td></td>
<td>• Supportive institutional ethos</td>
</tr>
</tbody>
</table>

In phase 2, LTE professionals are considered as “providers” in a provider-client relationship and are held accountable for the extent to which they satisfy “customers” such as Ministries, local authorities, and schools. Some TESOL LTE courses fall into this category, as special arrangements are made with ministries in particular countries for delivering a “customized” package of LTE,
designed to be professionally relevant to the students’ subsequent professional context. Much LTE for modern or second languages is also to be found here, with the “buyers” in the form of ministries exercising considerable downward pressure on what the “provider” will deliver.

Finally, in phase 3, LTE is viewed as not being owned exclusively by any one group but as jointly owned by a range of stakeholders. As a consequence, curriculum, processes, and outcomes have to be negotiated. In principle this is an excellent development, reflecting a democratic and accountable society, and one advocated by such reputed authorities on teacher education as Brown & McIntyre (1993). It can, and often does, however, often make life uncomfortable for LTE providers who may feel that their special expertise, some of which derives from the discipline of applied linguistics, is insufficiently valued or understood. LTE providers then may be required to develop skills whereby they are able to justify the distinctive contribution which they think they can make from their particular expert knowledge base.

26.3.2 What is provided

What then is the distinctive contribution that LTE providers might make from a knowledge base that is informed by applied linguistics? They can support language teachers, student teachers, and others in respect of:

- the implications of particular languages policies and guidelines, e.g., on new curricula and examinations;
- proficiency in the languages they teach;
- pedagogy, assessment, and evaluation;
- first and additional language development and the relation of this to multiple literacy and to cognitive, emotional, and personal development;
- language structure (including discourse), function, and use;
- intercultural development;
- autonomy, including learner and teacher development;
- ICT (information and communications technology);
- affective characteristics of learners, e.g., attitudes, motivation, anxiety;
- cognitive characteristics of learners, e.g., aptitude, learning strategy, verbal and other ability;
- specific issues such as “special needs,” “differentiation,” or “early language learning”;
- languages in society, including issues of multilingualism, needs analysis, “minority” language maintenance and revival, languages and economic regeneration, languages and social inclusion and citizenship;
- teachers as researchers and as users of research.

Even a list as incomplete as this suggests three sorts of challenge to LTE provision.

First, it is unlikely that all of the above can be provided or absorbed in one course or program, so there is an issue as to how these various topics might
relate to each other over the course of a language teacher’s period of study, training, and professional career.

Second, many LTE programs are not self-contained but form only a part of a broader program leading to an initial qualification to teach or offering continuing professional development to qualified teachers. As such they sit alongside more generic academic and professional topics such as bullying, gender, stereotyping, self-esteem, identity and self-emancipation, social inclusion, emotional intelligence, multiple intelligence, curriculum development, general pedagogy, assessment, evaluation, quality assurance, school effectiveness and improvement, team-building, management and administration. There is therefore an issue as to how much space LTE can obtain in a curriculum to which new generic policy-related elements are regularly added.

Third, given the multiple ownership of LTE, it is conceivable that particular “stakeholders” such as national or regional inspectors, or schoolteachers themselves, may hold strong views on particular topics which may be built into official guidelines for schools and for LTE and which may pose problems for LTE specialists. In the UK, for example, official guidelines on grammatical progression do not sit easily with the findings of second language acquisition research. Because of the new accountability, LTE specialists may be obliged to ensure that their students are prepared for “delivering” the official guidelines while at the same time coming to understand their limitations.

Many specific provision factors can exercise a positive or a negative influence on LTE. Five of these are briefly discussed.

26.3.2.1 International and national agencies
The European Commission has invested very large sums of money in programs which have helped internationalize LTE by bringing together networks of language teacher educators from different member states. One such network draws on Scotland, Spain, Austria, Italy, England, and Germany in order to develop strategies and materials suitable for the pre-service education of languages teachers in primary (elementary) schools. Of similar value have been the international workshops for LTE staff put on by the Council of Europe, dealing with major policy priorities such as the reintroduction of modern languages at primary school. The Council of Europe’s Common European Framework of Reference is intended to be equally relevant to all 50+ participating states, serving as an international tool applicable to all languages and levels of proficiency and providing invaluable input to LTE courses.

By helping to internationalize LTE, the European Commission and the Council of Europe allow for the exchange of new ideas, for collaboration on joint projects, for bringing insights and skills into parts of Europe where previously there had not been a tradition of research and development or indeed a tradition of political democracy, and they afford those involved a healthy degree of critical detachment from the policies and pressures which may be bearing down on them in their own countries.
Other agents which serve to promote transnational developments in LTE across the world are “cultural institutes” such as the British Council, the French Institute, the Goethe Institute, and the Cervantes Institute, and other cultural bodies associated with particular consulates. Each of these are organizations of one particular country, but they have many bases across the world with a mission to promote their particular languages and the cultures associated with them. Within this mission there has always been an important LTE function which they implement at times on their own, but often in partnership with national or local agencies. In many parts of the world where LTE is not highly developed nationally, bodies such as these may be just about the only international source of LTE available to practitioners. Although their contribution has been widely welcomed, there are some senses in which it may be seen as a mixed blessing, for example if also perceived to be associated with the promotion of one global language at the expense of other more local languages and their associated cultures.

Another major source of input to LTE are those academic or professional journals which serve different disciplines. Within the discipline of applied linguistics, LTE staff and students may of course refer to international research journals which promote theory development, such as *Language Learning* or *Studies in Second Language Acquisition*, but of at least equal value for LTE are those other journals which while maintaining theoretical perspectives also reflect a wider range of more pragmatic and professional concerns, for example *The Modern Language Journal*, *TESOL Quarterly*, *Babel*, *Language Learning Journal*, and the *Canadian Modern Language Review*. Journals of this sort play a vital role in helping LTE staff to see themselves as belonging to a national and an international community which has an identity, a history and which shares its concerns about its present and its future.

Underlying this section is a reservation which I have about much of the otherwise excellent literature on LTE. It tends to present teachers as individuals, and to highlight concepts such as “the reflective practitioner,” when in fact they belong to a community of practice. Teachers have a professional as well as a personal identity, and the above agencies – along with professional associations such as ALL (Association for Language Learning (UK)) and IATEFL (International Association of Teachers of English as a Foreign Language) plus distinguished organizations such as CILT (Centre for Information on Language Teaching and Research (UK)), Language Australia, OISE (Ontario Institute for Studies in Education (University of Toronto, Canada)), and ECML (European Centre for Modern Languages (Graz, Australia)) – are key agents in ensuring that an informed languages voice is not obliterated by more powerful political or generic educational considerations.

### 26.3.2.2 Teacher supply

A key aspect of provision must be the supply of an adequate number of adequately educated and trained teachers. However, this is often a major problem. Central to this provision must be a combination of good teaching and of
adequate proficiency in the languages concerned, but often this combination is not available. Rahman (2001, p. 251) exemplifies this dilemma when writing of English language teaching in Pakistan, claiming that English is hardly ever used outside the class and that the “formal training of teachers appears to me to be far less important than their command of the language.” The survey of outcomes and provision for early foreign language learning across member states of the European Union by Blondin et al. (1998) reveals a similar problem. Given the almost exponential rate at which early language teaching has been introduced across Europe, the demand for good teachers often far outstrips the supply. In fact the very policy itself can founder on this “bread and butter” issue of “teacher supply,” either failing to meet the demand or meeting the demand inadequately by putting teachers in place who do not possess the combination of knowledge and skills to make a success of it.

26.3.2.3 Continuous professional contact
Writing about teacher education generally, Fullan (1991, p. 53) claims that “teachers do receive information literature, and must attend workshops here and there, but they do not have the opportunity for continuous professional contact, which would become necessary for becoming aware of and following up of innovative ideas.” Widdowson (1990, p. 65) similarly argues in respect of in-service courses that “the participants are inspired by the social and professional intensity of the event but find that they have little to carry home with them except a heady sense of general enlightenment which is often quickly dispersed on its contact with reality.” If languages teachers then are so busy that the most they can manage are a few “one-off” continuing professional development (CPD) events, then however successful these may seem at the time, the lack of provision for continuous professional contact is likely to mean that relatively little mid- to longer-term impact is achieved.

Brown & McIntyre (1993, p. 13) claim a major flaw with in-service courses has been that “almost always, in-service has been based on a ‘deficit model’ of teaching. . . . The emphasis has been on the identification of what it is thought teachers ought to be doing and are not doing, and an appropriate action to remedy matters.” They claim this deficit model makes it difficult for teachers to recognize their own skillfulness and discourages them from considering their own teaching analytically. A more “bottom-up” alternative, antagonistic to the “deficit model,” is outlined by Legutke (1994, p. 57) who argues that there is often “a striking discrepancy between what is claimed by experts descending into conference assemblies of language teachers, and what actually happens in the majority of foreign language classrooms.” He reports on an in-service project which brought the participating teachers into regular professional contact with each other, whereby they reviewed their own teaching and learnt through the teaching of other teachers. An outside expert was still needed, but in a “process” approach such as this, as opposed to one based on “transmission,” it was less predictable when input would be needed and what forms it should take. Legutke concludes (1994, p. 62) that “attempts at
implementing classroom innovation are bound to fail unless teachers take an active part in its design and evaluation, and unless they act as both learners and researchers.” However, the provision of an infrastructure which would support regular professional contact of this sort is a major challenge which unfortunately many ministries and authorities are not prepared to meet, either because they prefer the top-down dissemination of national policy or because they consider the resource implications are too high.

26.3.2.4 Adequate conditions of work
Crookes (1997a, 1997b) believes that the general working conditions of many second and foreign language teachers are unsatisfactory, with the consequence that the relationship between teaching and research is almost non-existent. They often have far less autonomy than in other professions, and “there are grounds for grave concern when we consider the factors influencing second and foreign language teachers and teaching in many parts of the world” (1997a, p. 67). These include long classroom hours, lack of preparation time, lack of funds for materials and equipment, and limited time for reading, writing, or reflection. This exhausts teachers’ energy and increases their dependence on experiential knowledge for day-to-day coping. He concludes (1997b, p. 109) that “the work conditions of second and foreign language teachers, the conception of a teacher’s responsibilities, and the conception of schools’ responsibilities in sustaining professional practice, must be changed.”

26.3.2.5 Supportive ethos
Another factor which strongly influences LTE is the provision of a supportive ethos within the academic institution where LTE is located. Where a supportive ethos does not exist and priorities lie elsewhere, then the quality of LTE can be compromised. Many LTE staff, for example, work in universities, where increasingly there is severe pressure to achieve high-quality research and publication. This can create unresolvable conflicts within their minds: Do I do a really good job on my LTE program? Do I spend less time on this in order to concentrate on research? Can I obtain sufficient research funds to allow me to “buy myself out” of some of my LTE, but if so what will this mean for the quality of the LTE program? In an ideal world, all LTE staff would themselves be engaged in research of some sort, but the world is not ideal and very often a support structure does not exist which would enable them to achieve all of their aims. Another conflict of priorities can arise between LTE and other domains for which an organization might be responsible.

26.4 Ideology and Process
Freeman’s (2002) excellent review of teacher knowledge and teacher learning traces the emergence of a view of teaching as “mental activity” over the past 25 years, proceeding through three phases. In the first phase, pre-1980, the
notion of “mental activity” was absent, as the content and the methodology of a teacher’s task existed in two totally separate and “given” domains (one influenced by university courses in the target language and the other by broad methodologies of language teaching) which seemed self-evident and which teachers were not expected to reconcile. Then in the years 1980–90 there came a phase in which what was happening inside a teacher’s head became worthy of research and development interest, as teachers came to be seen as decision-makers, albeit ones who operated on a still behavioral process-product basis, taking decisions about processes which seemed conducive to the delivery of particular learning products. Finally, in the last ten years of the decade, a more subtle and multi-layered view developed as language teachers were understood as seeking to bring content and methodology together and to reconcile different images which were operating simultaneously, including not only an image of the self as teacher at present, and of the learners who were being taught, but also as embodied in a number of former and potential selves, for example as trainee teacher, as learner, as future expert.

Another perspective on the evolution of thinking about LTE is provided by Schulz (2000), writing mainly about the United States. Teaching was viewed in the early part of the twentieth century as an art and teachers were born and not made, with little if any formal training required and an accurate pronunciation considered the most fundamental of all teacher attributes. By 1941, however, language teacher development had become an established field, concerned with methods, foreign languages at elementary school, training and supervision of teaching assistants in university foreign language departments. Recent innovations figured highly, for example language laboratory, tape-recorder, closed-circuit television, video, micro-teaching. Schulz argues that today teaching is no longer viewed exclusively as an art. The creative element is still important but importance also attaches to principles, processes, skills, behaviors, techniques, strategies, beliefs, and attitudes which impact on teaching and learning and which can be empirically studied and taught. Before 1966, teacher education was mainly in the hands of literary scholars, but today it is in the domain of applied linguistics or foreign language education specialists. They are no longer exclusively concerned with methods but seek a wider and deeper knowledge base drawing on interdisciplinary connections with second language acquisition (SLA), psychology, linguistics, anthropology, and education. Schulz argues that we are nonetheless still discussing many of the issues which were discussed over 80 years ago and to which we have still not found convincing solutions. “Foreign language teacher preparation is still long on rhetoric, opinions and traditional dogma, and short on empirical research that attempts to verify or test these opinions or practices” (pp. 516–17).

Thinking about LTE has often been expressed in terms of “models” or “theories” which compete with and possibly succeed one another. Wallace (1991) for example identifies three such models: the craft or apprenticeship model; the applied science, or theory-practice model; and the reflective model. Writing about language teaching at present, Crandall (2000) perceives a shift from
transmission, product-oriented theories to constructivist, process-oriented theories of learning, teaching, and teacher learning. In parallel there is a change of focus from methods to methodology. “Methods” courses may be innovative, e.g., Silent Way, or traditional, e.g., grammar-translation, audiolingual, communicative, but “methodology” on the other hand is more flexible and constructivist, involving exploration of the nature of teaching and learning and discovering the strategies of successful teachers. Van Patten (1997) claims it is not well known or documented how language teachers use class time, what types of arrangement they provide to students, what the theoretical and other underpinnings of their decisions are, and thus it is not clear how language teaching is “constructed.” He suggests however that this can be investigated at two levels. At the micro-level the key question is how they construct class time, how their philosophies of teaching develop, how decisions are made. At the macro-level the object of research is language teaching as a profession, for example trends in textbooks, the context in which teachers teach, notions of change and innovation, and there is a need to deal with the multiplicity of multiple issues which impinge on languages teachers all at the same time, to help practitioners construct their own “coherence” systems.

Underlying much of the recent discussion of LTE has been a somewhat polarized debate which views LTE as being either competency-based or reflection-based.

26.4.1 Competency-based LTE

On this approach competences are specified which relate to practice. They are not derived exclusively or even mainly from research, but tend more often to reflect pragmatic discussion among stakeholders, with inputs not only from teacher educators but also teaching and management staff in schools or other institutions, accrediting bodies, parents’ representatives, researchers, and ministry or local officials. The competences constitute a checklist of specific functional objectives toward which the trainee aspires.

Although in the USA and the UK they undoubtedly reflect political and bureaucratic demands for control and accountability (e.g., Roberts, 1998), they can also offer benefits. As Grenfell (1998) indicates, by being available to and indeed “owned” by all stakeholders, including students, competences can reflect an open and de-mystifying process of negotiating and sharing what it is that teachers at different stages of their career should know and be able to do. The approach can however bring its own problems. Good language teaching is a highly complex activity and may be distorted if reduced to a checklist of separate, observable components. It is easy to fall into the trap of “reification,” assuming that competences are objects which have their own existence and can be measured, whereas in fact what one is observing is adjectival (“competent teaching”) or adverbial (“teaching competently”). Moreover, if one accepts the notion of “competences” in LTE, one should ask how often and in how many different contexts one should see (say) a student teacher teaching...
competently in a particular way before he or she may be said to have acquired a particular “competence.” In addition, lists of competences can grow and grow, and their volume can restrict an individual’s scope for personal initiative.

26.4.2 Reflection-based LTE

To some extent, a reflective approach is a reaction against the forces of bureaucracy, centralization, and control which have been descending on teacher education. Teachers in fact should not be seen simply as “deliverers” of a fixed “curriculum,” but should be valued as reflective professionals who frame and re-frame problems and test out their interpretations and solutions. Underlying this view is an assumption that teachers’ knowledge is not arrived at purely by scientific means, but that “professionals display skills for which they cannot state the rules and procedures” (Schön, 1983, p. 50). For Schön there can be both reflection-on-action (before and after a teaching episode) and also reflection-in-action whereby teachers draw spontaneously on the implicit craft knowledge which they have gradually acquired. Some doubt has been cast about practitioners’ capacity to engage in “reflection-in-action” when busily engaged in real-time teaching. This seems fair comment up to a point, but many of the best languages teachers I have witnessed have been able to vary the pace of their lessons, for example by creating pauses for reflection, or by slowing certain episodes down, or by creating episodes in which the teacher does no talking, or simply by pausing for a while before responding to a learner’s utterance in order to decide on whether to respond in relation to meaning, grammar, pronunciation, or some other consideration. In this way it does seem possible to build reflection into the very fabric of language teaching. If so, it becomes central to LTE courses on classroom pedagogy.

At the same time, however, some have argued, e.g., Brown & McIntyre (1993), that unless handled well reflection can prove problematical in Initial Teacher Education, since a prior concern may have to be a “survival strategy” based on the development of lesson plans and of pedagogical routines. It can however play an important role in ITE also, e.g., Van Lier (1996), if students receive a curriculum in which concrete teaching experiences and time for input and reflection are closely integrated, since this may allow them to reflect on the specific experiences in which they have been engaged. Van Lier (1996) has also raised a possible problem with “the content of the reflecting,” arguing it is often impossible to separate what goes on in class from what goes on elsewhere in the worlds of the students and their teachers. It may be difficult or impossible to access relevant information of this sort so as to be able to reflect on it, and some teachers may feel reluctant to engage fully with the policy or administrative issues which directly or indirectly affect what happens in class. On the other hand Crookes (1997b) argues that if LTE can draw teachers into action research and if the understanding of action research to be used is critical and participatory, this can take them “from immediate
technical problems to collaborative investigations of the social conditions that prevent them from being professional” (p. 109).

Finally, if reflection is really to work for teachers, it needs its own discipline. If teachers are to reflect, for example, on what their students appear to have learnt during a lesson, some commitment to a research mentality is needed, e.g., “How may I elicit a sufficient range of spontaneous utterances?” “By what criteria will a judgement be made about these utterances when elicited?” and “What do these utterances tell us about a student’s state of interlanguage development, attitude, self-confidence etc.?” If reflection simply equates to “In my professional judgement, they did well (or badly),” then it adds nothing.

26.4.3 Teachers’ knowledge and beliefs

If a reflective approach is to be beneficial, teachers must be able to reflect not only on what they and their students are doing but also on what they think they know, understand, believe, and see. LTE clearly has an important role in encouraging teachers to explore and refine their own belief systems.

Richards and Lockhart (1994) argue that teachers’ belief systems are derived from a number of sources: their own experience as language learners; experience of what works best; established practice; personality factors; educationally-based or research-based principles (e.g., cooperative learning); principles derived from an approach or method (e.g., communicative language teaching). In order to make coherent sense of beliefs emanating from sources as diverse as these, teachers need time away from the pressures of “real-time” teaching in order to allow the particles of belief from these sources to form a belief system which they can then monitor and further adapt. Freeman (1991) suggests that articulation is a process through which teachers clarify tensions in their professional practice and he outlines three sorts of implication. First, there is the importance of articulation in connecting personal knowledge to empirical knowledge, allowing students opportunities to make sense of things by filtering them through experiential knowledge gained as learners and teachers. To foster self-examination of this sort, teacher educators can ask teachers to assess their values, write autobiographies, and identify images of teaching. Second, articulation can help in fostering reflection which contextualizes teachers’ knowledge; that is, reflection in response to their own classrooms as they become ethnographers of their own situations. Third, articulation can support the role of emotions and moral beliefs in the sense-making process. This arises from a supportive community in which assumptions can be questioned and in which participants can examine contradictions in their own behavior. In understanding teachers’ beliefs it is useful to recognize the power of stories. Articulation of this sort helps teachers not only to sort out their experiences, but also to become more aware of consequences and possible alternative explanations.

Breen et al.’s (2001) study of experienced language teachers (of adults and of children) in Australia is significant both for its methodology of exploring teachers’ beliefs and for its findings. Aiming to discover the relationship between their
thinking and their actions, their research was based on the observation of classroom behavior directly followed by a one-hour interview. “We cannot deduce language pedagogies on the basis of teachers’ accounts of how they work without reflecting with them upon actual instances of practice” (p. 498). From this they established the key principles that each teacher operated, for example “Learners must take responsibility for their own learning,” and the specific practices that were used in order to realize each principle, for example “Encourages, and at times insists, that students do things for themselves” and “Explicitly teaches students, especially boys, to manage themselves” (p. 488). They found that across the 18 teachers some but not all of the principles were shared. One very common principle was: “Taking account of differences between students and/or the specific characteristics of individual students.” This one principle realized 26 different practices across the teachers of adults and 13 across the teachers of children. The findings also worked in reverse because one particular practice could realize more than one principle, for example “Explicit modelling or explanation of language” was justified across 18 teachers in terms of 29 principles. In total over 300 principles were described. Experienced teachers appeared to differ from each other in the principles they currently hold and the practices they attribute to them, almost exactly echoing Brown & McIntyre’s (1993) similar conclusion in relation to expert teachers more generally.

Research of the above sort has considerable potential for LTE, for example serving as topics for discussion which will prompt other groups of practitioners to reflect in relation to themselves. Of particular interest is the strategy of asking teachers to reflect on specific instances of their own actual teaching. In this sense, the use of video-recordings of teachers’ own practice can be an excellent stimulus for them to articulate and share their interpretations of what was going on and of why they acted in the ways they did.

Central to the above is the promotion of teacher as learner which Freeman (2002) argues is the core activity of teacher education and which cannot thrive in a culture of prescription and transmission. For Freeman, teachers’ mental lives represent the hidden side of teacher education, and the challenge is to create a sociocultural environment in which these mental lives can be richly fulfilled. In Barnett’s (2000) terminology, a “complex” world has become “supercomplex.” Problems – in language education as elsewhere – have multiple and unpredictable rather than single meanings and cannot be solved in any absolute sense, September 11, 2001 providing a telling example. What is needed is a disposition to interpret situations multidimensionally, to think flexibly and to act with purpose but also to engage in a constant process of monitoring and negotiation.

26.5 From Novice to Expert

For LTE to be effective over the course of a teacher’s career, it helps if there is a clear view of what the different stages in a career might yield. Richards
Richard Johnstone (1998) plots three such stages on a continuum of language teacher development. First, inexperienced teachers require the technical competence of proven principles (a science-research conception); second, with more experience they can begin to interpret their classroom practice and shape it to fit certain theories (a theory-philosophy conception); third, they construct their own personal theories and progress to an art-craft approach, matching their teaching to the demands of their learners and the particular classroom situations in which they find themselves. On this view, teacher development is an evolutionary process of self-discovery and self-renewal.

LTE has a central role in helping teachers learn how to record, reflect on, and profit from their own thoughts in relation to their practice, and to use this for their own professional development from novice to expert. Two “diary” studies are revealing in this sense. Antonek, McCormick, and Donato (1997) argue that student teacher portfolios can do more than inform teacher educators about what student teachers have been doing and thinking; they can also help student teachers form a professional identity. Characteristics of working portfolios are that they are developed over time and allow the author to take risks. They are also socially constructed, because they derive from the student’s interacting with learners, fellow students, teachers, teacher educators, and others. The two foreign language student teachers in their study revealed very different routes to the ability to teach and the identities of each were “woven from a combination of knowledge about affect, teaching, human relations and subject matter” (p. 24). Neither mentioned SLA theories in their portfolios but focused on interpersonal relationships and effectiveness of activities. In her account of 26 diary studies of novice English as a second language (ESL) teachers in the USA, Numrich (1996) found that their early preoccupations were with their own teaching needs, for example creating a suitable classroom atmosphere by making the classroom a comfortable, safe environment, establishing control when students talk, being creative and varied in their teaching. The diaries revealed aspects which replicated their own second language learning, such as integrating culture into the language teaching process and giving students a need to communicate; but they also identified areas where the novice teacher consciously departed from her own second language learning, for example they were less prone to correcting errors or to teaching grammar than their own teachers had been with them. The diaries also revealed that the novices made some unexpected discoveries, such as that positive learning can take place outside the classroom and that some students do in fact want error correction on pronunciation and grammar.

Both of the above studies then challenge any view that with student teachers or novice teachers the agenda is necessarily limited to “survival” or to the development of technical competence, but suggest instead that from a very early point reflection and the construction of a personal identity as a languages teacher are involved, and that LTE has a major role in encouraging these processes.
There seems to be very little published research on how student teachers, new teachers, and expert teachers of languages differ from each other. An exception is Olshtain and Kupferberg’s (1998) study comparing 15 expert, 15 new, and 15 student teachers, the findings of which are of clear relevance to LTE. The expert teacher trained her class to follow her own explicit code of conduct and provided opportunities for the generation of optimal input and output. Two of her key principles in realizing the above were: “Every student, even the weakest in the class, should get a chance to create individual discourse during the lesson,” and “All students should be exposed to an abundance of language input, both from the teacher and other students” (p. 189). A distinction was made between “realis” and “irrealis” statements in the respondents’ discourse. “Realis” showed that events were true, thereby anchoring their beliefs in actual professional experience, while “irrealis” referred to potential events that may have been likely or desired but that had thus far not been realized. Of the three groups, the experts made most use of realis statements and the student teachers most use of irrealis. The experts sometimes concatenated two or more realis so as to focus simultaneously on subject matter and general pedagogical issues (a strategy which echoes the findings of Breen et al. above). Integration of this sort hardly occurred in the new teachers and did not occur in the student teachers.

Johnston and Goetsch (2000) examined the knowledge base on which experienced teachers draw in their work when concerned with grammar. This was on the assumption that “there are certain forms of knowledge possessed by experienced practising teachers in the field, and language teacher education would do very well to incorporate these into its curricula” (p. 443). They focused on three categories: content knowledge (e.g., of English grammar); pedagogical content knowledge (e.g., explanations of particular grammar points); knowledge of learners (e.g., teachers’ constructions of what students know about grammar and how they learn). These were found to interact with each other in complex ways as the teachers taught. This interrelated knowledge was most easily realized in stories of actual teaching events, that is, narrative knowledge built up from their personal and professional experience. There seemed to be two key features of the teachers’ knowledge: it seemed highly process-oriented, a process of interaction leading to a gradual understanding rather than the transfer of information; and it drew on the three categories at once. Even at present it is common to find the three categories treated separately: content knowledge covered in classes on language structure; pedagogical content in methods courses; knowledge of learners in courses on SLA. “Yet, this very modularisation of knowledge becomes problematic” (p. 463). This points to the need for a significantly more integrated approach to LTE. They claim that this modularization applies not only in the USA but in many other countries also.

The studies and views in the present section reveal important insight into what makes expert or experienced teachers tick. It is not the case, however, that the process of moving from inexperienced teacher to expert is entirely one
of extending and refining one’s repertoire. Some, though not all, inexperienced teachers display a wider and more imaginative repertoire of teaching than do their more experienced seniors. In some senses the experienced teachers “get by” and achieve good results not only on the basis of how they teach but also on the basis of who they are perceived to be. Over the years they assemble a history and a status, and it is these things as much as what they actually do which influence their students’ language learning. Viewed in this way then, language teacher development becomes in part a process of widening one’s repertoire but also one of narrowing down and of creating personal and routinized combinations of principle and process which work within an identity that the teacher constructs. This can cause difficulties when experienced teachers act in the role of mentors to students in training, since they may expect in those students the same repertoire which they themselves have routinized. This situation is not inevitable but it suggests that mentors themselves may need support in helping their students explore the potentialities which are within them rather than “copy the master.” It also suggests an important continuing role for LTE tutors in bringing their more widely contextualized insights and experience into a triangulated discussion with student teachers and their school-based mentors.

26.6 LTE and Applied Linguistics Research

It has already been suggested that in many if not all LTE programs there may be competition for space. Potential input from applied linguistics research may have to compete with more generic input from educational policy, theory, and research and also with mixtures of insight and ignorance deriving from language teachers’ and other stakeholders’ personal ideology or professional experience. If the discipline of applied linguistics is to “defend its corner” and maintain a respected place in LTE, then what sort of case may be made?

The case is not completely straightforward. For example, a number of eminent researchers in SLA have cautioned against any assumption that there is a direct connection between SLA research and language pedagogy (LP). Mitchell (2000) for example claims that, at least in relation to modern languages at secondary school in the UK, it is not possible to make firm research-based prescriptions from applied linguistics about the detail of “what works” in foreign language grammar pedagogy. Ellis (1997) in fact claims that the discourses of SLA and LP are in potential conflict with each other because they represent different social worlds with different values, beliefs, and attitudes: “SLA and LP have different goals – theory-building versus practical action – and draw on different epistemologies – technical versus professional knowledge. A simple transfer of information from one discourse to the other is, therefore, simply not possible” (1997, p. 88), and he suggests that “SLA is likely to be more helpful in informing the general context of action rather than in identifying specific pedagogical actions” (p. 78).
None of the above suggests, however, that applied linguists should be diffident about their possible contribution to LTE. Below, five roles within LTE are suggested to which applied linguistics research might make a key contribution. One example is provided to illustrate each role, but many further examples are possible. Each role is headed by a brief statement in italics designed to offer a “way in” to a possibly contested discussion among LTE stakeholders so that a voice informed by applied linguistics research may be heard.

1. A “But it’s not quite like that” role. In many countries across Europe and elsewhere there is a massive policy commitment to the early introduction of an additional language. In some cases this has been justified by the claim that young children are better adapted for additional language learning than are older children, adolescents, or adults. In fact, in the recent past a number of reviews have been published of research on the “critical period hypothesis” (CPH) in respect of learning an additional language, e.g., Marinova-Todd, Marshall, & Snow (2000), Scovel (2000), Singleton (2001). All of them recommend caution. If the early learning of an additional language is to be justified, then this should not be based on an uncritical acceptance of the CPH, and several key conditions should be met.

2. A “Maybe this is worth considering” role. Here, LTE staff might draw on applied linguistics research in order to discuss with languages teachers the possibility of trying out new ideas deriving from applied linguistics research. While I accept the argument that SLA and LP have different discourses, I would nonetheless be interested to see what happened if, for example, Van Patten & Cadierno’s (1993) “input-processing” approach or Swain’s (1985) “comprehensible output” approach were tried out. The actual language teaching which I have observed in Scotland and several other countries hardly ever contains these features, and so to some extent the gap between SLA research and LP persists because these invaluable research-based insights have been investigated in a relatively small number of small-scale classroom experiments designed for SLA research purposes. They do not generally appear to have been incorporated into the cluster of pedagogical principles and practices which successful teachers seem to have implicitly acquired and which reflective practice might help them evaluate in terms of their perceived effectiveness rather than as valid or invalid hypotheses about SLA. If so, more’s the pity.

3. A “How might we evaluate/analyze/measure/better understand our practice?” role. A major example of large-scale teacher participation in action research, with clear benefits to LTE, is given by Burton (1997). The project embracing 200 languages teachers in Australia on LIPT (languages in-service programme for teachers) had a high LTE element in that it involved language teachers researching their own classrooms as a means of personal professional renewal, within the supportive framework of a research community. The teachers received action research training and were further supported through structured network groups for peer assistance and trained leadership. The program ran
for four years, providing a rare opportunity for sustained personal growth, as opposed to the more usual short fix. As a result, the languages teachers opened up their classrooms both to other teachers and to other learning specialists in new ways. It gave them the confidence to pursue a personal research topic. Their publications showed that the action research component generated hypotheses and theorizing from experience to personal sets of generalizations about teaching. It helped establish a critical community, whereby teachers pooled data and incorporated this wider group experience. However, the teachers concluded they could not manage this kind of professional networking and researching alone. These processes required sufficient and regular support, suggesting a continuing and appropriately funded role for LTE.

(4) A “*Can we analyze what we really think about/mean by this?”* role. This is an area in which LTE staff have a vital role to play in helping teachers and other stakeholders explore, interrogate, and refine their own knowledge, learning, and beliefs. In this they may act as link between the different discourses of applied linguistics and of common-sense languages pedagogy. Everybody has a sense of what is meant by “communication” or by “motivation” for example, to name only two key concepts, but this does not necessarily mean that their more precise technical meanings as derived from the research literature are as widely understood. It could be helpful to busy practitioners and other stakeholders if they had opportunities to access these more precise technical meanings. To make this point is not to suggest that the influence should be one-way, with research meanings informing common-sense meanings. As has been suggested already in this paper, practitioners’ own common-sense meanings which may be implicit and gradually acquired through experience may contain their own relevance and wisdom which in due course may inform the knowledge base which research builds up.

(5) A “*But haven’t we been here before, so what are we going to do about it this time?”* role. During the 1960s and 1970s there were several attempts at introducing modern foreign languages in primary (elementary) school education, in some cases, e.g., Burstall et al. (1974), with negative evaluations. A key factor contributing to the lack of success was identified as lack of “continuity” from primary to secondary education, with secondary schools failing to take account of what their first-year students had learnt from their three years of French at primary school. During the 1990s there has been a major reemergence of modern foreign languages in primary (elementary) education, yet the review of recent research on this across the European Union (Blondin et al., 1998) shows clearly that “continuity” remains a major problem, one that has to be solved before languages at primary school can make a significant impact on subsequent language learning and use. Applied linguistics research has a major responsibility to point such findings out, especially as policymakers may have invested large sums of money in supporting their early language learning projects and may have a vested interest in obtaining “favorable” findings. LTE staff have a correspondingly important role in
ensuring that research findings of this sort become well known and that key factors such as “continuity” are cogently drawn to the attention of policymakers and are thoroughly incorporated into courses which help teachers from primary (elementary) and secondary sectors to engage in a common dialogue and to negotiate agreed ways of ensuring that a negative history does not repeat itself.

There is no suggestion that there are only five such roles, those sketched out above. Taken together, however, they do suggest that LTE has a vital part to play in mediating between applied linguistics research and the professional practices of language teaching and of languages policy development. They suggest also that LTE is itself an important domain within Teacher Education research.

See also 22 Social Influences on Language Learning, 24 Fashions in Language Teaching Methodology.
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27 The Practice of LSP

HELEN BASTURKMEN AND CATHERINE ELDER

27.1 Introduction

The chapter outlines some key issues in the practice of LSP (Language for Specific Purposes) both from a teaching and testing perspective. In Sections 27.2–5 of the chapter we offer a general description of LSP followed by an overview of key issues in the field. The chapter also documents recent developments in the teaching of LSP, including the influence of genre-based research on syllabus design and methodology and practitioners’ efforts to come to terms with the critical turn in applied linguistics which sees LSP as both conservative and disempowering.

Sections 27.6–8 deal with LSP testing, which follows on the heels of trends in LSP teaching with a move away from discrete-item linguistically oriented approaches in the direction of better contextualized performance-based measures and a greater concern with fair testing practice. Some purposes of LSP tests are outlined and a rationale for this approach to measurement is offered. Two key problems facing LSP testers, those of specificity and authenticity, are then discussed. While LSP testing, like teaching, is largely driven by practical needs, we show how investigations of construct validity drawing on an analysis of test data can offer insight into theories of language use in context, thereby making an important contribution to research in applied linguistics.

27.2 What Is LSP?

LSP is generally used to refer to the teaching and research of language in relation to the communicative needs of speakers of a second language in facing a particular workplace, academic, or professional context. In such contexts language is used for a limited range of communicative events. For example, in a university context, spoken language is typically used by students in events such as participating in seminars and tutorials, presenting papers, and asking
and answering questions in class. Analysis of language in such events generally reveals that language is used in constrained and fairly predictable ways. Thus, the analysis of questions in university lectures reveals the frequent use of a four-part routine (asking for clarification, interpretation check, digression, and challenge) (McKenna, 1987).

LSP courses usually focus on the specific language needs of fairly homogeneous groups of learners in regard to one particular context referred to as the target situation. For example, LSP courses may involve a group of language learners who all intend to study at university, work as engineers, or aim to work as nurses in the future. The aim of such courses is to help the learners deal with the linguistic demands of their academic, workplace, or professional target situations. LSP courses can be “pre-experience” or “post-experience” (Robinson, 1991). The former refers to courses designed for learners aspiring to enter particular workplace, academic, or profession situations. In these cases the courses aim to teach the learners the language skills and knowledge they will need in order to gain entrance. The latter refers to courses designed for learners already involved in the target situation. In these cases the courses aim to help the learners become better equipped linguistically to cope with the communicative demands they face in their work or study situations. Major divisions in LSP are Language for Academic Purposes, and Language for Occupational Purposes, the latter comprising Language for Professional Purposes and for Vocational Purposes (Dudley-Evans & St John, 1998).

LSP courses can be highly specific or more general, referred to as narrow and wide angled respectively. For example, teaching Language for Academic Purposes may involve one of two options: Language for General Academic Purposes or Language for Specific Academic Purposes (Blue, 1993; Jordan, 1997; Dudley-Evans & St John, 1998). In the former, students from a range of disciplines are grouped together and instruction focuses on their common academic needs and skills, such as note taking skills, lecture comprehension, seminar skills, the structure of an argumentative essay, and so forth. In the latter, students are grouped according to their disciplines and instruction focuses on features of language use and the language skills critical for successful communication in them. So, for example, instruction for law students might focus on specific genres significant in legal studies, such as the legal problem answer (Bruce, 2002). There are numerous examples of highly specific LSP courses designed in response to the needs of one particular group of learners. For example, Shi, Corcos, and Storey (2001) describe an English for Medical Purposes course developed to help medical students prepare for their junior clerkship in the first part of their clinical training in a Hong Kong university hospital.

LSP has tended to be driven largely by practical rather than theoretical concerns (Dudley-Evans & St John, 1998; Basturkmen, 2002), such as the pressing need to set up language courses for specific groups of learners of a second language. Sullivan & Girginer (2002) report a typical sequence of events. They found themselves in the position of setting up an English course for future
pilots and air traffic controllers in Turkey. Finding the available instructional materials inadequate and the description of language use in aviation insufficient for the task, they collected and analyzed a corpus of spoken discourse transactions between pilots and air traffic controllers (obtained from the nearby international airport) and interviewed a number of air traffic controllers and pilots. From examination of the data in conjunction with the professionals, the teacher-researchers identified a number of critically important features of language use in aviation, such as the formation of requests. They then used their analysis of the authentic discourse from the target situation as a basis for the development of instructional materials.

27.3 Key Features of LSP

Two central aspects of LSP are needs analysis and description of language use in target situations. Generally needs analysis is recognized to be a key feature of LSP (Hutchinson & Waters, 1987; Robinson, 1991; Dudley-Evans & St John, 1998; Flowerdew & Peacock, 2001b). Conventional approaches have defined needs analysis as the attempt to systematically collect information about the communicative demands faced by those in the target situation. This includes information about language use in specific academic, professional, or vocational groups, the linguistic skills used most frequently in the target situation, and the difficulties second language learners experience there. This information is then used in designing second language courses tailored to help second language learners meet those demands. The reason for this close association between analysis of needs in the target situation and LSP course design is two-fold. Firstly, instruction geared to target situation needs is believed to be more efficient in getting learners from point A to point B, and this is particularly important given that LSP courses, unlike many general second language courses, are often short term. Secondly, it is argued (Bloor & Bloor, 1986) that learners perceive LSP courses to be highly motivating because they can see the point of the instruction relating closely to their actual needs. Because the learners find the content of the courses motivating, they learn more effectively.

Generally needs analysis has been seen as the attempt to identify the gap between what students know and can do at the present point of time and what they need ideally to be able to do in the target situation. This type of analysis is referred to as deficiency analysis (West, 1997). The information yielded is used by the course developer to design a language course bridging the gap between the two points (Graves, 1996). Bosher and Smalkoski (2002) report on a needs analysis project carried out to determine the source of language difficulties experienced by non-English-speaking background students enrolled on a nursing degree program in the US. The needs analysis identified target situation demands and the present situation of the student nurses’ language skills. They found that the main difficulty the student nurses faced was that of communication with clients and colleagues in clinical settings. Based on this
information, an English as a second language (ESL) course was developed targeting this area of communication.

The above example illustrated a needs analysis and course design based on language skills. Some writers have argued the usefulness of basing LSP course designs on an analysis of the tasks learners need to perform in the target situation (Long & Crookes, 1992; Jasso-Aguilar, 1999). Tasks regularly performed in the target situation are identified and a course of instruction designed around them. Dudley-Evans & St John (1998) describe the use of a “deep-end strategy” in conjunction with task-based teaching. The strategy involves students’ performance of the task as the point of departure for instruction. Input and information from the teacher about language points or communication skills may be provided after the task performance if necessary. For example, analysis of an engineering target situation may reveal that engineers need to read technical manuals in English and derive from them sets of operating instructions for workers. The LSP instructor provides task specifications and a technical manual and requires the students to prepare the instructions using whatever language and conceptual knowledge they already possess. Following the production of the safety instructions, the teacher provides feedback. Such an instructional approach is particularly applicable to post-experience LSP as it can be assumed that the students already have a body of conceptual knowledge and can perform a number of target situation tasks in their first language. The main element missing for the learner is how to express that conceptual knowledge he or she already has in the second language.

A further key feature of LSP is the focus on description of language use in target situations (Flowerdew & Peacock, 2001a). Numerous pedagogically oriented research studies have been carried out with the aim of describing how language is used in specific academic, professional, or workplace contexts. Pinto dos Santos (2002) reports an analysis of a corpus of letters of negotiation faxed between a Brazilian pharmaceutical company and two European companies. The research aimed to identify the rhetorical features of the letters, the schematic structure of this genre of business communication, and any cross-cultural differences between how both parties structured this genre in English. Findings from the study were used to inform the development of instructional materials in teaching business communication. Soler (2002) examines the use of adjectives in texts in biochemistry to identify various uses, such as, to describe and qualify phenomena observed in experiments and to signal the writer’s anticipation of peer agreements and opposition to the claims made. Based on the findings, Soler suggests ways university students can be guided in reading and writing research articles. Ferguson (2001) examines the use of conditionals in three genres of medical English (medical journal articles, medical journal editorials, and doctor–patient consultations), and finds considerable variation, the most obvious being the use of polite directives in medical consultations, which are absent from the other two genres. The implication of this variation is that LSP instructors should link instruction on conditionals to the genres most relevant to their learners.
27.4 Issues in LSP Teaching

One debate amongst LSP practitioners centers on the question of how specific LSP teaching should be. Ferris (2001) outlines two viewpoints in the teaching of writing in English for Academic Purposes (EAP). Advocates of the first viewpoint argue the case for instruction focusing on generalized academic writing skills. Learners from diverse disciplines can be taught these generalized skills together and it is hoped the learners will then transfer the skills to writing in their own specific disciplines. Advocates of the second viewpoint argue the case for discipline specific EAP writing instruction. They argue that learners need to be taught how to analyze and imitate the norms of the specific disciplines they wish to enter. Instruction should involve groups of learners studying the same discipline. Thus those studying English for Finance would be taught separately from, say, those studying English for Legal Purposes.

Hyland (2002), a proponent of specificity in LSP, argues that generic labels such as scientific language, business English or academic skills, are misleading in that they disguise and misrepresent the discursive complexity and variation between how different groups in those broad bands use language and their aims in doing so. Although different groups may use the same labels, for example, most academic disciplines use the term lecture or research report, what these communicative practices involve in terms of language use or the social action they are expected to fulfill varies widely between groups or disciplines. A recent research study supporting this argument is that of Samraj (2002), who identifies ways research article introductions from the two related fields, wildlife behavior and conservation biology, vary in their schematic structure and communicative aims.

A second issue concerns the meaning of the term “language for specific purposes” (Bloor & Bloor, 1986; Flowerdew & Peacock, 2001a). One view is that a specific purpose language is a restricted repertoire of a general language system. According to this view, the second language learner first needs to learn the basic core of the second language and after this can learn additional elements, such as items that feature strongly in the target situation of interest (for example, features of language use in engineering). This view is based on the notion of a generative base of language (structures and words) underpinning all language use. The common core is seen as a variety-less language and knowledge of it as a prerequisite for learning additional specific purpose elements. Specific registers (for example, language for medicine, language in business communications) are understood to all be grounded in this basic core.

Another view (Bloor & Bloor, 1986) is that languages for specific purposes are varieties of language and that there is no such thing as general-purpose language. All language exists as one variety or another because all language is used in specific situations. While the different varieties may not be totally distinct from one another and there are features of language use common to all varieties, there is no “basic” variety-less language. From this perspective
the idea of beginning language study with a common core before adding a repertoire of context-specific features makes no sense. The learner can acquire the common elements from studying any variety of a language while at the same time learning the specific forms and conventions appropriate to that variety.

A third issue which has provoked controversy concerns the type of needs analysis that should be conducted and whose voice should be listened to. Conventionally proposals for needs analysis have been based on objective assessments of communicative demands (skills, tasks, etc.) in target language situations. More recently there have been calls for consideration of subjective views. West argues that an essential feature of a good needs analysis is that it takes into account the preferences of the learners in terms of both what to learn and styles of learning (1997). Uvin (1996) reports on the development of a language course for health care purposes for Chinese-origin health care workers in a USA hospital. Uvin carried out a rigorous objective needs analysis followed by design and implementation of a course closely linked to target situation language competencies. However, the response of the health care workers to the course was poor and it was discontinued until a subsequent subjective needs analysis made it possible to re-orientate the course more to the learners’ wants and preferences. Of course, in the event of conflicting views of language needs, the analyst faces the dilemma of whose interpretation to select. Hull (1996) reports her experiences of designing language courses for company executives in a situation where the clients (the companies she was dealing with), the students (the company executives), and the language instructors who taught on in-house courses all had differing perspectives of what was needed and what could be done. For example, the clients’ expectations about what communication skills for business should be taught was seen by the language instructors as unreasonable within the time frame of the proposed language course. The problem of reconciling the different perspectives of language and non-language professionals is a perennial concern for LSP practitioners and is discussed further in relation to testing (see below).

27.5 The Widening Agenda of LSP Teaching

Although needs analysis and descriptions of language use in target situations remain the major items on the LSP teaching agenda, recent years have seen the development of approaches to LSP indicating that the agenda is broadening. Two of these approaches, each of which offers a different perspective on the role of LSP, are detailed below.

27.5.1 Genre-based approaches

Genre-based approaches to teaching LSP have emerged in the last two decades. Genres are described and defined in terms of the communicative purposes
they serve and are labelled by the communities from which they emerge. For example, many academic discourse communities have communicative events labelled as the “research article,” the “dissertation,” the “seminar,” and so on. The task of genre analysis in LSP is to identify the genres used in the target situations and to offer descriptions of them to the second language learner. To this end, the approach to genre analysis developed by Swales (1990) has been particularly influential and has been used as the basis for a number of LSP motivated studies (see, for example, Bhatia, 1993; Zhu, 1997; Henry & Roseberry, 2001). Swales defines a genre as a recognizable communicative event characterized by a number of communicative purposes. The members of the professional or academic community in which the genre regularly occurs can easily identify and understand these purposes. A genre is a structured and conventionalized form of communication and there are constraints on the component elements in terms of their intent, positioning, and function. Analysis involves steps such as identification of the moves typically making up the genre and the communicative purposes of each move, investigation of the strategies different writers or speakers use to achieve the moves, examination of linguistic choices writers and speakers make, and the social influences influencing genre formation.

Genre-based approaches to teaching LSP have moved beyond the conventional focus on the surface linguistic forms which characterize communication in professional, workplace or academic situations and now attempt to raise learners’ awareness of the social influences and functions of genres and to help them understand the values placed on these genres by the target communities (Dudley-Evans, 1994; Hirvela, 1997). Dudley-Evans (1994, p. 229) states that genre-based approaches can be exploited in teaching for the purposes of “demystification of the epistemological conventions” of subject disciplines. In this respect, genre based LSP teaching represents a form of acculturation, an attempt to help learners understand the social and cultural context in which the genres operate, the community’s purposes for using the genre, and the institutional expectations placed on it.

### 27.5.2 Critical approaches

A second and more radical departure from conventional approaches to LSP is currently being advocated in the field of EAP. Over the years, there have been developments in the types of needs analysis carried out and in the approaches taken to description of language use. However, the underlying goal has remained constant: to help language learners meet the expectations and demands of the target situation and gain entrance and acceptance in those situations. This has entailed the attempt to get second language learners to fit in with the norms and conventions of those target situations. This is now being challenged and a number of writers argue that LSP is too passive and ready to accept the institutional practices and precepts established in the target situations. It is argued that LSP should not unquestioningly lead second
language learners to simply accept the communicative norms and status quo of target situations, but should empower them by helping them develop a critical perspective on those norms. Notable proponents of these views, such as Pennycook (1997) and Benesch (1996, 1999, 2001) argue that the established communicative practice of in-groups such as those in target situations should not be seen as the inevitable facts of the target situation, but rather that second language learners should be helped to view them critically and seek changes if necessary.

The emergence of critical approaches has led to debate in EAP. In the late 1990s this debate was seen in articles written by Pennycook and Allison that appeared in the journal *English for Specific Purposes*. Allison (1996) argued that English for Specific Purposes should continue its essentially pragmatic function (needs analysis, course and materials development, etc.), and warned of the dangers of a confrontational stance. Pennycook (1997), on the other hand, argued against what he termed “vulgar pragmatism” (the exclusive focus on everyday practical concerns). He argued that LSP needed to go beyond everyday concerns (such as course and materials design) and address broader social and political issues, for example, what LSP is doing and why. Pennycook argued that LSP has been a force for accommodation. By maintaining a conservative stance toward institutions and privileged members of established groups (those in the target situations), LSP was in effect upholding the values of those dominant groups and maintaining the established status quo.

In line with emerging critical approaches to LSP, Benesch (1996) argues the case for a critical approach to needs analysis. Conventional approaches to needs analysis in LSP, maintains Benesch, can give the misleading impression of being neutral undertakings that set out simply to identify objectively lists of skills or languages required for competent performance in target situations. In reality, however, needs analysis have been biased toward institutional viewpoints and the perspectives of those already in the target situation. Benesch argues that needs analysis must recognize the fact that institutions are hierarchical and that there is a need to afford those at the bottom of the hierarchy more power than they have by giving more priority to their version of needs.

Benesch (1996, 1999) reports on her approach to needs analysis in a paired ESL writing/psychology class in the US. The aim was to identify the needs of her students in coping linguistically with their psychology lectures, but also to explore ways to use the findings from her analysis of needs to transform the target situation (psychology classes). Benesch’s analysis revealed that the students were experiencing difficulties with the amount of reading for the psychology paper. In conventional approaches to needs analysis, this finding would most usually be acted upon by the LSP instructors in terms of offering provision of reading skills instruction and teaching strategies for effective extensive reading, and so on. In short, the problems would be seen as residing with the second language learners and the onus for change and development would be placed on them. The response of Benesch to the problem was (1) to
provide typical EAP reading support language activities, (2) to encourage the learners to act to transform the target situation to better meet their needs (Benesch ran a number of classes as a platform from which the students wrote proposals to the psychology professor suggesting how the lectures could be changed), and (3) to raise the students’ awareness of their rights in regard to getting the information they needed from the psychology lecture (for example, by showing the students how to ask questions to get necessary information).

A less strident version of critical pedagogy in EAP is reported in Swales et al. (2001). The writers describe the design and implementation of an EAP course for postgraduate students of architecture. One event in the postgraduate architecture program leading to high levels of anxiety for the writers’ EAP students was the “critique” or design jury. This event, which has been extensively criticized in the literature on education in architecture, involves students in presenting and justifying their designs to a jury of faculty and professionals. Swales et al. (2001) present instructional material developed for the EAP classroom. The material, entitled “critical analysis of critique,” sets up a forum for discussion on the problems of the event and aims to help the students become more aware of its educational context. The writers also report practical means they developed to empower the students in these events. For example, to help the students maintain some control over the interaction some instruction in the EAP class focuses on ways to hold the floor in a discussion.

### 27.6 LSP Testing

We now turn to a consideration of issues in LSP testing. Although there are early examples of LSP tests with clearly defined vocational or academic purposes dating back to the first half of this century (Spolsky, 1995), the testing of language for specific purposes came into its own from the 1970s onward in the wake of the communicative teaching movement with its focus on learner needs and its emphasis on ability for use rather than on discrete items of linguistic knowledge. General proficiency tests, which are broadly focused and cater for all comers, have typically placed more emphasis on grammar and vocabulary knowledge, which can be regarded as core components of language ability and therefore provide information which allows for generalization across a range of different domains. LSP tests on the other hand, which serve a more homogeneous population (e.g., a group of students, doctors, or business managers), are more often than not performance-based, in the sense that they involve test-takers in actively using the language to achieve particular communicative functions rather than in simply displaying their linguistic knowledge. They tend also to be more narrowly focused with tasks designed to simulate the demands of particular real-world situations. Thus, a test of academic language will look quite different from a test of medical language or business communication and will also, in theory at least, engage different
kinds of knowledge and skill from the test-taker. As is the case for LSP teaching, LSP testing activity is premised on the assumption that different domains of language use draw on different areas of knowledge and are associated with distinct varieties of language, the characteristics of which can be identified through needs analysis. Proponents of LSP testing maintain that, because the test tasks share critical language features of tasks in the target domain of language use and draw on content knowledge which is part and parcel of effective communication in that domain, the scores derived from the test will give a more accurate prediction of the candidate’s language ability in the field of interest. Further, just as LSP teaching is regarded as more motivating because of its relevance to learner needs, LSP testing may also be more acceptable to stakeholders because there is a more transparent relationship between tasks on the test and tasks performed in the relevant occupational setting. While test appeal (or face validity) is not important in its own right, it may mean that test-takers engage more actively with the test tasks and that receiving institutions take the test results more seriously. Such tests are also claimed to have positive washback, in the sense that teachers who have the task of preparing students to take these tests will be more likely to involve the learners in authentic communicative activities which are conducive to improving their ability to function in the target situation.

27.7 Test Purposes

LSP tests, whether in English or other languages, are typically used for selection or accreditation purposes, for example, to determine readiness for academic study, as is the case with the widely used IELTS (International English Language Testing System); to license foreign health professionals to practice in an English medium environment (McNamara, 1997); to assess the Japanese language skills of those applying to work in the tourism and hospitality industry (Brown, 1993); to select teachers who have the skills needed to work effectively in Spanish-English bilingual programs (Grant, 1997); or, to cite an unusual and even more specific purpose, to evaluate the listening translation ability of linguists employed to assist with telephone-tapping activities initiated by US law enforcement agencies (Wu & Stansfield, 2001).

One of the problems with using LSP tests for selection purposes is that testees cannot always be expected to have acquired the specialist knowledge and skills required for effective performance before they enter the particular professional or academic community. Whereas the “deep end” approach, which confronts learners with unadulterated real-world tasks, may be an effective strategy in some teaching situations (see above), a specific-purpose approach to test design in pre-experience contexts may be both unfair to the test-taker and inefficient in the sense that it fails to predict future performance accurately. Clapham (2000) makes this point strongly in relation to pre-university EAP tests, suggesting that what is really needed in devising selection tools for
tertiary study are indirect measures of academic aptitude rather than of
language proficiency, given that learners may have received little instruction
in writing academic essays or in listening to lectures in a school learning
environment. On the other hand, a stronger case for assessing domain-specific
proficiency can be made in a high stakes professional contexts such as
medicine or air traffic control, where the test-taker’s current command of the
relevant skills is critical to patient well-being or passenger safety.

Thus far most of the published literature on LSP assessment has focused on
high stakes proficiency testing. Locally designed LSP assessments for place-
ment, diagnosis or evaluation of in-house LSP training programs have been
less well documented. Recent exceptions are Feak and Salehzadeh’s (2001)
description of the process of developing a “home-grown” EAP video listening
placement assessment at the University of Michigan, Davidson and Cho’s (2001)
account of the evolution of a placement measure for ESL students enrolled at
the University of Illinois, and Brindley and Ross’ (2001) report on how tests
were used in the evaluation of an EAP program at Kwansei Gakuin University
in Japan. The latter study combines the use of proficiency tests with locally
developed achievement tests tailored to the content of the courses concerned.
Alderson (2000) argues that greater effort needs to be expended on developing
such context-sensitive measures of progress in EAP programs, rather than
relying on proficiency measures which are likely to under-represent these
programs’ achievements.

Also rare in the LSP literature are reports on the assessment of subject-
specific language acquired in mainstream education contexts where language
is the vehicle for teaching different school subjects (but see Butler (1997) on
the development of tasks to assess the academic language proficiency in
history and social science for minority students K-12 and Cohen and Gómez
(forthcoming) for an account of a test designed to measure the academic
language acquired in science lessons in the context of a primary school Spanish
immersion program). In fact this kind of context is not generally considered
in discussions of LSP testing, although it is arguably relevant given its concern
with delimited domains of discipline-specific language use.

Occasionally LSP tests may be used to promote the use of a minority
language in a majority language environment. The Māori Language Commiss-
ion in New Zealand has embarked on the development of a series of Māori
language proficiency tests with occupation-specific tasks designed to elicit the
language used for job-related tasks in different work settings. The first of these
is a Māori test for the Public Sector (Te Taura Whiri i te Reo Māori, 2002).
Salary incentives are offered to those who reach a specified threshold on this
test in the hope that this will encourage use of the Māori language in the
public domain and thereby foster language revival. In Australia, a telephone-
mediated test measuring the kinds of language used in health care settings has
been devised in both Cantonese and Vietnamese, for the purpose of building a
register of bilingual hospital workers able to use their language skills in inter-
action with immigrant patients and, where command of technical language
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proves adequate, to explain treatment options and/or elicit informed consent from those about to undergo an operation (Grove & Whelan, 2001).

27.8 Issues in LSP Testing

The major debates in LSP covered in the first part of this paper (the issue of generality versus specificity, the nature of the LSP construct, and the problematic role of needs analysis in defining the target domain) loom even larger for language testers; first, because these issues are encapsulated within a single set of tasks or items administered within a very brief time span, and second, because questions of fairness to test-takers and efficiency for institutions are paramount in any testing situation. However tests also serve the useful purpose of operationalizing LSP constructs in a form which is open to scrutiny, and involve, by their very nature, the gathering of quantifiable empirical data whereby key research hypotheses can be put to the test. The following section will deal with two practical problems facing LSP test developers, namely, that of specificity and authenticity, and will report on the insights into these problems offered by test-based research.

27.8.1 Specificity

The issue of what constitutes a specific purpose domain and how this can be defined and distinguished from other real-world domains crops up in any LSP test development project. Language testers, like those responsible for LSP course design, more often than not use some kind of needs analysis (or job analysis as it is sometimes termed) as a point of reference in drawing up test specifications. Characterizations of specific areas of language use are become increasingly sophisticated with, for example, the advent of digitized corpuses such as the TOEFL Spoken and Written Academic Corpus (Biber et al., 2002) and the English for Academic Purposes Spoken Data Collection (Simpson et al., 2000), which can be mined for test development purposes. However, although methods of defining an LSP domain have become more sensitive, they still fail to address the basic problem identified by Alderson (1988) in his critique of the elaborate Munby-type needs analysis conducted by Weir in preparation for the TEEP (Test of English for Educational Purposes). The inventories or taxonomies derived from these analyses tend to be unwieldy because the range of “allowable contributions” (Swales, 1990) in any specific domain of language use is generally too broad to be fully captured in a teaching syllabus, let alone in a one-off test. In addition, there is no agreed method for determining which combination of skills, functions, or knowledge areas are critical for effective performance in the domain of interest. The limitations of needs analysis are further highlighted by Hawthorne (1997), who considers the plethora of communication demands facing migrant engineers and nurses who succeed in finding employment in the Australian workforce and concludes that “test
designers have minimal capacity to produce occupation-specific tests which take a genuine account of issues such as cross-cultural effectiveness and field specialization” (p. 16). Elder (2001) illustrates the sampling problems faced by test developers in designing language proficiency tests for teachers, following a needs analysis identifying the range of language functions performed by teachers both inside and outside the classroom. Some of the requisite language skills were not specific to teaching and others varied according to the teaching situations (e.g., primary versus secondary, immersion versus language instruction) and indeed to different kinds of lessons and teaching topics. Even if systematic language variation between these different teaching situations is empirically demonstrable, it is clearly impractical to design a test for each situation or indeed, taking specificity to its logical conclusion, for each individual. Opting for a common core approach based on those language behaviors that occur in all teaching situations can also be unsatisfactory because it necessitates abstraction from the real world to a point where test tasks may be too decontextualized to elicit the language behavior appropriate to the teaching domain. More specific tests, which select tasks corresponding to those occurring in actual teaching situations, may be more meaningful, but the performances derived from them may have limited generalizability beyond the particular classroom event they refer to.

In addition, too much specificity may result in under-representation of the construct, since even a tightly delimited domain characterized by highly routinized language forms may be subject to unpredictability. Aeronautical radiotelephony communications, for example, may rely largely on standardized phraseologies, but even here, in addition to unexpected emergency situations, there are many non-routine but not highly unusual circumstances which are not catered for by these phraseologies. A test which is too specific in the language it elicits might not accommodate such eventualities, with fearful consequences in this instance.

In sum, while there is ample research evidence for the existence of language varieties (some of which was alluded to in the first half of this paper), these varieties, as noted earlier, may overlap. They may also lack internal coherence in the sense that there are often subdivisions within each variety. In selecting test tasks the LSP test designer must therefore settle for a compromise solution, based on common sense decisions.

Decisions regarding the specificity or otherwise of a test must nevertheless be supported by substantive empirical evidence if claims are to be made regarding the validity of inferences drawn from test scores. It is here that test-based research offers useful insights which, as it happens, do not always support the case for specificity. A convincing example is the painstaking investigation undertaken by Clapham (1996) into candidate performance on the subject-specific modules of the IELTS test. These modules were included on the assumption that candidates with particular disciplinary specialisms would do better on reading comprehension tests related to their particular field of expertise because they could bring their subject-specific knowledge and
language skills to bear while performing the tasks. Clapham’s results revealed that this was not necessarily the case and that background knowledge of the reading topic in fact accounted for an extremely small proportion of the variance in test scores. The low-scoring students were too hampered by limited language proficiency to make use of their background knowledge and the high-scoring students, she speculates, were proficient enough not to have to draw on this knowledge to make sense of the texts concerned. The intermediate level students were the only ones for whom subject-specific knowledge appeared to make a difference. An earlier large-scale study by Hale (1988), although revealing a significant relationship between subject-specific reading passages and major field of study, concluded that the effect was negligible in terms of its practical impact on overall TOEFL scores. While the findings of research in this area are somewhat equivocal and may be partly attributable to the test designers’ failure to choose texts or tasks which are unambiguously located within a particular disciplinary field, they give some grounds for the conclusion reached by Davies (2001) that “the discipline path is in fact a garden path” (p. 141) and lead Fulcher (1999) to assert that “Unless future research . . . can provide measurable definitions of ‘specific’ it may no longer be appropriate to talk about tests of English for Academic Purposes, but rather of test of English through Academic Contexts (EAC)” (pp. 214–15).

Research outcomes such as these have contributed to the decision (taken in 1995) to abandon the discipline-specific modules on the IELTS in favor of generic academic reading tasks. Whether this shift from a specific to a more general common core approach to language proficiency testing will be mirrored in other professional and vocational assessment contexts remains uncertain.

27.8.2 Authenticity

Another thorny issue at the heart of LSP testing is that of authenticity, a term which is used with reference to the content and format of the test, on the one hand, and, on the other, to the nature of the test-taker’s response and to the way this response is judged. Authenticity, now regarded as a critical validity requirement of LSP testing, can only be said to have been achieved if there is a demonstrable correspondence between the task on a test and the corresponding target language use situation, such that the task succeeds in engaging the relevant language abilities of the test-taker.

To increase the chance that relevant context-specific behaviors will be elicited in test performance, Douglas (2000) offers a framework (adapted from Bachman and Palmer’s 1996 taxonomy of test method facets) to assist in matching the characteristics of test tasks to features of the target language use situation. He also advocates the involvement of subject specialist informants with insider knowledge of the domain of interest to help with understanding and interpreting the communicative event or situation which the test is designed to represent (Douglas, 2000, p. 101).
Wu and Stansfield (2001) follow suit, proposing a model of “Verification of Authenticity in Test Development” (p. 199), which involves dialogue between the test development team and expert informants at all stages of the test development process. They illustrate this model with reference to the chain of design decisions involved in the development of their Listening Translation Test for linguists hired by law enforcement agencies to decipher conversations between persons under criminal investigation, claiming that the application of this model has resulted in a test which corresponds very closely in its demands to what linguists in these situations are normally required to do.

The quest for authenticity in LSP also raises the issue of how to formulate appropriate criteria for assessment purposes. In designing a test of Japanese for tour guides, Brown (1994) draws on the insights of industry informants with experience of tour guiding as a basis for criteria (e.g., enthusiasm, empathy, and persuasiveness) for assessing the quality of communication on role plays designed to simulate typical occupational encounters. These “indigenous criteria” (Douglas, 2001) are used in conjunction with more traditional linguistic ones, to produce job-specific task-related profiles of language competence. Jacoby and McNamara (1999) go further to propose that ethnographic studies be conducted to document the means by which members of a particular group are socialized into field-specific discourse practices and that these methods be used as the basis for critiquing existing test criteria and establishing more authentic ones.

The requirements of test fairness, usefulness, and practicality nevertheless place considerable limits on all dimensions of authenticity in the test encounter. For example, in the case of the aforementioned listening translation test, test designers were, for obvious reasons, obliged to use actors “who were able to talk like criminals, if the conversation required it” (Wu & Stansfield, 2001, p. 195), rather than actual criminal subjects. While the credibility of these conversations was verified by “experts” with insider knowledge of “criminal-speak,” the conversations were inevitably less than authentic in some respects.

Feak and Salehzadeh (2001) and Read (2002) point to the difficulties created by a “free-wheeling” approach to eliciting multi-party conversation on tests designed to measure the language proficiency characteristic of academic seminars. With very few exceptions, academic listening tests involve the use of “doctored” scripts, to ensure that these contain material that is rich enough to allow for a variety of challenging comprehension questions to be asked, short enough (without too many pauses and digressions) to satisfy efficiency requirements, as well as simple and audible enough not to place unreasonable demands on the test-taker. (Such modifications, it should be noted, are also very common on materials produced for LSP teaching, although there are stronger arguments for using natural speech segments in the teaching context.)

McNamara (1997), writing about the development of the Occupational English Test (OET) for health professionals, describes a number of ways in which job simulations “may distort the reality of professional communication
when implemented under test conditions” (p. 35). One example was the requirement that test-takers (in the role of medical practitioner) organize the notes they took on recorded case histories under specific content headings. This was deemed necessary to achieve a scoreable performance, although in the corresponding real-world setting doctors’ note-taking practices vary widely and may be extremely cursory, especially in situations where the diagnosis is clear.

Conversely, when test simulations do end up producing highly authentic interactions this may be a source of unfairness, as Lumley and Brown (1996) point out in their analysis of discourse data from the OET nurse–patient role-plays. Some role-plays on this test were designed to introduce a deliberate point of conflict on the grounds that such tension was a normal feature of many hospital interactions. Test interlocutors, in the role of patient, were sometimes found to be over-enthusiastic in their response to the instruction “be persistent” on their role play card by interrupting, disputing what was said by the candidate (in the role of nurse), and preventing her from completing an explanation (1996, p. 124). The authors point out that while such behaviors often occur in real-world settings and were deemed to be authentic by expert informants, they may be counterproductive in the test situation, resulting in a loss of confidence and, in some cases, making candidates appear less proficient.

The problems associated with job-specific role-plays are also discussed by Elder (2001). She reports on the suspension of disbelief required to simulate the teacher role in the test situation, due to the absence of a student audience and the presence of an interlocutor who occupies the role of judge, facilitator, and audience simultaneously. Some test-takers, she notes, may be unfairly penalized for their inability or unwillingness to conform to the script assigned to them, whereas others, with quite limited language proficiency but good communication skills or acting ability, may be rewarded for giving a convincing teacher-like performance on the test.

This raises the issue of the success criteria used in judging task performance, which McNamara (1996, pp. 43–5) characterizes as being either weak (i.e., where underlying language skills are assessed independently of the context in which they are elicited) or strong (i.e., where the fulfillment of the task demands is assessed in it own right, with all the skills – linguistic and non-linguistic – that this entails). On a test of teacher proficiency, for example, a strong approach to LSP assessment will give priority to communication strategies such as simplification and repetition which might be required of a teacher in order to get the message across effectively to a student audience. Elder (2001), however, reports that scores given to test-takers with a good command of such strategies were sometimes at odds with those derived from more traditional linguistic criteria focusing on the range and complexity of linguistic resources, resulting in anomalous measurements where both strong and weak criteria were incorporated within a single rating scheme. Douglas (2001) also acknowledges that it is not a simple matter to make the transition from the
indigenous (and arguably more authentic) criteria applied in judging real-world communication to those that will employed in an LSP testing context. The criteria may be too local and too task-specific to allow generalizability across the range of task performances. Involving subject specialists or occupational experts in the rating process may be valuable in that it accommodates the view of end users, but it may also be hazardous given studies which show that such raters orient themselves differently to the task of rating than do linguists or ESL teachers, may lack the metalinguistic knowledge to identify relevant linguistic features of performance, and may sometimes be less reliable (e.g., see Elder, 1993a; Brown, 1995; Lumley, 1998; Daborn & Calderwood, 2000; Douglas & Myers, 2000; Grove & Whelan, 2001). Again, some kind of compromise is needed. Hamp-Lyons and Lumley (2001, p. 128) suggest that getting the right balance between input from content specialists and from linguists as one of the key challenges facing LSP testing.

Thus, while the profession now takes for granted the value of assessing language in meaningful “life-like” contexts, it must also be acknowledged that absolute authenticity is unobtainable on a test and indeed a misguided ambition in that it confuses the criterion with the method of measurement. Current research tends to focus on how more or less authentic test delivery modes, response formats, or scoring procedures (e.g., tape- versus video-mediated listening texts, stand-alone writing versus integrated reading and writing tasks, machine versus human scoring) affect test performance, exploring the implications of any differences for construct validity. Evidence that a more authentic test leads to better predictions of real-world performance is however lacking. The most commonly conducted studies are those exploring the capacity of EAP tests to predict future academic success and thus far these have furnished little evidence to the effect that the type of language proficiency instrument used is what makes a difference to the strength of the correlation between test scores and academic outcomes. Any differences which emerge from such studies may have as much to do with differences in the reliability of the instruments concerned, the diverse nature of the populations tested, the different cut-off points prescribed for entry to academia in different contexts, and the variability of the criteria used to measure academic success (see Elder, 1993b; Graham, 1987; and Criper & Davies, 1988 for further discussion).

Until such evidence is forthcoming (and for methodological reasons such studies are hard to conduct), the strongest practical arguments for LSP testing are political and pedagogical. First, LSP tests make the goals, methods, and outcomes of assessment more transparent and hence more convincing to end users (although this, as Alderson (2000) suggests, is itself a matter for empirical research). Second, high stakes LSP tests are more likely to generate teaching activity which is seen by learners as relevant to their needs (although whether this is true and whether such courses actually serve the learners better than more general common core proficiency courses remains, as we saw earlier, the subject of debate). Nevertheless, while in many ways the LSP testing endeavor is an act of faith, rather than an empirically defensible practice, the journey
from indirect to increasingly direct contextualized measures of language behavior has resulted in greater reflection about the nature of language ability as it is enacted in the world (rather than as a static competence which resides within the mind of the test-taker) and about the value of separating language ability from other aspects of communication which may be equally important for performance in both academic and professional encounters.

27.9 Conclusion

Trends in LSP teaching as described in this chapter are paralleled closely by those in LSP testing. Both teaching and testing are now informed by richer conceptualizations of what specific purpose language ability entails. These constructs now draw on increasingly sophisticated characterizations of the domains of interest, described not only in terms of linguistic features, but also in terms of the conventions, cultural values, and belief systems operating within the relevant discourse communities. Both language teaching and language testing have responded to the demands and needs of LSP, teaching more adventurously, no doubt, because it can more easily than testing take account of the local and the contingent, while testing needs to be more generally accountable. Two challenges remain to be answered by both endeavors. The first is why LSP (teaching and testing): is it a theoretical or a practical (and face validity) matter? The vote so far seems to favor the practical explanation. The second challenge arises – ironically – because in responding to LSP user needs and target behaviors, both teaching and testing stand accused of accommodating to current inequitable power relations. This raises wider political and ethical issues and is taken up both in the introduction to this volume and in Chapter 32.

See also 4 Language Corpora, 5 Discourse Analysis, 24 Fashions in Language Teaching Methodology, 31 Language Testing, 32 Critical Applied Linguistics.
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28 Bilingual Education

HEATHER LOTHERINGTON

28.1 Introduction

The world of the twenty-first century is inescapably multicultural. Twentieth-century technological innovations, particularly during the past quarter century, have revolutionized human and information transfer creating radically new opportunities for cross-cultural human communication in both real and virtual time. With the aid of fast, efficient and economical air travel, immigration patterns have shifted, rendering even those nations assumed to be fundamentally monocultural and monolingual into culturally complex societies. Supranational political and trading blocks have formed, dissolved, and reformed, and with them have come languages of wider, intercultural communication. Our shrinking political boundaries have brought with them everyday social encounters no one thought possible a mere half century ago, when increasing human mobility was beginning to challenge concepts of citizenship, nationality, and cultural identity.

Over the past half century, as societies have become increasingly multicultural, many demands for specific language and literacy proficiencies have arisen in terms of maintaining, revitalizing, and archiving the languages of non-dominant cultures and in acquiring languages of wider or official communication. In response, experimental bilingual and multilingual education programs have been developed, and they have grown into well-researched educational alternatives that are now familiar options in schools around the world.

28.2 A Brief Historical Introduction to Bilingual Education

Bilingual education has become a very popular educational option, but it is not a new phenomenon. According to Mackey (1978), bilingual education
is thousands of years old, predating even the invention of the alphabet. Lewis (1976) points out that prior to the Christian era, the three linguistic ascendancies of Akkadian, Aramaic, and Greek brought with them consequent widespread bilingualism requiring bilingual education for minority functionaries.

The history of language contact shows that languages of strongest influence are those which have been supported by powerful institutions: religion, education, government, and the professions. The close relationship between religion, language, and literacy pervades civilization, and continues to sustain instruction of and in languages of liturgical significance, including classical languages such as Hebrew and Arabic, and languages of contemporary missionary focus. Indeed, as Crystal notes, it is a common religious tenet that a divine being has bestowed language on humanity (1997, p. 338).

In earliest days, the relative rarity of literate languages drove the need for formally studying in a language other than that spoken at home (Mackey, 1978). Prior to the Industrial Revolution, which fueled a need for a literate working force, education was the domain of the privileged, often conducted, at least partly, in a classical language. In classical Rome, Greek was taught to elite children, but, as Genesee points out (1987, p. 2), not without controversy about possible cognitive and linguistic effects of simultaneous bilingual instruction, a debate still heard today. In western Europe, the dominant language of scholarship was Latin until a just a few centuries ago (Genesee, 1987).

Not until the invention of the printing press were vernacular languages a viable literary alternative (Lewis, 1976). Even after education began to be taught in “national” languages, such as English and French, rather than classical languages, there were home-school language schisms owing to dialect differences (Genesee, 1987), a situation also known in contemporary bilingual education.

Mass education is a relatively recent social phenomenon, dating back only a century or two, and the teaching of languages has now moved from being the study of classical and foreign languages by a small elite for largely academic purposes to a being a basic social and economic necessity. What we see in the mid-twentieth century is the coming together of this tradition of classical language education with new developments and expectations in democratic education through vernacular languages. That marriage explains the assumption behind bilingual education that the cultural enrichment claimed for the classics could be achieved through any modern language, while at the same time offering cognitive empowerment by giving the status of language medium to the vernaculars.

Contemporary forms of bilingual education find their roots in experimental classrooms of the 1950s and 1960s, including importantly, the St Lambert French immersion kindergarten (Québec, 1965), the Dade County two-way immersion program (Florida, 1963), and the first European School (Luxembourg, 1957).
28.3 Current State of Debate

28.3.1 Bilingual immersion education

The longest standing debate about bilingual education is simply, “Does it work?” The reasons for instituting bilingual education depend on the sponsoring communities and ultimate program goals. Balances in the introduction of the languages of instruction can vary widely depending on choices made. However, parents and community members want to be reassured that children in bilingual education programs will not abandon their first language and culture, will learn the second language, and will not sacrifice curricular learning in any way.

A strong bilingual education program growing rapidly in popularity is bilingual immersion in which at least 50 percent of curricular content is delivered through the medium of the second language. The first bilingual immersion program was a French immersion kindergarten instigated by the St Lambert Protestant Parents for Bilingual Education (Lambert & Tucker, 1972). In the early 1960s, prior to the 1969 declaration of the Official Languages Act in Canada, the province of Québec was in a state of high political tension over issues of linguistic and cultural recognition of the majority francophone population. In an English-speaking pocket of the greater Montréal area, a group of concerned parents began a sustained planning, consulting, and public lobbying effort for better quality, more effective French as a second language education for their children. These parents “felt their children were being shortchanged and should have the opportunity to become ‘bilingual’ within the school system . . .” (Lambert & Tucker, 1972, p. 220). They had many reservations, however, that eventually shaped the format of their experimental program. The Québec provincial education system was segregated by both language and religion, with resulting French Catholic, French Protestant, English Catholic, and English Protestant schools. Many parents did not want to jeopardize their cultural and religious backgrounds by sending their children to French Catholic or even the “academically weaker French Protestant” schools (Lambert & Tucker, 1972, p. 221). Nor did they want an enrichment program of the sort offered at the Toronto French School in the neighboring province of Ontario, where French and Russian were offered with goals and examinations directed to external qualifications, such as the French baccalauréat. “They wanted ‘normal’ education, with one exception – it should lead to bilingualism by the end of elementary school, with no deficit in the mother tongue” (Lambert & Tucker, 1972, p. 231).

The program proposed by the St Lambert Protestant Parents for Bilingual Education was a radical paradigm shift in second language education; there was nothing like it in Canadian French as a second language education (Swain & Johnson, 1997). Children were taught by a French-speaking teacher; introduction to English was delayed until grade 2 when English literacy skills were first introduced to them. The amount of English gradually increased
until grade 6 at which point 50 percent of the curriculum was given in each language (Swain & Johnson, 1997).

Four decades later, following the success of the French immersion kindergarten experimentally organized for anglophone children in St Lambert in 1965, the pedagogical model first described as “immersion in a ‘language bath’” (Lambert & Tucker, 1972, p. 225) has spread globally, and recent accounts of immersion education describe programs in Africa, Asia, Australia, Europe, North America, and the Pacific (Johnson & Swain, 1997). However, incongruously, side by side with the increase in schools proposing immersion language courses internationally, are movements in the United States of America actually banning bilingual education in favor of “English only” administrations (Crawford, 1992; Schmid, 2001).

28.3.2 Bilingualism and nationalism

According to Hornberger, the concept of one nation one language, signaling the unification of a nation-state through a common language, emerged relatively recently in human history, following the establishment of eighteenth- and nineteenth-century nation-states in Europe and the Americas (2001, p. 31). Since the twentieth century, however, this marginalizing ideology has been pressured by globalization, ethnic fragmentation, multinational trade, and supranational political blocs. Furthermore, denationalization has occurred for a number of major world languages such as English, Spanish, and Russian, which have been appropriated as languages of wider communication (Lewis, 1976).

Bilingual education is rooted in a political ideology that rejects a singularity of cultural vision and works toward understanding across cultural and linguistic difference. Although bilingual education is generally lauded as an enriching educational experience, this is not a universal opinion. Given the range of political perceptions of multilingualism, from economic bonus to political threat, and the influence of social policies on public views and expectations of citizens’ language competencies, opportunities for and attitudes toward bilingual education vary widely.

The volatile “English only” movement snowballing in the United States promotes a highly deterministic link between language, culture, and nation. Within this philosophy, American culture is firmly anchored in use of the English language, and cultural and linguistic diversity are drawn as intolerable threats to political unity (LoBianco, 2001). This ethnocentric mentality is bolstered by the growing prominence of English as a global language for purposes of business and intercultural communication, and the immensity of the American economy in global financial markets. Acquisition of English is thus rationalized economically with relative ease, and under the additional political weight which vilifies minority tongues as un-American, other languages are drawn through a sort of cost-benefit analysis as irrelevant, interfering, and best abandoned.
Within this political climate, bilingual education runs the gamut from culturally remedial to barely legal, if at all. Nonetheless, innovative bilingual programs, including formative, locally developed programs such as two-way immersion, are taking place in the United States, many of them socially and culturally grounded in ardent opposition to current political platforms.

The case of Ebonics is illustrative. Ebonics, or African American Vernacular English (AAVE) is a recognized variety of English spoken by a majority of inner city African Americans. It is a variety of language that has been studied by sociolinguists; AAVE has a consistent grammar, vocabulary, and phonology and is as capable a medium for logical reasoning as any other (Schmid, 2001). The genesis of AAVE is debated but there is some speculation that it has roots in a creole spoken by some of the first inhabitants, which has been increasingly affected by mainstream English (Crawford, 1992; Crystal, 1997).

An Ebonics-English bilingual education program was instituted in Oakland, California to vociferous debate in the 1990s. The pro-lobby saw Ebonics-medium education as a means of better reaching children and of introducing “standard” American English to them not as a perpetual correction of their competent AAVE language but as a parallel language variety: one of wider communication. In essence, this lobby believed that nurturing individual bilingualism would facilitate emergent literacy and successful entry into mainstream English-speaking society by linguistically differentiating Ebonics from standard American English. The opposition balked at conferring recognition on a non-standard vernacular. Some assumed their children would be prevented from learning standard English, or feared that children were being stigmatized through school use of their home vernacular (Schmid, 2001). Despite the fact that the debate came to national and international media attention, involving professional associations such as the American Association of Applied Linguistics (AAAL), the Linguistic Society of America (LSA), and Teachers of English to Speakers of Other Languages (TESOL) in public debate on the matter, resistant attitudes remained (Murray, 1999). Within a year, California had moved toward politically curtailing all bilingual education.

28.3.3 Language ecology and revitalization movements

It is for this reason that those who seek to defend a threatened linguistic capital, such as knowledge of the classical languages in present-day France, are obliged to wage a total struggle. One cannot save the value of a competence unless one saves the market, in other words, the whole set of political and social conditions or production of the producers/consumers.

(Bourdieu, 1991, p. 57)

Tove Skutnabb-Kangas estimates the number of oral languages (i.e., excluding sign languages) around the world to number approximately 6,700 (2000, p. 31).
However, the world’s languages, like other resources, are very unevenly distributed. Of the world’s oral languages, over 5,000 are spoken in just 22 countries, which have the highest per capita linguistic diversity (2000, p. 34). However, many of these languages are under severe threat of imminent extinction. According to Daniel Nettle, 11.5 percent of the world’s languages have fewer than 150 speakers; a further 30 percent have fewer than 1,000 speakers (1999, p. 114).

Close to half of the population of the earth speaks just a handful of the world’s languages; Nettle and Romaine, citing the 1996 Ethnologue, number these at 15: Mandarin Chinese, English, Spanish, Bengali, Hindi, Portuguese, Russian, Japanese, German, Wu Chinese, Javanese, Korean, French, Vietnamese and Telegu (2000, p. 29). Skutnabb-Kangas includes Arabic in the top five as well (2000, p. 38). Some of these major world languages have been labeled “killer languages.” Their swelling ranks of speakers through educational and administrative coercion signal minority language shift. Of these, English is usually accorded top place as killer of linguistic diversity.

Bilingual education can be both saboteur and guardian of what Nettle and Romaine term: “biolinguistic diversity” (2000, p. 13). Bilingual education is a tool for spreading world languages, and this is seen very much in the international popularity of English in bilingual programs and second language courses. At the same time, bilingual education is a vehicle for language maintenance programs where children’s home languages are reinforced through literate study at school. Furthermore, bilingual education can be a critical mainstay in language revitalization programs where children are educated in a threatened language, offering a means of language regeneration.

Skutnabb-Kangas (2000, p. 6) quotes Joshua Fishman as repeatedly indicating that schools alone cannot save endangered languages, but they can kill them. The political engineering of language and literacy competencies through educational and economic reward can be to the detriment as well as the support of language revitalization and maintenance efforts.

Papua New Guinea has the highest linguistic diversity on earth, as home to over 850 languages from a number of distinct language families. The Summer Institute of Linguistics has been active in the development and teaching of vernacular language education in Papua New Guinea for decades, notably with the Viles Tok Ples Skuls project which began in 1980 in response to parental fears about the socially alienating effects of English medium schooling on their children (Litteral, 1999). Villagers wanted education for their children that reinforced their Tok Ples (literally: “talk place” meaning vernacular language), and prepared them well academically. The provincial government supported parents’ expressed concerns and instituted the Viles Tok Ples Skuls: vernacular medium preparatory schools. By 1993, the indigenous education project had extended to 250 languages (Litteral, 1999, p. 3), despite the decimating effects of the Bougainville civil war, and vernacular language preparatory schools were spreading to other provinces across the country. The Viles Tok Ples Skuls provide preparatory vernacular literacy to grade one
where English is introduced in a bridging year; maintenance of the vernacular through content-based study of non-core subjects to grade 6, and vernacular activities in secondary and tertiary education (Littoral, 1999, p. 4).

In Aotearoa-New Zealand, a landmark Maori-English bilingual program has gone some way toward revitalizing Te Reo Maori (the Maori language), which, only a generation ago, was under serious social threat, with less than 5 percent of Maori schoolchildren found to be able to speak their language in 1975 (Durie, 1997, p. 16). Maori-speaking children, like many minority language children worldwide, were punished for speaking Te Reo Maori at school prior to the 1970s. The prevailing assimilationist policies reinforced English monolingualism in education as in the larger society. Trial Maori-English bilingual programs began in the late 1970s. In 1982 the first Kohanga Reo, or language nest, was established. This early total immersion kindergarten program has been very successful, and a range of follow-up Taha Maori (Maori enrichment) and Kura Kaupapa Maori (language immersion) programs allows children to continue language acquisition and maintenance as they progress through school (Durie, 1997). By 1995, close to 50 percent of all Maori children were enrolled in Kohanga Reo (1997, p. 18), and the language nest model was being applied to other Pacific languages spoken in Aotearoa-New Zealand.

28.4 Contexts of Bilingual Education

28.4.1 Sociocultural

Language signals and encodes cultural identity. Contemporary cultural identities are very complex. People's identities mediate personal, social, cultural, and language affiliations through their language repertoire. Many people see themselves as intrinsically bicultural.

Bilingual education is socioculturally targeted. Learning through the media of two languages is not random. It is essential that students understand at least one of the languages through which they will be taught. Nonetheless, the language backgrounds of students enrolled in bilingual education include a range of knowledge bases, from monolingual to bilingual or multilingual in an assortment of high and/or low status languages.

The contexts supporting bilingual education are endlessly variable. The micro-context of the home could be monolingual and monocultural, monolingual but bicultural, bilingual and bicultural, or multilingual, with generations of family members having different language competencies and preferences. The language/s of the home may also have variable levels of status within the community, which itself might function in a variety of languages, despite the national language profile. In California, for example, where bilingual education has been politically barred, there are extensive and well-established neighborhoods in which languages such as Spanish, Cantonese, and Korean thrive.
How and where students fit into the dominant sociocultural context of the bilingual education program is highly salient. The onus on a student who has recently settled in a country and needs to learn the majority language for all aspects of survival is something quite different from that on a student enrolled in an enrichment program out of intellectual curiosity. Not only do expectations and assessments of students’ success rates vary considerably with the relative social importance of the languages, but also the vitality of the languages themselves may be at stake. For instance, in a recent study in Australia, students in a variety of bilingual courses were found to have the following range of possible language backgrounds (Lotherington, 2001):

1. recent arrivals to Australia who had been educated in the target language (TL),
2. those who had an oral and literate grounding in the TL,
3. those who had an oral background in the TL,
4. those who had a passive knowledge of the TL,
5. dialect speakers,
6. those with a cultural but not a language background in the TL,
7. monolinguals with no language background in the TL,
8. bi- and multilinguals with no language background in the TL.

28.4.2 Political

28.4.2.1 Language policy

The treatment of cultural pluralism in national policy is a determining factor in languages-in-education policies and programs.

National political reactions to cultural diversity range from multiculturalism, where cultural pluralism is welcomed as an asset (e.g., Australia), to assimilation, where minority cultural populations are expected to abandon their linguistic heritages and melt into majority language and cultural norms (e.g., the United States of America), to disaggregating polarities, where cultural groups are isolated and maintained separately from each other, with attendant unequal civil rights (e.g., the former apartheid regime of the Republic of South Africa) (Baker, 2001).

Accordingly, language can be politically perceived as a problem, a right, or a resource (Ruiz, 1984). For instance, a nation with a political agenda of assimilation sees cultural and linguistic pluralism as incompatible with national unity, and as such understands language diversity to be a problem. Bilingualism in nations of this political character is seen as neither a normal nor indeed desirable social trait, but running contrary to historical legacy, or to a non-negotiable cultural identity. In the American “melting pot,” bilingualism is envisioned as a transitional state through which minority language speakers must pass en route to majority language adoption. As such, subtractive bilingualism, where the second language (L2) is intended to replace the first language (L1), is reinforced. In effect this is language shift rather than any kind of bilingualism.
Nations espousing multiculturalism may look upon language diversity as a right of citizens and provide constitutional protection. Where societal languages have been accorded the status of citizenship rights in officially bilingual and multilingual countries, protective legislation provides for education as well as other designated legal, institutional, and administrative functions. For instance, in Canada, where English and French have been accorded status as official languages, bilingual education programs are widely available. **Additive bilingualism**, where the L2 is added to the L1, is encouraged in such a political climate; however, as equivalent constitutional protection is not accorded to all minority and indigenous languages in the country, selective language shift can easily occur if minority language speakers shift from speaking their unprotected minority languages in the home and community to the official languages of the country. In this case, where individual and societal languages are not equally supported, bilingual education can be either additive or subtractive, depending on the learner’s L1.

Multicultural nations may further view linguistic diversity as a resource that socially and economically enriches the culture as a whole, and actively promote acquisition and maintenance of additive bilingualism through educational means. For example, in the state of Victoria, Australia, options for credit study of over 50 languages have been possible for a number of years now (Department of Education, 1997). Indeed, in a case study of a suburban high school in Melbourne in 1998, ten community languages were being taught as credit subjects: Arabic, Chinese, Khmer, French, German, Greek, Italian, Japanese, Spanish, and Vietnamese; two of these languages (Vietnamese, Chinese) through immersion programs (Lotherington, 2001).

### 28.4.2.2 Language planning

Language policy is a combination of explicit public policy (as in the declaration of official languages), and less obvious implicit social norms. Language policy may be directed to the language code itself, as in corpus planning, or to status planning, where the place of language in society, rather than the language code, is engineered.

Status planning affects bilingualism and bilingual education by facilitating the study of languages of high or protected status. Language can be accorded official status, as in the case of Bislama, the variant of Melanesian Pidgin spoken in Vanuatu. Bislama’s official status alters public opportunities for using the language for administrative, institutional, and business purposes, which, in turn, positively affects attitudes toward the language. Language can be given special priority in government planning as well. For example, in Victoria, Australia, eight key languages are educationally prioritized: Chinese, French, German, Greek, Indonesian, Italian, Japanese, and Vietnamese (Clyne, 1997, p. 104).

Corpus planning affects bilingual education insofar as it mandates language standards. The Académie française, a seventeenth-century institution that safeguards French language and culture, is an example of corpus planning.
Another is Te Tauru Whiri i te Reo Maori (the Maori Language Commission) in Aotearoa (New Zealand).

28.4.2.3 Language standards
Defining what a language is emerges as a problem where language norms and standards are drawn for educational and publishing purposes. Some language communities do not name their language. This is not only true of indigenous languages but also of vernacular languages, particularly of pidgins and creoles, which are typically held in low social esteem. As Lisa, a bilingual Jamaican Patois-English speaker, and a graduate student of Education points out:

My mother would never consider herself bilingual because she honestly thinks that she speaks English and only English. If you were to ask my mother what other languages are spoken in Jamaica other than English, she would be very offended. How could you ask such a question when the official language in Jamaica is English and Patois is only “bad” English? People are upset by the notion that what they think is English is not what others think is English. (personal communication, Lisa Tomlinson, York University, Toronto)

The question of who sets the standard involves a historical quest. Languages of large speech communities, especially world languages, are lexically indexed in dictionaries that note regional, temporal, and social variations; they are preserved in bodies of published literature, and broadcast through mass media. However smaller languages, especially preliterate languages, are open to debate on whether they should be educationally recognized. This debate about recognition is driving the anti-bilingualism lobby in California vis-à-vis the teaching of Ebonics in school. At a metropolitan school in Toronto, the teachers note that they don’t know what the students are speaking and assume it is Ebonics. It is pointed out that children are using Jamaican Patois. The children themselves do not necessarily understand that this is essentially a different language.

Establishing a recognized orthography for a language is imperative. In the Micronesian republic of Nauru, children speak Nauruan or an English lexifier Pidgin as lingua franca with others on the island. However, they are expected to cope with formal education in English, using a curriculum imported from Australia. English is not spoken colloquially by Nauruans. Their widely used Pidgin is not acknowledged as a distinct language. Codification of the Nauruan language is a further political issue: orthographic conventions have not been agreed upon. This essentially prevents any opportunity to introduce English through bilingual education for Nauruan schoolchildren (Lothereington, 1998).

28.4.3 Psychological
An L1 always develops within a natural context: no one “teaches” their child to speak, despite the claims of errant caretakers. Acquisition of an L2 does not
exactly parallel L1 development; otherwise we would all be able to endlessly and relatively effortlessly acquire new languages. However, we do know that L1 development provides an important basis for L2 learning in formal, serial language learning (Cummins, 2000).

28.4.3.1 Attitudes
The attitudes held by students with the regard to the languages they are learning, the cultural context/s of those languages, and their speakers affect learners’ success in becoming bilingual.

Attitudes toward their own cultural identity can affect learners’ L2 acquisition, L1 maintenance, and intergenerational language transmission. Second language learners with a positive sociocultural identity are more likely to maintain their L1 and to add an L2 to their linguistic repertoire than L2 learners who have a negative sociocultural identity, and may see second language acquisition (SLA) as an avenue for replacing the L1 rather than adding to it.

Students’ motivations for acquiring or maintaining a second language through bilingual study include both intrinsic and extrinsic influences. Parents, other relatives, and teachers may act as extrinsically motivating forces on those learning or maintaining a minority language. Learners may also have an intrinsic interest in the language.

A teacher in a Hebrew immersion program in Canada asks how she can improve students’ motivations for learning Hebrew when it is seldom heard outside of the confines of the school. She wants her students to feel part of a social collective; to feel integratively motivated to belong. However, she despairs that Israeli youth seem to want to learn more English, so it is difficult to sell modern Hebrew as the language of contemporary Jewish culture to young Canadians when the Israeli teenagers they are likely to meet want to learn more English.

Meanwhile a teacher of Mandarin Chinese in Australia is busily selling her content-based bilingual program on the basis that knowledge of Chinese is an important asset for both local business and foreign trade. She is highlighting an instrumental motivation to learn Chinese: knowing the language will be socially, academically or economically facilitative.

28.5 Models of Bilingual Education

28.5.1 Learning a second language
An L2 can be learned naturalistically, or “picked up” through contextual circumstances, or it can be formally learned through conscious application. SLA has been extensively studied by applied linguists and psychologists in an effort to sort out quite why and how learning an L2 varies from learning an L1 and how we can better teach second languages. Variability in SLA is endless, situated in linguistic, contextual, individual, social, political, cultural, and
pedagogical factors. However, there is systematicity in SLA as well and theoretical findings have informed the field on learner characteristics, variations in linguistic environments, and interlanguage development (Long, 1994). Nonetheless, there are still gaps in fundamental theoretical understanding.

The term L2 captures fundamental differences in the process of language learning rather than in the temporal sequence of language acquisition. Foreign language (FL) is a term sometimes used instead of second language (SL). This is a political label denoting the FL as a language of exogenous linguistic and cultural norms. The use of the term foreign language in the educational context is culturally isolating; indeed such usage is increasingly being replaced by less alienating terms such as international language (Canada), and community language (Australia).

Stern (1983) details the history of second language pedagogy from the late 1870s to the early 1980s, during which period languages were taught through a variety of methods, but essentially as linguistic artifacts: subjects where focus on the grammar and vocabulary, whether oral or written, constituted learning the language. Only in the 1970s did the field turn to the more communicative approaches to language learning that underscore contemporary bilingual education.

Most descriptors of L2 learners denote deficit. Acronyms used to describe L2 learners of English, which is predicted to be more widely spoken in the world as L2 than L1 within the next 50 years (Graddol, 1999), are marked forms against an underlying unmarked native English speaker: ESL (English as a second language), EFL (English as a foreign language), ESOL (English to speakers of other languages), NESB (non-English-speaking background), LEP (limited English proficiency), LOTE (language other than English). Bilingual education, in its strong forms, avoids these negative labels by introducing the languages of study in a more democratic academic context.

28.5.2 Bilingual and multilingual education

Bilingual education refers to education in which two languages are used instructionally. It is a growing international phenomenon. Recent volumes on bilingual education have documented programs operating on all continents; for example, Africa (Ghana, Kenya, Nigeria, South Africa, Tanzania); Asia (Brunei, China, Hong Kong, India, Indonesia, Japan, Malaysia, Singapore); Europe (Belgium, Denmark, Finland, Germany, Hungary, Ireland, Italy, Netherlands, Norway, Slovak Republic, Slovenia, Spain, Sweden, United Kingdom); the Middle East (Lebanon); North America (Canada, Jamaica, Mexico, United States); South America (Paraguay, Peru); and the Pacific region (Australia, Hawai’i, New Zealand, South Pacific Islands). These documented case studies describe a variety of programs oriented to learning a majority language, a minority language, an international language, or an indigenous language (including revitalized languages) addressed variously to national minority groups, migrant populations, dominant language groups, indigenous groups,
and deaf and hard-of-hearing groups (Christian & Genesee, 2001; Cummins & Corson, 1997; Johnson & Swain, 1997; Paulston, 1988). This is a staggering testimony to the range and popularity of bilingual education.

There are a number of types of bilingual, and increasingly multilingual, education, some intended for children who are just learning one of the two languages used educationally, and others for children who are already bilingual. Bilingual education programs may be oriented either toward transition to the second language or toward maintenance of the first language. Baker (2001) characterizes education programs for bilingual learning as strong and weak. In strong bilingual education programs, additive bilingualism and biliteracy are the intended outcomes of the program. In education programs only weakly oriented to bilingualism, additive bilingualism is not an intended outcome of the program.

Bilingual education programs may be aimed at:

1. enrichment education for majority language speakers (L2 = minority language),
2. maintenance education for bilingual speakers (L2 = minority language),
3. compensatory education for minority language speakers in a majority context (L2 = majority language),
4. transitional education for minority language speakers in a majority context (L2 = majority language),
5. revitalization education in an endangered language (L2 = endangered minority language).

28.5.2.1 Strong bilingual education programs

Content-based learning is an approach to second language instruction in which the L2 is used as the medium of instruction to teach and learn curricular content. Content-based learning is theoretically based on communicative competence, which emphasizes the socially appropriate and meaningful use of language, that is, knowing how to effectively use language rather than knowing about language. The term content-based language teaching normally refers to programs in which less than 50 percent of the curriculum is taught through the medium of the L2; where 50 percent or more of the curriculum is taught using the L2, the term immersion is used.

Bilingual immersion, the best-known form of content-based bilingual education, has been very widely researched. According to Swain and Johnson (1997, pp. 6–8), the core features of an immersion program include:

1. use of the L2 as medium of instruction,
2. a curriculum parallel to that used in the L1,
3. overt support for the L1,
4. additive bilingualism as program aim,
5. exposure to the L2 being largely confined to the classroom,
6. students entering the program with similar, limited levels of L2 proficiency,
bilingual teachers,
the classroom culture being that of the local L1 community.

Variable features of immersion programs include (Swain & Johnson, 1997, pp. 8–11):

1. educational level at which immersion is introduced,
2. the extent of language immersion,
3. the ratio of L1 to L2 at different stages of the program,
4. continuity of the program across the school system,
5. bridging support for students,
6. resources,
7. commitment,
8. attitudes toward the L2 culture,
9. status of the L2,
10. evaluation of program success.

Total immersion programs introduce the second language immediately and use it for 100 percent of course work for a specified period of time leading to gradual introduction of the first language. For a program to be designated partial immersion requires that at least 50 percent of subjects are taught in each language.

There are several entry points into an immersion program. In early immersion programs, children begin on school entry. Middle entry to immersion is normally at around grade 4, and tends to be partial. Late entry immersion is typically around grade 7. There is some evidence to indicate that students in early total French immersion programs graduate with slightly better L2 proficiencies, although more mature learners have been shown to be cognitively better prepared to learn selected aspects of the second language (Swain, 1997; Swain & Lapkin, 1982).

Aimee, Clarence, Gary, and Brittany are four grade 8 students at Meadowvale Senior Public School in North Toronto. (All names are pseudonyms.) They are students in a late entry partial immersion program known as: “extended French.” The large middle school they attend receives children from several elementary feeder schools including two which offer total immersion. The high desirability of the total immersion programs in public elementary schools bolsters the real estate value of homes in school catchment areas.

Meadowvale Senior Public School (MSPS) is a triple track school: children coming from total French immersion programs, whether early or middle entry, can continue to work in French immersion at MSPS and carry on their French immersion program at the regional high school. Children wishing access to late-entry partial immersion are provided with the extended French program in which French, history, geography, art, health, computer studies, and physical education are taught in French; and English, math, science, music, and swimming are taught in English. In the core French stream, children are taught only French language in French.
Although French immersion was developed for anglophone students, these four French immersion students represent to a small degree Toronto’s staggering linguistic and cultural diversity. All children are fluent in English but only Brittany has a monolingual English background. Clarence’s background is Jamaican, Gary’s German-English, Aimee’s Polish-Canadian. Other children in their class come from diverse language backgrounds, including Chinese, Greek, Hebrew, Russian, and Serbian. They are typical of contemporary immersion students in present-day metropolitan areas, who are far more culturally and linguistically complex than the learners of the 1960s for whom bilingual immersion was originally designed.

In Australia, 14 different immersion programs, involving a host of different languages, were operating in Victorian schools in 1998. Compared to the bottom-up evolution of immersion education in Canada, the impetus for bilingual education in Australia has been quite top-down. Many schools, aware of the international increases in bilingual and multilingual education, and inspired by the success of a number of well-established, local bilingual programs, have been funded under state educational initiatives to trial experimental bilingual courses. As in all trial programs, they are facing a number of difficulties, including hiring suitably qualified bilingual teachers and providing follow-up bilingual programs in the same language combinations to consolidate early learning.

*Two-way immersion* programs integrate a majority and a minority language community in a bilingual, bicultural program providing instruction through the media of both languages. This model of bilingual education is designed for bicultural rather than multicultural social contexts. Successful two-way Spanish-English bilingual programs are inspiring like programs across the USA (Rhodes, Christian, & Barfield, 1997).

Two-way immersion programs aim to provide quality education in two languages. Specific program goals are to promote academic success, second language achievement, positive cross-cultural attitudes, and high self-esteem, created by equal validation of both a minority and a majority language and opportunities for minority language children to act as models to majority language children (Rhodes, Christian, & Barfield, 1997).

*Maintenance* education is designed to provide minority language children with the opportunity to maintain a literate engagement with their minority language. Maintenance programs follow on from transitional education, normally through courses in which the language itself is formally studied, rather than being the medium for other content learning. This model works with well-defined populations, but it is not practical for very heterogeneous school populations. Educational support for the L2 is minimized in a maintenance program.

As Fishman points out, language maintenance is not possible without intergenerational mother tongue transmission, but maintenance is essentially a post-transmission process (1991, p. 113). However, without the reinforcement of literacy, normally learned in school, *fossilization* of the minority language and eventual loss in proficiencies are likely to occur. As such, bilingual programs
are an essential, if not a sufficient contributor to language vitality. Home is the primary domain for L1 maintenance; opportunities for maintenance also exist in larger social circles and through mass media.

28.5.2.2 **Multilingual education**

Multilingual education entails the teaching and learning of multiple languages. Research reports on multilingual programs operating in the Basque country, Bolivia, Canada, Eritrea, Luxembourg, Peru, and the Philippines attest to the growing popularity of trilingual education (see Cenoz & Genesee, 1998). Multilingual education is by nature very complex, so it is consequently demanding in terms of administration, materials, and staffing. There are various multilingual education program models in existence, the introduction and incorporation of languages depending on contextual and linguistic needs and resources.

A foundational paradigm of multilingual education is the European School model, first trialled in Luxembourg in 1957. **Dual stream bilingual education**, where two or more majority languages are used as classroom media, such as in the European Schools (Baetens Beardsmore, 1993) is oriented to multilingualism within a supra-national European identity. Mainstream bilingual education is accomplished through a melding of the principles of both immersion and maintenance education. Children’s distinct cultural identities are maintained through instruction in their L1. Formal study of a second language then leads to transitional use of the second language as an additional medium for content study. Study of a further language is required as well.

Luxembourg has developed a universal trilingual education system, involving the language spoken by Luxembourgers, Lëtzebuergesch (Luxembourgish) and two exoglossic languages of neighboring countries: French and German. Through its unique education system, Luxembourg supports triglossia: the socially complementary use of three languages. Luxembourger children begin nursery school at age 4 in Lëtzebuergesch, and are introduced to German in grade 1, which they learn intensively and progressively move toward using for the main medium of instruction until grade 6. They are introduced to French in grade 2, and teaching through the medium of French increases systematically in the high school grades. All languages are maintained throughout school, and other foreign and classical languages are introduced as well. Thus, Luxembourger children have studied several languages by the time they leave secondary school (Hoffman, 1998): truly multilingual education.

28.5.2.3 **Weak second language education programs**

It is also important to discuss weak programs ostensibly oriented to bilingualism, in order to be aware of their problematic natures.

Some programs that do not hold to the basic principles of immersion education attempt to designate themselves immersion. If the aims of L2 medium education are not additive bilingualism, then the program is, in effect, **submersion**. Language submersion is the opposite of immersion in that it
provides no L1 support for children being “immersed” in an L2. In submer-
sion education, the curriculum is taught through the medium of a high status
second language. This L2 may be a majority language in the country or it may
be a language of wider communication not actually used at the community
level. Submersion programs offer a “sink or swim” approach to language and
literacy acquisition. Children thus receive minimum pedagogical support
for the crucial acquisition of literacy skills and a threshold level of the L2
sufficient to support further schooling. Such submersion programs are found
in colonial contexts – both intranational as well as international.

National language policy in the Solomon Islands states that children are to
be educated in English. The country is highly multilingual; Pijin is used for
cross-linguistic communication. Given that English is a colonial language, not
spoken at a colloquial level by the general population, the language must
be learned in the classroom (Lotherington, 1996). English is spoken in the class-
room according to policy, but in practice, teachers, understandably, often rely
on vernacular communication. In many cases, teachers, who are themselves
survivors of submersion education, are unconfident of their competencies in
English. Children are expected to acquire literacy skills in English to a thresh-
old level enabling them to do cognitively demanding work through an English
print medium in classrooms where there is insufficient oral support, all but
predestining them to failure (Lotherington, 1998). This is submersion.

Transitional education treats bilingualism as a transient phenomenon, in
accordance with the political aims of assimilation. Transitional education aims
to introduce basic literacy and numeracy in the minority L1 alongside intro-
duction to the majority L2. Learners are provided with a limited bridging
period during which they are expected to acquire a threshold level of the L2
and proceed onto content learning through the medium of the L2. Transitional
programs assume linguistic homogeneity in classes and may even teach a high
status version of the students’ true vernacular as their L1.

In Fiji, two languages taught transitionally are Fijian and Hindi. However,
Bauan Fijian, which has evolved through a complex political history as the
national standard of Fijian, is not the home dialect of many Fijian children,
who speak a spectrum of local communalects. Therefore, many Fijian children
are learning to read in Bauan as a second dialect in what are intended to be
vernacular medium classes (Mugler, 1996). The case is even more disturbing
for Indo-Fijian children, who learn Standard Hindi in the vernacular class-
room but speak a preliterate Hindi koine in the community (Shameem &
Read, 1996). Therefore, only in some Fijian transitional classes, and in no Hindi
transitional classes, are children actually learning in their L1.

Language object programs offer formal language study; however, the L2 is
not used as a medium for content learning. Exposure to the L2 is limited in
this model, and traditionally focused on form rather than meaning. Although
only limited enrichment has occurred with language object programs in most
contexts, Baker (2001, p. 200) points out that Scandinavians have often achieved
high levels of fluency in English with this sort of traditional language program.
He credits students’ motivation to learn the language and its economic imperative in the society as positive influences.

28.6 Evaluation of Bilingual Education

[B]ilingualism is not just a societal resource, it is also an individual resource that can enhance aspects of bilingual children’s academic, cognitive and linguistic functioning.

(Cummins, 2000, p. 175)

28.6.1 Assessment and evaluation practices

An enduring problem in assessing and evaluating bilingual education programs is in defining bilingual proficiency. How much and what kind of each language is enough to warrant the label of bilingual? The question taken back a notch in languages seems ridiculous: how well must a person know an L1 in order to be considered proficient? Is there an end point or determining set of skills in language proficiency?

Bilingualism is neither a monolithic nor a static state; bilingual language proficiencies are complex, functionally complementary, and dynamic. However, language and literacy competencies may be differentially evaluated, educationally, socially, and politically. The stakes are high. Without acquiring the language and literacy competencies contemporary society sees as fundamental to linguistic functioning, students are deemed to have failed educationally. Political assessments of language value and literacy proficiencies are typically understood in limited terms of economic potential.

Social and pedagogical biases in educational measurement mean that L2 proficiencies tend to be judged against monolingual L1 standards, and a deficit picture formed rather than a more humanistic and sociolinguistically realistic picture of the individual’s particular skills in each language (Cenoz & Genesee, 1998). “Indeed bilinguals, in and outside school, are usually evaluated according to the ‘monolingual’ competence in their non-native languages” (Cenoz & Genesee, 1998, p. 18).

Strong bilingual education programs have as their aim additive bilingualism: the acquisition and maintenance of both languages. This means that student assessment and program evaluation must take account of proficiencies in both languages. However, in subtractive models, such as transitional education, assessment typically focuses on the majority language to the detriment of the minority language.

As Swain (1983) has noted, appropriate assessment is critical to effective bilingual teaching. Academic literacy practices in the high status languages of schooling, whether L1 or L2 for the individual child, typically drive assessment and accountability in educational practice. The case of Rosemount High School is illustrative. In a study of a pilot content-based Chinese-English
bilingual education course in this suburban high school in Melbourne, Australia, two discernible orientations to bilingual education emerged, owing partly to the backwash effects of assessment practices (Lotherington, 2001).

The students in the grade 9 and 10 bilingual English-Chinese stream at Rosemount High School were culturally and linguistically heterogeneous. Some were recent newcomers from China; others had a Chinese cultural heritage, but were not speakers of Mandarin; still others had no cultural or linguistic connection to Chinese. This diversity reflected a wide range of background knowledge, attitudes toward Chinese, and motivations for enrolling in the content-based bilingual program. The participating teachers, whose Chinese cultural origins also differed, both independently developed an enrichment approach to Chinese bilingual education.

State assessment of the subject Ms Lau was responsible for teaching through the medium of Chinese was in English. This drew serious concerns from her as the year progressed; she felt she was spending too much time on terminology and was insecure about the students’ functional command of the subject as a whole. Ms Zhao, on the other hand, taught Chinese language as well as an optional subject that did not require state assessment. This affected teaching, with Ms Lau emphasizing content over language learning, with the result that more and more English was used in her classroom at the expense of Chinese, and Ms Zhao working across the curriculum to provide maximum Chinese language and literacy learning opportunities for her students. In the final analysis, only Ms Zhao was teaching a content-based bilingual program (Lotherington, 2001).

Evaluating bilingual education is complicated; assessment needs to take account of multiple viewpoints, including those of the individual child, the class as a whole, the school, and the type of educational program. Measures of success in bilingual education programs are dependent on the aims and goals of the program. As Baker (2001) points out, evaluation leans toward quantitative outcomes; insufficient attention is paid to qualitative approaches to data gathering which may provide richer evidence of the workings of a bilingual program. However, bilingual education is an ideology; it is not socially, educationally, or politically neutral. The kind of evidence which is gathered and the way such evidence is interpreted may be governed by researchers’ and examiners’ political agendas.

### 28.6.2 Benefits of bilingual education

Although much research has been conducted, there have been volatile debates on the merits of bilingual education in North America over the past few decades. As noted by Cummins (2000), the research evidence in applied linguistics has been strongly supportive of bilingual education. Vocal opponents of bilingual education tend to come from other research backgrounds.

Twenty years ago, Swain and Lapkin candidly discussed frequently asked questions of French immersion programs, which included (1982, pp. 16–23):
What happens to the development of students’ first language (English) skills?

Do the immersion students learn more French than students in a core French program? How does their French compare to that of native speakers of French?

Are the immersion students able to keep up with their English-educated peers on subject content taught to them in French?

Does participation in the immersion program hinder general intellectual or cognitive growth?

How do children with below average IQ fare in an immersion program?

How do children with learning disabilities fare in an immersion program?

What are the social and psychological consequences of participation in immersion programs?

Bilingual immersion education has been widely researched and answers to these questions are available, although, as always, educational success and particular problems experienced vary with contextual constraints. Vis-à-vis French immersion in Canada, research indicates that immersion education is beneficial, and that any L1 developmental literacy lags and gaps in content knowledge are temporary and disappear once a certain functional language threshold has been reached. Cognitive, social, and psychological benefits are also in evidence. Children’s identity has not proven to be at risk and their attitudes to francophone society are more positive and less rigidly stereotyped. Achieving native-like proficiency speaking and writing in the L2 has been somewhat more problematic, with grammatical accuracy and accent issues noted, though these tend to be more obvious in contexts where children have little access to French outside of the school context (Baker & Hornberger, 2001; Swain & Lapkin, 1982). Professionals continue to work with accuracy issues, and have introduced a focus on form into the communicatively-focused immersion model.

Several decades after the first experimental French immersion program took place in St Lambert, Québec, a number of positive social, educational, and economic effects have accrued from the societal incorporation of the values of official bilingualism. The status of French has changed dramatically; according to a recent economic analysis of language (Breton, 1998), official language bilinguals in Canada have increased both their earning power and their earnings. Although non-official language bilinguals have not seen their economic value increased in the same way, the increasing popularity of bilingual education and the introduction of trilingual programs augurs well for positive change in this direction.

Cummins enumerates applied linguistics researchers’ common findings about bilingual education (2000, pp. 202–3):

Bilingual programs for students from minority and majority language backgrounds have been implemented successfully in countries around the world.
Bilingual education, by itself, is not a panacea for students’ underachievement. The development of literacy in two languages entails linguistic and perhaps cognitive advantages for bilingual students. Significant positive relationships exist between the development of academic skills in L1 and L2. Conversational and academic registers of language proficiency are distinct and follow different developmental patterns.

After a half century of researching bilingual and multilingual education, covering the gamut from ambitious multilingual programs, such as the European Schools, to two-way bilingual and bicultural immersion models, to bilingual immersion, to content-based teaching, to language studies of more modest proportions, applied linguistics researchers know that bilingual education does work. This knowledge comes from research that spans the globe. How well bilingual education works depends on how bilingual proficiency is defined and assessed. We know that if both (or all) languages are educationally supported, children will profit educationally, linguistically, and socially; indications are that they will also profit cognitively and economically.

Although bilingual education has been a part of human civilization for thousands of years, it has taken on a new life over the past half century. Bilingual and multilingual education programs are spreading rapidly worldwide; it remains to be seen whether humans can effectively promote better ecological language practices through such educational innovations. Certainly, the groundwork has been provided for such success.

See also 18 Language Minorities, 22 Social Influences on Language Learning, 29 Language Maintenance, 30 Language Planning as Applied Linguistics.
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29 Language Maintenance
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29.1 Defining Language Maintenance

In the study of language maintenance (henceforth LM) the term “LM” is closely linked to the term “language shift” (LS). In fact investigating language maintenance is often done through the identification of domains and situations in which the language is no longer used or is gradually making way for the use of another language. Whilst it is difficult to find a definition of either term which is accepted unanimously among scholars in the field there is nevertheless a common understanding that language shift implies the change (gradual or not) by a speaker, a group of speakers, and/or a speech community from the dominant use of one language in almost all spheres of life to the dominant use of another language in almost all spheres of life. The term language maintenance is used to describe a situation in which a speaker, a group of speakers, or a speech community continue to use their language in some or all spheres of life despite competition with the dominant or majority language to become the main/sole language in these spheres.

29.2 LM and LS in the Context of Language Contact

Both phenomena emerge in the context of language contact. Although language contact does not always involve linguistic competition in which only one language survives, there are many situations of language contact in which one language (gradually) loses ground in the face of another language. This “losing ground” can have several consequences for the language and the speech community in question. The most drastic effect is undoubtedly language death. This occurs in situations where an entire speech community stops using the language for a variety of reasons. The language dies because it no longer has a
community of users (including speakers) and all its functions or uses have been usurped by another language. More drastic reasons for language death include cases where an entire speech community is wiped out as a consequence of disease, of genocide, or other disaster. Examples include the death of American Indian and Australian Aboriginal languages as a result of invasion, colonization, and settlement by Europeans in those territories (e.g., Grenoble & Whaley, 1998; Robins & Uhlenbeck, 1991). Language death is usually irreversible, especially for those languages of which no written and/or oral records exist. In some cases language revival or language revitalization are possible either because of existing records of the language or through reconstruction based on similarities with neighboring languages or dialects.

A less drastic effect is often known as language shift. In the case of LS a speech community (gradually) gives up or loses the use of its language and/or of many functions of the language and shifts to the use of another language for most, if not all its communicative and other cultural, symbolic needs. The language itself, however, survives because it continues to be used in other contexts or communities. Language shift is usually signaled by a period of transitional (unstable) bilingualism in which the competing languages are used side by side in a community, with one language progressively intruding into all spheres of the other language. Migration (forced or voluntary) often results in a language situation characterized by LS: individuals or groups belonging to speech community A migrate to a territory in which the language of speech community B dominates. Whilst speech community A continues using its language in a variety of settings, it needs to acquire the language of speech community B in order to survive in that community. Over time many members of speech community A abandon the use of their language and embrace the language of speech community B. The massive migration movements from Europe to the United States, Canada, Australia, and New Zealand and later from Asia to these countries have provided fertile ground for studying LM and LS (e.g., Clyne, 1991; Cummins, 1986; Edwards, 1998; Fishman et al., 1966; Haugen, 1953; Holmes, 1997). Other studies have focused on the migration of so-called “guestworkers” from Greece, Turkey, and Northern Africa to Northern Europe (e.g., Extra & Verhoeven, 1993a) and on the settlement of people from former British and Dutch colonies in Britain and the Netherlands respectively (e.g., Extra & Verhoeven, 1993b; Linguistic Minorities Project, 1985). Perhaps the most studied context for LS is that affecting indigenous linguistic minorities across the world: for example, Catalan in Spain, Quechua in South America, Aboriginal languages in Australia, Maori in New Zealand, Ainu in Japan, Navajo in the US. The linguistic minority status often arises as a consequence of a community being displaced by a more dominant group or community which dictates cultural, social, economic, and linguistic policies. Details about linguistic minorities (both indigenous and non-indigenous) can be found in Chapter 18 of this volume. Linguistic groups and communities threatened by LS can or may undertake efforts of various kinds to reverse LS or to maintain their language in all or some spheres of usage.
29.3 **LM and LS as Cross- and Interdisciplinary Fields of Research**

The study of LM and LS is a multidisciplinary and interdisciplinary enterprise involving and/or bringing together (sub)disciplines such as sociology, sociology of language, anthropology (in particular anthropological linguistics), social psychology, sociolinguistics, contact linguistics, and applied linguistics as well as others such as (linguistic) demography and political science. Each (sub)discipline brings its own focus, goals, theories, and methods to the enterprise of studying language maintenance and language shift.

For the purpose of this chapter, which is embedded in a handbook of applied linguistics, the focus is on those aspects of the study of LM (and LS) which are of particular relevance to the field of applied linguistics and which highlight contributions applied linguists have made to the study of LM and LS. This comprises an overview of the main research methods and tools used and a discussion of research focusing on identifying factors and forces which may influence LM and/or LS patterns in speech communities, as well as a discussion of LM efforts. This chapter is closely linked to other chapters in the volume due to the interrelatedness of the topic of LM and LS to many other issues covered in this volume. Chapter 7 on language attitudes and Chapter 18 on language minorities will complement the discussion of factors influencing LM. The discussion on LM efforts will need to be read in conjunction with Chapter 30 on language planning, Chapter 28 on bilingual education, and Chapter 18 on language minorities.

29.4 **Researching LM and LS: Methods, Tools, and Data**

Given the multidisciplinary nature of the study of LM and LS it is not surprising that it is characterized by a plethora of research methods and tools ranging from survey techniques to participant observation and in-depth interviewing. Although the preference for one method over another is usually the result of a researcher’s primary disciplinary association, an increasing number of researchers combine several methods in the study of LM and LS. Below I describe the main methods and data used to examine the issue of LM factors and to explore LM efforts.

29.4.1 **The use of census and other large-scale surveys**

Census surveys which include questions about language use, language proficiency, or language choice can provide useful data on LM and LS. Although
census data on language use can be powerful tools in the study of LM and LS, they can also be fraught with problems reducing their value and validity (e.g., Clyne, 1991; Fasold, 1984; Lieberson, 1967; Nelde, 1989). Their main shortcomings include that they are almost always based on self-reports and self-assessments with people often over-estimating or under-estimating their usage patterns or practices. Furthermore, difficulties surrounding the interpretation of terms and words like “language,” “home language,” “mother tongue,” and “language use” can limit the usefulness of language questions in the census. Notwithstanding these weaknesses, analyses of language data from census and other large-scale surveys are helpful in studying the process and dynamics of language shift. This is particularly so when data can be gathered from subsequent censuses and when these data can be cross-tabulated with socio-demographic variables such as place of birth, age, sex, and ethnicity. Census and other large-scale data are apt at identifying if LS is taking place in one or several speech communities and the extent of LS by comparing intra- and intergenerational language use as well as comparing data from several censuses. Such survey data are also able to cast some light on possible factors contributing to LS and/or LM: for example the extent to which LS is linked to degree of urbanization, levels of income, education, or place of birth (in the case of immigrant minorities). If researchers have access to data from several subsequent censuses they may be able to identify to what extent LS has accelerated over time or whether there are signs of reversing LS. Amongst the most detailed investigations of census data is the work of the Australian sociolinguist, Michael Clyne, who has undertaken extensive analyses of the 1976, 1986, 1991, and 1996 Australian Census including cross-census comparisons (e.g., Clyne, 1982, 1991, 2001; Clyne & Kipp, 1997, 1999; Kipp, Clyne, & Pauwels, 1995). These analyses have revealed to what extent different migrant speech communities in Australia, as well as different vintages and different generations of these groups, are resistant to LS. Further explorations have highlighted the impact of exogamy on LS as well as the relationship between sex (gender) and LS and between age and LS. Comparisons across the census data allowed Clyne and Kipp (1997) to investigate whether LS had increased or whether there were signs of LS reversal. With very few exceptions, the overall picture was one of increased LS in all communities and in both overseas and Australia-born generations. The analyses also assisted in identifying factors which promote or impede LM or LS in the Australian immigrant context. For example, on the basis of their comparative analysis Clyne and Kipp (1997, p. 472) were able to assert that “Factors such as cultural distance, ethnolinguistic vitality, population concentration and community dynamics in the context of the socio-political situation in Australia and beyond” are operative in determining rates of LS or LM. Increasingly the results of census surveys are used as the starting point for in-depth studies of specific factors (e.g., gender, marital patterns, generation) affecting LM or LS across or in particular speech communities.
29.4.2 Questionnaires

The questionnaire (often administered via an interviewer) is another prominent tool in the study of LM and LS. Questionnaires have been used to document various features crucial to LM and LS. These include investigating the language use patterns of bi- or multilingual persons in specific context (domain analysis), their language proficiency, and their attitudes toward the languages and LM/LS. The documentation of language use is usually done through a domain analysis. Domain is a crucial concept in the study of LM as it allows for the identification of contexts in which the minority language or language under threat is best maintained and in which situations it is least maintained. The term was proposed by Fishman (1964) to describe institutional contexts in which the use of one language variety was seen to be more appropriate than another. Domains are seen to be configurations of particular participants (interlocutors), places and time (locales), and topics. Typical domains include the family or home domain, the friendship domain, the neighborhood domain, the school domain, the work domain, and the religious or church domain. Each domain is made up of a typical set of interlocutors, who interact with each other in typical locales about typical topics. For example, a “normal” configuration for the work domain would be colleagues or employees interacting with each other about work-focused topics in the office or workplace. This normal configuration of a domain would usually trigger the use of a particular language. Diversions from the normally configurated domain may lead to the use of another language. For example, if colleagues in the office talk about their weekend leisure activities this may cause a switch to a language typically used in the friendship domain rather than in the work domain. Greenfield’s (1972) domain analysis of the use of Spanish and English in the Puerto-Rican community in New York has become a model for many other studies adopting the domain approach. Although the questionnaire is not the sole tool for undertaking a domain analysis – this can also be done through participant observation – it is nevertheless a common one because of its ability to obtain detailed data on a sizeable number of language users within a reasonable time frame. A domain analysis is of particular use to the study of LM and LS, not only because it identifies which language(s) is/are used in a particular situation or domain, but also because it identifies domains (and their constellations of interlocutors, locales, topics) which are central to LM and domains which are prone to intrusion from another language and thus act as an agent of shift.

Results of domain analyses in a variety of communities characterized by “unstable” or transitional bi- or multilingualism point to the crucial importance of the home or family domain in the maintenance of a minority language. If the minority language is no longer used in a family context it is unlikely to be passed on to the next generation, eventually leading to a complete shift to the majority/dominant language. Edwards (1997, p. 34) makes another distinction between domains of necessity (domains which relate to the most central aspects of a person’s life, e.g., home, school, work) and domains in which a
person’s participation is more voluntary or sporadic. He asserts that “the maintenance of a language is on a surer footing if it, and it alone, is required in the domains of central and continued salience” (Edwards, 1997, p. 34).

Questionnaires have also been used to obtain self-assessments of proficiency in the languages involved. Typically informants are asked to rate their proficiency in the four major skills: speaking, listening/understanding, reading, and writing. In most cases they are given a rating scale ranging from excellent/very good to non-existent. Language proficiency assessments assist in identifying the degree of LS or language attrition an individual or a group is experiencing. They also contribute to informing what actions and efforts are needed to ensure or foster LM.

Language attitudes (see also Chapter 7, this volume) also play a crucial role in the study of LM, and LS and are often examined through questionnaires (e.g., Dorian, 1981; Linguistic Minorities Project, 1985; Romaine, 1989). The exploration of language attitudes in the context of bilingualism, LM and LS frequently focuses on establishing the role of language as a symbol of group identity. In some cases participants are asked to respond to direct and open-ended questions seeking their opinion about LM such as “Do you think that schools should assist in the maintenance of minority languages?” In other cases questions regarding language attitudes take the form of an evaluative statement to which the informant is asked to respond often making use of an agreement–disagreement rating scale. Bennett’s (1990) work on LM and ethnic identity among second generation Dutch-Australians uses many such questions to explore language attitudes.

The open-ended and closed-ended questions allow the researcher to probe individual or group attitudes to the role, functions, and relevance of the ethnic/minority language in the marking of that group’s identity. The findings of such studies are then used to make prognoses about LM or LS in that community. For example, if a community or group believes it can maintain its group identity without its members speaking the group/ethnic language then the prognosis for long-term LM is slim. On the other hand, if they hold positive attitudes toward the importance and/or relevance of the ethnic language as a marker of group identity then the likelihood for LM is greater.

Attitudes can also be studied in other more indirect ways: for example, the matched-guise technique coupled with a semantic-differential response rating scale is often used to examine whether specific values (e.g., status, solidarity, prestige, friendliness) are associated more with one language than with another. The outcomes regarding values may be connected to a desire to maintain or not maintain a language. Chapter 7 in this volume provides an in-depth description of the technique and its value for linguistic attitudinal research.

29.4.3 Participant observation

In-depth studies of LM and LS affecting specific communities or groups often rely heavily on participant observation and other forms of researcher
participation in the community under investigation. Such studies focus on documenting the linguistic choices that individuals make in their community and on exploring the reasons why they make these choices or which factors/forces shape their choice or usage patterns. Researchers frequently become “part” of the community by living and working there for a considerable period of time or by regular engagement with the group/community over an extended period of time. They observe and frequently audio-tape and/or video-record a variety of linguistic interactions which are then subjected to multiple analyses (e.g., domain analysis, analysis of discourse, linguistic analysis) which can shed light on the questions of LM or LS. Gal’s (1979) detailed study of LS in the bilingual village of Oberwart in Austria, Zentella’s (1997) longitudinal study of Spanish LM among the Puerto Rican community in New York, as well as Heller’s (1999) study of the language practices (French, English and other) in a school in Ontario, Canada are well-known examples of studies relying heavily on the participant observation/full participation methods to gather their data.

29.4.4 Integrative and multi-method approaches to LM and LS research

Not unlike practices in other fields of applied linguistics, scholars in the field of LM and LS also often prefer to combine methods or to adopt an integrative approach to research methods because of the perceived advantages of such a combination in examining and understanding the phenomena of LM and LS. Besides the above mentioned methods, the following methods and procedures also frequently feature in LM and LS studies: collection of personal narratives (e.g., written and verbal stories, diaries), test procedures, archival methods, and focus groups.

29.5 Factors and Forces Promoting LM or LS

For applied linguists a key objective of studying LM and LS is to be able to address the questions: how can LS be halted or reversed (e.g., Fishman, 1991) and/or how can LM be effected? This objective is linked to what many applied linguists see as one of their crucial roles: advocacy. Making their expertise and knowledge available to inform and assist individuals, groups, communities, and indeed governments in relation to linguistic matters, including LM, is seen as pertinent to being an applied linguist. Addressing the question of LM efforts relies on the identification of factors and forces which operate to promote LM and those which tend to slow down or even halt the process of LS.

The multitude of studies investigating questions of LM and LS in a diverse range of situations has led to the development of some theories and frameworks which try to “predict” or explain factors and forces conducive to LM or
LS. Unfortunately this chapter won’t be able to do justice to the depth and breadth of this enterprise and readers will be referred to other sources for a more in-depth discussion.

### 29.5.1 Clear-cut and ambivalent factors promoting LM

A prominent approach among sociologists of language working on immigrant language settings involves the categorization of factors into clear-cut factors which promote LM or LS unambiguously. Kloss’ (1966) work on German-American LM in the US became the basis or inspiration for many studies in the US (e.g., Fishman et al., 1966) and Australia (e.g., Clyne, 1982). He identified a range of factors which he categorized as either clear-cut (clearly promoting LM) or ambivalent because they could promote either LM or LS. The presence of one or more clear-cut factors would predict stronger LM in a group than the lack of such factors. Kloss’ clear-cut factors include

1. early point of immigration,
2. the existence of linguistic enclaves,
3. membership of a denomination with parochial schools,
4. pre-emigration experience with LM.

The ambivalent factors identified by Kloss (1966) include both individual and group factors:

1. Educational level of the immigrant: a higher level of education could mean greater cultural and linguistic activity around the minority language but it could also mean greater ease of integration into the majority group because of lesser difficulties with language and educational barriers.
2. Numerical strength of the group: large groups may be better placed to engage in LM efforts. However, if they are very large and dispersed there may not be a sense of community, which may hamper LM efforts.
3. Linguistic and cultural similarity with the dominant group: linguistically and culturally similar groups may have more difficulty preserving their linguistic and cultural identity because of their relative ease of integration with the dominant group. However, the ease of integration may mean that they have more time to devote to LM.
4. Attitude of the dominant or majority group toward the language and/or group: although a positive and supportive attitude of the majority is generally found to give minority groups more chances at LM, there is also evidence that some groups are moved to greater LM efforts in the context of suppression and even persecution.
5. Sociocultural characteristics of the group: Kloss introduced this factor to alert to other inter-ethnic differences in LM not explained by the above.
This may refer to language being seen as a “core value” in the group (see Section 29.5.2) or language being seen as a symbol of ethnic identity.

Kloss’ factors have been tested in the Australian context by Clyne (1982, 1991). His work highlights the contextual nature, not only of the factors themselves but also of their type. For example, Clyne (1991, p. 87) comments that in Australia the clear-cut factor “early point of immigration” only promotes LM if it is combined with the presence of linguistic enclaves. Similarly parochial schools only lead to LM if the schools are bilingual. The factor “pre-emigration experience with LM” is not a clear-cut but an ambivalent factor in the Australian context. Kloss’ distinction of clear-cut vs. ambivalent factors has inspired some scholars to test other factors in terms of this distinction. Clyne (1982) identifies the presence of grandparents with limited or no English skills as a factor clearly conducive to LM. Exogamy (especially involving marriage between a member of the ethnolinguistic minority and the linguistic majority) has been found to be clearly LS promoting (e.g., Pauwels, 1985). Additional factors whose status in the promotion of LM or LS have been or are being explored include language variety (e.g., Pauwels, 1986, 1988b), gender/sex (Holmes, 1993; Pauwels, 1997), political situation in the homeland (Clyne, 1982), ethnic denominations (e.g., Klarberg, 1983), all of which seem to be ambivalent.

Although there is a certain usefulness in an approach that identifies a series of factors or forces which promote LM, this approach does not address issues such as the dynamics between factors in terms of promoting LM.

### 29.5.2 Language as a core value

Another model seeking to explain why certain groups maintain their language better than other groups is the “core value” theory whose main proponent is Smolicz (e.g., 1980; 1981). Inspired by humanistic sociology (Znaniecki, 1968), Smolicz’ theory is built around the notion that each group subscribes to a particular set of cultural values which are vital to its continued existence as a separate entity. In some groups language is identified as a prime core value whereas in others it is seen as less central to continued existence. Consequently LM is assumed to be more important to those groups for which language is a core value. The core value theory continues to exert substantial influence as a theory, especially in the immigrant context, despite several shortcomings being pointed out by scholars such as Clyne (1988, 1991) and Kouzmin (1988).

### 29.5.3 Ethnolinguistic vitality

The concept “ethnolinguistic vitality” is linked to the social psychological approach to the study of language and intergroup contact (e.g., Giles, Bourhis, & Taylor, 1977; Giles & Johnson, 1981; Tajfel, 1974, 1982). Not unlike the core value theory, the theory of ethnolinguistic vitality is concerned with identifying factors (i.e., vitality factors) which a group needs or relies on in order to
operate as a separate and distinctive entity, especially in intergroup situations. A group with high ethnolinguistic vitality will continue to operate as a distinctive entity whereas a group with low ethnolinguistic vitality is less likely to maintain itself as a distinctive entity or group. Giles, Bourhis, & Taylor (1977) list a range of variables/components which comprise objective ethnolinguistic vitality. There are status variables: economic status, self-perceived social status, status of the language. There are demographic variables including numerical strength and geographic distribution of the group. Institutional support variables concern to what extent the language is represented in institutions such as schools, government, courts. In addition to these variables of objective ethnolinguistic vitality, Giles, Bourhis, & Taylor stress the importance of perceived or subjective ethnolinguistic vitality. This refers to the perception the group has of its own vitality. This may in fact be a more reliable indicator than the objective vitality factors as many of these correspond with Kloss’ (1966) ambivalent factors and are therefore equally limited in explaining LM patterns. Furthermore the variables or dimensions which make up objective ethnolinguistic vitality have come under fire for being “too crude, not independent of one another, and not differentiated enough with regard to their overall weighting” (Pauwels, 1988a, p. 12; see also Edwards, 1985; Husband & Saifullah Khan, 1982).

29.5.4 The market value of language

A range of scholars (e.g., Haugen, 1980; Jaspaert & Kroon, 1988; Tandefelt, 1988) working on minority language settings have drawn attention to the fact that language can be considered a socioeconomic resource which has a market value (see also Bourdieu’s (1982) notion of the linguistic marketplace). In a contact setting it is the language or languages which are perceived as useful in a socioeconomic sense that will persist. This theory may explain, for instance, why there are class differences in LM patterns within the same ethnolinguistic groups: if the maintenance of the minority language can lead to socioeconomic improvements (i.e., better employment) then it is likely to be maintained. Within the context of LM studies this theory has, however, under-estimated the symbolic value of language and its power in driving LM (see, e.g., Fishman et al., 1985 on ethnic revival in the US).

29.6 LM Efforts: Community and Individual Strategies and Initiatives

Studies of LM and LS not only advance our insight into LM or LS factors but also reveal attempts, successful or not, at LM. The latter helps us to identify initiatives and strategies to maintain a language “under threat.” LM efforts can cover a very wide range of strategies and initiatives and can have variable goals and outcomes (e.g., Fishman, 2001; Grenoble & Whaley, 1998). The
variability in goals and outcomes is often a result of the state in which the minority language finds itself as well as the social and political contexts within which the maintenance efforts take place. For example, a minority language with a sizeable number of “active” speakers and with access to a literary heritage may have a broader scope for LM than a minority language with few, if any remaining speakers. Similarly, the scope of LM efforts may go beyond the personal and private if the sociopolitical context is characterized by tolerance or support, whereas an oppressive environment may severely restrict the scope of LM.

A comprehensive and useful model within which to describe LM efforts is Fishman’s (1991) work on *Reversing Language Shift*. He proposes an eight-stage model to provide insights into the necessary steps which need to be taken by a community in order to reverse LS (see Figure 29.1). The number of stages is related to the “severity of intergenerational dislocation” (Fishman, 1991, p. 393) and is subdivided into two groupings. Stages 8 to 5 represent those which are needed to attain diglossia, that is, the continued use of the minority language as the low (L) variety, with the majority language representing the high (H) variety (Ferguson, 1959).

Stages 4 to 1 are seen to be necessary to “transcend diglossia” (Fishman 1991, p. 395) and strive for “increased power-sharing” (p. 401) and a more officially recognized status of the language (e.g., formal recognition as a national language alongside others, formal recognition as the dominant language in a

<table>
<thead>
<tr>
<th>Stages of Reversing Language Shift: Severity of Intergenerational Dislocation (read from bottom up)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 Education, work sphere, mass media and governmental operations at higher and nationwide levels.</td>
</tr>
<tr>
<td>2 Local/regional mass media and governmental services.</td>
</tr>
<tr>
<td>3 The local/regional (i.e., non-neighborhood) work sphere, both among Xmen and among Ymen.</td>
</tr>
<tr>
<td>4a Public schools for Xish children, offering some instruction via Xish, but substantially under Yish curricular and staffing control.</td>
</tr>
<tr>
<td>4b Schools in lieu of compulsory education and substantially under Xish curricular and staffing control.</td>
</tr>
<tr>
<td><strong>II</strong> RLS to transcend diglossia, subsequent to its attainment</td>
</tr>
<tr>
<td>5 Schools for literacy acquisition, for the old and for the young, and not in lieu of compulsory education.</td>
</tr>
<tr>
<td>6 The intergenerational and demographically concentrated home-family-neighborhood: the basis of mother tongue transmission.</td>
</tr>
<tr>
<td>7 Cultural interaction in Xish primarily involving the community-based older generation.</td>
</tr>
<tr>
<td>8 Reconstructing Xish and adult acquisition of XSL.</td>
</tr>
<tr>
<td><strong>I</strong> RLS to attain diglossia (assuming prior ideological clarification)</td>
</tr>
</tbody>
</table>

Note: Xish refers to minority language, Yish refers to the majority language.

**Figure 29.1** Fishman’s model for reversing language shift (Fishman, 1991, p. 395)
specific region/territory). These latter four stages cannot be undertaken by the ethnolinguistic community alone but involve direct interaction with the official authorities. After all, the goal of these stages is either the “intrusion” of a minority language into a sphere or domain considered to be the exclusive or dominant province of the majority language or the “reclamation” of such domains for the minority language. Gaining access for the minority language to the domains represented in stages 4 to 1 represents an increasing level of power sharing of the minority language with the majority language. Within an applied linguistic framework it is the field of language policy and language planning which focuses on this pursuit by ethnolinguistic minorities (see Chapter 30, this volume).

Stages 8 to 5 are more likely to be undertaken without majority involvement or assistance, although they can of course be part of official language policies (e.g., the protection of endangered languages). Stage 8 is needed when language death has occurred or when LS is complete. In the case of language death it may be necessary to reconstruct the language from available sources (in some cases by borrowing from related languages) (e.g., Dorian, 1988). The role of linguists and applied linguists is quite substantial in this stage: they often undertake the linguistic reconstruction of a language as well as devise materials to re-introduce the language. If the situation is one of complete LS with the language still being used elsewhere, it may be possible to revive its use by importing specialist resources (both speakers and materials). The aim of this stage is to have a language that can be maintained and to have at least some “fluent” adult speakers. This stage describes the situation of some extinct Australian Aboriginal languages, and Amerindian languages as well as Basque and perhaps even Irish.

Stage 7 describes a situation in which the elderly members of a community are still speakers of the language and use it primarily for ethno-cultural functions (festivals, rituals).

Stage 6 describes the most crucial stage in the LM process (or the process of reversing LS) – the reinforcement of the language in the home, the family, the neighborhood, and the community. Fishman is joined by the majority of LM scholars in identifying these domains or sites as constituting the linchpin for LM. Without continued language use in these domains further stages (5 to 1) will not enhance the intergenerational linguistic transmission process.

Stage 5 refers to community initiatives and efforts to impart literacy in the minority language to both younger and older members of the speech community. My discussion of LM efforts and initiatives will focus on Fishman’s stages 6 and 5.

29.6.1 Language maintenance efforts in the family, home, and neighborhood domains

As stated before, the ultimate survival of a language (other than as a fossilized language for specialized use, e.g., Latin or Coptic) depends on intergenerational
transfer. The language practices of parents, grandparents, and other relatives or kin considered important in child rearing are crucial in laying the foundations for the maintenance of a minority language among future generations. This is especially the case when there is no or limited opportunity to use the language outside the “home” due to sociopolitical or other environmental factors. Considerable effort has gone into describing models and strategies to assist parents, families, and indeed communities in maintaining the minority language in the family. Often based on (their own) detailed scholarly descriptions of children’s bilingual upbringing and family bilingualism (e.g., Arnberg, 1987; De Houwer, 1994; Döpke, 1993; Leopold, 1939, 1947, 1949a, 1949b; Saunders, 1982, 1988) applied linguists as well as advocates of bilingualism provided practical assistance to parents through bilingual guidebooks, bilingual family newsletters, and other publications as well as through seminars, workshops, and community involvement. For example, the Bilingual Family Newsletter published by Multilingual Matters provides support to bilingual families through discussion of new research findings, of reports by individual families on successful and not so successful practices, and through exchange of information on useful resources or new developments. In Australia applied linguists have been actively involved in the promotion of LM in the family not only by offering workshops for families and communities on bilingual upbringing of children but also by speaking to professional groups such as childcare workers, health care and medical staff, teachers and school principals to inform them about the nature of childhood bilingualism and to try to eliminate a range of negative myths about early bilingualism (e.g., Janssen & Pauwels, 1993; Clyne, 2001).

There is no single model for LM in the family or for childhood bilingualism which has proved to be universally more successful than others. This is a consequence of there being too many extralinguistic factors which can affect the outcome of any effort at LM in the family and home. Besides the “minority language = home language” model in which families aim to use the minority language as exclusive or at least dominant language in the home, the “one parent – one language” model based on Leopold’s pioneering study is gaining greater currency, especially among families where one partner speaks the majority language. Most studies of LM in the family show that LM efforts are especially successful among young (pre-school-age) children. School-age children are more prone to LS, especially if their schooling excludes or prohibits the use of the home language in the school or in public. This often impacts adversely on their use of the minority language in the home: they stop being active users of the home language and become receptive bilinguals only.

The LM efforts of the home and family can be strengthened through language practices and efforts in the neighborhood. The presence of community-based childcare, playgroups, and playgrounds will give (young) children the opportunity to use or at least hear the minority language outside a home environment. Similarly the presence of shops, small businesses, and markets operated by members of the ethnolinguistic minority who (can) use
the minority language with their customers act as a reinforcement for LM in the home. Of course the impact of the neighborhood is most significant where there is a significant concentration of minority group members. This applies to a range of indigenous minorities who are concentrated in a specific region as well as to some immigrant minorities such as Puerto Ricans in New York (e.g., Fishman, Cooper, & Ma, 1971; Zentella, 1997) or Greeks in Melbourne (e.g., Clyne, 2001). If the ethnolinguistic minority has a dispersed pattern of settlement, then such neighborhood efforts are not only more difficult to institute but also less effective.

Other community-based efforts which transcend the neighborhood include the establishment of cultural and social organizations (clubs/societies), the development of media services (printed and electronic media) in the minority language as well as the continuation of ethno-religious practices which further LM. The exact purpose and impact of these organizations and initiatives on intergenerational language transfer will vary from context to context. This is discussed in detail by contributors from across the world in Fishman (2001).

### 29.6.2 LM in the educational domain

Communities and scholars agree that minority language teaching is an important tool for language maintenance. Although some parents take the responsibility for developing literacy in the minority language in their children, it is more common for this to happen through a form of minority language education organized by (a sector of) the ethnolinguistic community. Of course the minority group can also exert pressure on the official majority to provide such education (see stages 4a and 4b in Fishman’s 1991 model) within the mainstream schooling system. If this is successful, community-based initiatives are either replaced or complemented by public or government-supported programs. These include, for example, bilingual education (for more details see Lotherington), minority language classes offered to minority language children only within mainstream schooling, the availability of community languages to all children irrespective of ethnolinguistic background, as well as teaching the minority language as a foreign language in the mainstream school system (e.g., Clyne, 1991; Jaspaert & Kroon, 1991; Reich, 1991; Skutnabb-Kangas & Cummins, 1988; Spolsky 1986; and Chapter 30, this volume).

Community-based minority language education which does not replace compulsory education (i.e., Fishman’s stage 4) also takes different forms across different communities. Besides the home, other bodies and groups act as agencies of literacy acquisition. These include social and cultural clubs and centers, religious organizations, parental groups, as well as neighborhood networks. For example, in Peru the Evangelical Church of Peru promotes Quechua literacy, albeit “with a primary goal of socialization to Christianity” (Hornberger & King, 2001, p. 177). For Australia, Clyne (1991, p. 129) notes that “778 ethnic organizations, principally clubs, churches and parent associations” conduct part-time ethnic schools and insertion classes (language classes provided by
the community in mainstream schools) in more than 50 languages. Most such classes incorporate language and culture and in some cases also religious instruction. In the case of Basque, the formerly clandestine and underground schools – *ikastolak* – have become publicly funded institutions which offer both full and partial immersion programs (Fishman, 1991, p. 165). For Frisian, Gorter (2001, p. 226) mentions that the Afûk organization plays a key role, especially since it has been modernized significantly in the past ten years. It offers specialized courses for specific groups such as legal and health professionals and foreigners. It is working on a general course in Frisian which will be available on CD-Rom.

The quality of the tuition also varies greatly depending on the linguistic and financial resources of the community. In some cases the classes are run by highly qualified teachers, whereas in other cases they are staffed by volunteers from the community with limited pedagogical and linguistic expertise. The latter scenario tends to adversely affect the continued participation of young and adolescent children in such classes, especially if the teaching modes are at odds with those of the mainstream school.

### 29.7 Concluding Remarks

In a globalizing world characterized by multinational expansions, increasing voluntary and involuntary transnational movements, and accompanied by the need or desire for a global communication code, there will be even greater pressures on and challenges for ethnolinguistic minorities if they wish to maintain their cultural, ethnic, or linguistic distinctiveness. It is hoped that applied linguistic expertise can assist such groups in making linguistically informed decisions and also assist them in LM efforts by drawing upon case studies from the past.

See also 7 Assessing Language Attitudes, 8 Language Attrition, 28 Bilingual Education.
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30  Language Planning as Applied Linguistics

JOSEPH LO BIANCO

30.1  Introduction

I take the theme of this volume to be that a distinction between applied linguistics and linguistics applied is useful and necessary and argue that scholarship on language policy and planning (hereafter LPP) substantiates this distinction and bolsters claims that applied linguistics is a coherent and distinctive academic discipline not dependent on formal linguistics (Brumfit, 1997; Davies, 1999). The main reason for this claim is that the practical nature of the problems that LPP deals with requires us to analyze specificities of policy-making in contexts where language is only a part. The abstractions of descriptive linguistics, and the abstractions of those kinds of applied linguistics that imagine a descent lineage from descriptive linguistics, and, further, the abstractions of those branches of sociolinguistics that derive conceptually from descriptive linguistics, lead to models for studying language planning that are weakly descriptive, a-social, and a-historical. Language problems always arise in concrete historical contexts and these inevitably involve rival interests reflecting “loaded” relations among ethnic, political, social, bureaucratic, and class groupings, and other kinds of ideological splits and controversies, including personal ones. To explain how language problems encapsulate or exacerbate such relations requires interdisciplinary research grounded in real-world data. Understood in this way, as a scholarly practice deeply embedded in sociology, history, ethnic relations, politics, and economics, LPP research is applied scholarship drawing on knowledge far beyond linguistics. The extent to which LPP draws on descriptive linguistics varies according to the kind of language planning activity being studied, and the particular tradition of linguistic description which is utilized.

However, studying and doing language planning also poses challenges to applied linguistics. A key challenge derives from the policy infused nature of knowledge (data, concepts, and relationships) that informs language policy-making processes. An “interested” or “motivated” character is inherent in LPP
and needs to be theorized as a central feature of researching language policy. An early aspiration of language planning scholars for a science of the field — "Language planning as a rational and technical process informed by actuarial data and by ongoing feedback is still a dream, but it is by no means so farfetched a dream as it seemed to be merely a decade ago" (Fishman, 1971, p. 111) — has had to be discarded as all the human sciences acknowledge, if not enjoy, the philosophical logic of postmodernity with its insistence on the impossibility of interest-free knowledge. Research conducted to sustain policy development is organically invested with dilemmas about how knowledge designed for action, for application, in contexts of contending interests and ideologies, is implicated in these processes and cannot in any absolute sense rise above interests and ideology. This does not mean that "rational and technical" processes are not possible, just that we must theorize these in the context of persisting interests.

There is an almost complete lack of use of categories drawn from descriptive linguistic classification in actual policy-making, with the possible exception of some corpus planning work. Even applied linguistics, and indeed, even trained professional language planners and the body of knowledge that might be called language planning theory, are rarely called upon, as Fishman has noted “...very little language planning practice has actually been informed by language planning theory” (1994, p. 97).

Despite all this, LPP is probably the most dispersed practice of applied linguistics and as old as verbalized semiotics: universal and ancient. That public authorities make minimal use of scholarly studies of language problems in society is a contradiction addressed throughout this chapter. Perversely, it is not only the actual practice of language policy-making that neglects LPP theory and scholarship, but also some theorizations of applied linguistics and sociolinguistics. For example, Chambers’ Sociolinguistic Theory (1995) reserves “sociolinguistics” essentially for variation theory and removes LPP out of language studies altogether, placing it under political science. Even in academic programs that include LPP studies it is marginal, underscoring Kaplan’s observation that “...only a handful of universities in the world offers anything more than a random course in language policy/planning” (1994, p. 3).

### 30.2 Defining and Theorizing

A continuing search for an adequate definition in LPP writing reflects both the wide range of disciplines that inform the field and the diversity of activity that is called language planning. During its formative decades of the 1960s and 1970s language planning theory tried to be a “science,” understanding "science" as empirical and quantitative data-driven replicability; difficult when the data and concepts of language planning scholarship are contingent, transdisciplinary, and often framed by interest and motivation. These characteristics don’t mean LPP can’t be empirical and quantitative, but that what count as empirical and quantitative processes requires energetic re-theorization
related to the function of context, politics, and processes of iterative decision-making in public affairs related to language.

A frequently cited definition is Cooper’s: “Language planning refers to deliberate efforts to influence the behavior of others with respect to the acquisition, structure, or functional allocation of their language codes” (1989, p. 45). Other definitions include what people do, think and believe about language: “Language policy can be defined as the combination of official decisions and prevailing public practices related to language education and use” (McGroarty, 1997, p. 1). In other definitions there is no place for the non-deliberate realm: “The match of national language capacity to need” (Brecht & Walton, 1993, p. 3).

Much early thinking sought to locate LPP close to the conventional policy sciences, aiming to generate a “rational matrix”: an ordered sequence of bounded actions governed by an overarching design, itself a data-driven rational response to a pre-established problem. This was prominent in the work of Joan Rubin and Bjorn Jernudd (Jernudd, 1973) who make important contributions to systematizing the field. In their work, together and separately, they connected language planning research to the formulation of alternatives, understanding the essential task as normative intervention by those empowered to decide, but emphasizing that proposed alternative courses of action should be evaluated and contrasted. Both specified orderly and systematic procedures such as the “establishment of goals, selection of means and prediction of outcomes,” however they were also sensitive to the role of interests and power. Not all scholars have been willing to concede space to interests and ideologies calling for pure technicism. Tauli (1984), for example, called language planning a failure for not asserting that the planner, as scientist, should prevail over the preferences of language users by insisting that scientific criteria of efficiency, modernity, and instrumentalism should prevail over “nostalgia and sentiment.” In keeping with the prevailing intellectual climate of scientific optimism, only a minority of LPP pioneers were skeptical about any limits to technical protocols and many imagined banishing subjectivity and interests from consideration. While there are, in fact, orderly and sequenced kinds of LPP whose processes of research knowledge utilization are “rational” and “overt,” and which collect data in systematic and publicly demonstrable ways, in reality the ordered “rational matrix” holds true for only a minority of actual LPP.

Some definitions do not limit the effects intended by policy intervention and encompass multiple kinds of collective action: “the organized pursuit of solutions to language problems, typically at the national level” (Fishman, 1973, pp. 23–4) and “authoritative allocation of resources to language” (Fishman, 1994, p. 92). Importantly some definitions (Neustupny, 1978, 1983) have also included even mundane practices of individual language use. The inclusion of an individual’s language choices, processes of correction, modification and management of expressive alternatives is a radical move that takes LPP into relationship with consciousness and social psychology, raising issues about the degree of deliberateness required to classify practices as LPP.
Neustupný’s useful distinction between approaches to language planning, one describing societies which plan language via policy, the other via cultivation, was further developed to distinguish between correction and management of language issues as the superordinate frame for describing language planning, with subordinate categories of treatment (organized and deliberate attention to language) and planning for those varieties of language treatment which seek to be theoretically structured and highly systematic. In his “correction model” Neustupný speaks of communication “inadequacies” which exist in both the communicative acts of individuals and the communicative system in general. Inadequacies lead to hypercorrection and an increase in the consciousness of the speaker. Problems in the communicative system lead to a meta-linguistic correction system of the teaching and the treatment systems, while individual speakers note discrepancies in the system or forms they are using, find a design for its removal, and decide whether to implement the identified change.

Neustupný’s approach is interesting for this ambitious attempt to see through, initially by analogy and later by systematic structuring, a connection between individual and societal treatment of the LPP process; although he reserved the term language planning only for those treatments that draw on explicit LPP theory and which are characterized by systematicity and future orientation. An appealing alternative possibility is that LPP can be conceived not simply as the societal and conscious analogue of personal language correction processes, but that the personal and the societal are both instances of LPP located relationally along a single continuum of actions.

Fishman’s many contributions have grounded LPP in social context and national setting, and have been especially prominent in examining LPP as intervention in language ecology (maintenance, revival, and shift). In a 1974 work Fishman conjoins in a single framework modernization and development models with LPP. Four language problems are characterized: selection, stability, expansion, and differentiation, each corresponding to LPP processes, respectively: policy-decisions, codification, elaboration, and cultivation. These result in the outcomes identified by Ferguson (1979), another pioneer of LPP theorization, as graphization, standardization, and modernization. This work exemplifies the continuing attempts to devise coherent relationships between societal and linguistic planning processes. Often the societal is identified as the base problem, stimulating the activity in the first place, with the resultant outcome characterized in language terms.

Fishman (2001) has also pioneered new areas of relevance for LPP and tied it to identity in ethnically plural settings, language beliefs and attitudes, religious and sacred experience, as well as to language regeneration efforts of indigenous and immigrant minorities. His Graded Intergenerational Dislocation Scale is an instrument for locating a language on a descending scale as a heuristic for intervention to regenerate and revitalize languages in various states of attrition, facilitating cost benefit analyses of reconstruction efforts. This is an important tool for LPP that combines community effort with expertise, and further ties LPP to the policy sciences.
30.3 The “Activity”

The term “language planning” became prominent in the work of Haugen (1966) who made it the overarching category encompassing societal intervention in language. Haugen’s still popular systematization distinguishes between: *selection* of form, *codification* of the selected form, *implementation* of new norms, and their *elaboration* into various public domains, including institutional and cultural *cultivation* of language.

Kloss (1969) divided language planning into two branches of activity: *corpus* and *status planning*. Corpus planning refers to norm selection and codification and is usually undertaken by language experts, resulting in dictionaries, grammars, literacy manuals, and pronunciation and writing style guides. Status planning is rarely entrusted to language experts. The results of status planning are laws, clauses in constitutions prescribing the official standing of languages, and regulations for their use in public administration. This institutional and administrative focus is generally for nation-solidifying purposes and aims to secure a language, or its preferred orthography, over national territory or, in cases of imperial or economic expansion, to spread beyond it. Corpus planning is often undertaken to overcome communicative inefficiencies, usually driven by ideological imperative. Typically these ideologies have been nationalist postcolonial reconstruction, but social movements also advance political aims through modifications to the lexis and discourse patterns of language. Examples in English have been university campus speech codes promulgated in the interests of anti-racism and counter-sexism, indeed for most kinds of linguistic political correctness. Pursuing social change via linguistic reform is based on a sense that social power and representation correlate with language or are consonant with more performatively based understandings of language (Butler, 1997) that consider language constitutive of social identities and politics a lingually performed practice. Status and corpus planning are the major activities discussed in LPP literature, but three other activities are studied.

*Acquisition planning* (language-in-education) typically describes the languages teaching policies of states. Foreign or second language instruction can be motivated by humanistic rationales, by economic interest calculations, by assessments about national security or geo-political interest, or by responses to the needs, opportunities, and rights of linguistic minorities.

*Usage planning* refers to efforts to extend the communicative domains of a given language. This usually occurs in opposition to a replacing language after political reconstitution (administrative devolution, federalism, or national independence) but in more extreme cases usage planning forms part of regeneration efforts on behalf of dying languages.

*Prestige planning* involves elevating the esteem of a linguistic code. While this often accompanies status planning, there is an ancient history of poetic, philosophical, and religious involvement in attaching enhanced prestige to given
codes that precedes formal planning processes and sometimes contradicts them. The production of canonical literature by poets, prose writers, and other cultural figures has effects that can be usefully discussed as language planning.

These five language planning actions are rarely separate. In practice they overlap and are mutually producing. Their goals are to alter or entrench the status, extend or modify the corpus, enhance or deepen the acquisition, disperse the usage and elevate the prestige of linguistic codes. I believe that we need to include an additional, critically oriented, activity: discourse planning.

Discourse planning refers to the influence and effect on people’s mental states, behaviors and belief systems through the linguistically mediated ideological workings of institutions, disciplines, and diverse social formations. Although discourse is quintessentially dialogical, and by definition permits contest and negotiation, planning discourse refers to the efforts of institutions and diverse interests to shape, direct, and influence discursive practices and patterns. Often discourse planning seeks to represent as natural ways to think that are socially constructed, and therefore contestable, interested, and motivated, by influencing the predisposition of people to think in particular kinds of ways. At its extreme discourse planning approaches Orwellian thought control, more commonly it specifies the motivated, though not necessarily deliberate or conscious, use of speech acts to effect influence and persuasion. Some discourse planning is reflexive, aiming to influence how people think, behave, and value language itself. As such, discourse planning is the ideological accompaniment of other kinds of LPP practice, such as the persuasive discourses of public authorities engaged in status planning.

30.4 Modernization, Authenticity, Development, and Theory

For much of its contemporary history LPP theory focused on the particular needs of developing nations (Eastman, 1983) and on processes of modernization. A seminal text (Rubin & Jernudd, 1971) was subtitled “Sociolinguistic Theory and Practice for Developing Nations.” The standpoint suggests a little problematized notion of a “linguistically settled” end-point nation, suggesting an archetypal national order synonymous with western modernity, imagined as either uni-lingual, with uncontested orthographic conventions, in which the population is maximally literate, or at least not problematically plurilingual. This modernization involved progressive specialization in economic domains, lessening of clan, tribal, and ethnic bonds, and their substitution with the identities and relationships of liberal, industrial, and post-industrial consumerism in which standardized, codified national languages and near-universal literacy, predominate. The “normality” of the state modeled
from Europeanized monolingual polities often collided with local realities and experiences of the relations between identity, polity, and communication (Mansour, 1993).

By foregrounding multilingualism as a problem, the logic of LPP had often been to place communication practices into hierarchically organized classifications, via differential status allocations, differential literacy elaborations, and different ideological associations. More persistent were assumptions that extensive multilingualism necessarily correlates with poverty and under-development. Pattanayak (1987) shows that a range of modern scholars has discussed multilingualism negatively, as causing backwardness and economic underdevelopment. The following maxim-like point exemplifies this: “a country that is linguistically highly heterogeneous is always undeveloped, and a country that is developed always has considerable language uniformity” (Pool, 1972, p. 213).

Fasold states: “It is obvious that multilingual states have problems that more nearly monolingual ones do not . . . difficulties in communication within a country can act as an impediment to commerce and industry and be socially disruptive” (1984, p. 4) and “there is a definite relationship between linguistic uniformity and economic development” (p. 7). Although he does indicate some benefits of multilingualism, he argues that linguistic “diversity is inversely related to development.” Fasold concedes that such a relationship may not be causal, resulting from arbitrary postcolonial boundary setting (p. 134).

The modernization-developmental connection has lessened considerably in LPP writing, partly through increased prominence of Asian and African theorists positing new kinds of polity and asserting naturalness for linguistic pluralism, partly through exposure of the westernizing assumptions these connections carried, but also through new multilingual challenges becoming prominent in Europe and in the “new world” Europeanized states. Very rapid economic growth in China and parts of South India, based on high-tech innovation, will likely cause further modification to assumptions whose essential error has been to confound societal multilingualism with an absence of interlingual communication, an especially problematical assumption for sociolinguistics which foregrounds the idea of overlapping discourse communities and the functional specialization of speech and communication domains.

More broadly, patterns of economic modernization, especially in north Asia, have not necessarily reproduced the model of the developed nation typical of European economic modernization, challenging parts of the paradigm of classical LPP. Romanized writing is not inevitable for modernization (Gottlieb & Chen, 2001), new technological innovation allows voice instruction and renders less necessary any kind of alphabetization and even disrupts classical speech-writing hierarchies, but the modernization-language-development connection remains a crucial topic in LPP, especially prominently in light of global English (Lo Bianco, 2002).
30.5 Language Planning in History: No Unitary Purpose

LPP is as ancient as language itself, is expanding everywhere, and is used for many different purposes. Some early theorization (Eastman, 1983, p. 126) imagined a unitary disciplinary purpose: “a field that seeks to foster ethnic interaction, world communication, and national identity,” but the vast diversity of its historical and actual practice belies such a possibility, and although it is theoretically possible that academic training in LPP could produce a unified ethics of practice, the field of language planning is not guided by common goals. Language planning serves multiple and conflicting interests. The subjectivity of planners is central for an account of LPP that seeks to comprehensively deal with its practices.

In the third century BC India’s only Buddhist Emperor, Ashoka, pursued political unification via linguistic toleration while Qin Shihuangdi, first emperor of a united China, suppressed regional scripts (an opposite policy for a similar objective), selecting a single standardized writing variety (the Small Seal) and mandating its use (Ferguson, 1979/96). These ancient precedents have modern manifestations; India’s constitution continuing Ashoka’s pluralism and in China’s unitary policy.

At a similar time in the west language planning exhibited language and world-view beliefs. Plato advocated free literacy to counter communal poetic recitation aiming to “break the power base of Homer and traditional culture” (Gee, 1996, pp. 32–5), believing that through dialogic language Athenians might be “disenchanted” from the blandishments of Homeric verse and its dangerous “magic” that made the citizenry pliable and unthinking.

The European language academies (Florence, 1582; France, 1635; Spain, 1713) aimed to cultivate prestigious literary culture, but also laid the basis for subsequent national politics. Cultivated literary languages merged with the idea of national culture, advocacy for unique and bounded states to reflect language borders followed (Hobsbawm, 1993), under industrialization, with standardized mass literacy in national languages. This long evolution of canonical literary forms, eloquence and scientific discourse, and mass basic literacy, supports Coulmas’ (1989, 1994) argument that languages do not yield standard forms naturally (these are cultural achievements), and Joseph’s (1987) analysis of “eloquence” and its power as culturally specific, and variable. Linguistic evidence for nationalist politics spawned new nations and revived old ones. The invention of the linguistic minority (Heller, 1999), the creation of border communities, the emergence of polycentric, national-variety, languages, and other fall-out from determining political space through notions of language and culture as much as through power and force, spawned an expansion of deliberate language engineering, cultivation, and propagation that continues unabated in Europe, as elsewhere, today.
The nation-language ideology served Apartheid’s originators to legitimate forced relocation of African peoples. In processes not always self-conscious or deliberate, scholarship joined policy. Uninterrupted speech chains were ruptured, inventing languages just as interpretable as mutually intelligible varieties, devising different orthographic conventions, and attaching the results to a discourse of uni-lingual nation-entities; all constituting evidence of separateness necessitating divided geo-political space (Alexander, 1989, p. 22). Linguistic classification and “scientific” nomenclature can be saturated with politics. This served Apartheid’s project of “breaking up the black people into a large number of conflicting and competing so called ethnic groups” (Alexander, 1989, p. 21). Since 1996 language planning serves a dramatically different meta-policy in a South Africa seeking to forge a trans-ethnic but multilingual state but which pits progressive constitutionalism against the market-driven power of English in a post-national globalization (Webb, 2002).

Several centuries earlier, LPP produced in Sweden the world’s highest literacy rates (far higher for women than in many countries today), an outcome motivated not by any literacy motivation but by commitment about direct, unmediated, encounter with God’s word (Gee, 1996). In the eighteenth and nineteenth centuries the world’s biological and chemical terminologies were rationalized by Linnaeus and Berzelius (Dahlstedt, 1976). From such experiences the Swedish Academy has evolved a function independent of state, issuing rulings on terminology, pronunciation, and spelling that are accepted in popular and technical domains. This expert-driven and authoritative rationality is sustained by a “total Swedish societal ideology” (Dahlstedt, 1976). Altogether different is the “creation” of Modern Turkish, replacing its Ottoman predecessor, a process preceded by romanization, and combining cultural innovation, modernization, democratization, imposition, cultivation, and ongoing contest resulting in what, according to Lewis (1999), has been a “catastrophic success.”

More like Turkey than Sweden, but particular as well, is Vietnam’s evolution of its writing system (DeFrancis, 1977; Lo Bianco, 2001a), the only nation to romanize Chinese orthography. This “policy” is the fruit of millennial struggle against various colonialisms, with multiple language and writing alternatives at different times, shifting reactions of the mandarin scholar-gentry class, colonial administrators, revolutionary and conservative politicians, poets and writers, and peasantry to the language options imposed or favored by various dominating outsiders and internal collaborators.

Accounting for any of these experiences of LPP could never be adequate from a disciplinary source grounded in language study alone, much less from linguistics, however conceived, but needs to be informed by historical, political, educational, and economic scholarship. However, since history, economics, education, and political theorizing invariably neglect to account for the role of language over time, in resources, in instruction, and in relations of power, a distinctive transdisciplinary applied discipline, grounded in real-world data, is required, otherwise language policy histories are rendered subservient to
broader analysis that cannot account for its specificities. Located between human sciences that pay scant attention to language, and linguistic accounts that pay scant attention to context, a transdisciplinary language planning theorization is essential. Its reach and methods must far exceed the limits both of descriptive accounts of language and of the invisibility of language to historians, economists, and political scientists. An account of the Vietnamese case needs analysis of the peculiar “micro-linguistics” of graphization, a tri-graphic hierarchy of three scripts: Chu Han (Chinese writing of Chinese), Chu Nom (indigenous adaptation of Chinese writing for Vietnamese), and Quoc Ngu (romanization of Vietnamese), along with romanized French, alongside analysis of the languages this tri-graphia favored or impeded (Chinese, Vietnamese-influenced Chinese, French and Vietnamese). And all this must be grounded in the real-world contexts of the social, political, cultural, and economic interests that were advanced or retarded, the development, modernization, revolution, mass or elite literacy that the tri-graphic hierarchy made possible or difficult. These language-specific inflections of history, economy, education, and revolutionary or reactionary politics can never be accounted for fully within a solely contextual analysis and yet will always be inadequately accounted for without reference to the enveloping context (Lo Bianco, 2001a).

Some dimensions of language policy-making, beyond direct language activism, are dispersed among communities and reside in the ordinary practices of language use, confirming and disconfirming promulgated norms, invoking and resisting identities, advancing or retarding ideologies. Language practices, inherited as tradition, and language itself, populated with the meanings, associations, and ideologies of past speakers and present usage, constitute what speakers inherit, the past “policy” of the language resource of a collectivity, and these enter into complex relation with assertive institutions and authorities. This account is influenced by ideas on language as voice and dialogue, from Voloshinov and Bakhtin (Dentith, 1995), and is crucial to the present claim that LPP needs revitalization with the inclusion of discourse planning as a legitimate field of LPP.

### 30.6 Critiques

Academic marginality has not shielded language planning from attack. Perhaps severest has been the allegation that LPP is complicit with social repression in the interests of state and class (Luke, McHoul, & Mey, 1990). Mühlhäusler (1995) holds that when applied by developed-country experts (operating with notions of “one national language”) to intergenerationally stable multilingual nations in post-colonizing contexts, LPP can lead to the creation of hierarchical diglossia among existing languages and varieties, and in turn this can lead to erosion and the ultimate demise of minority languages. Relatedly, the spread of anglophone westernizing modernity can lead to the destruction of distinctive life-worlds and the depletion of the alternative worldviews that reside
in diverse linguistic systems (Nettle & Romaine, 2000; Phillipson & Skutnabb-Kangas, 1996; Skutnabb-Kangas, 1995), the result of the absorption of poor and marginalized peoples into global consumerism.

Another allegation has been that LPP has entrenched economic inequalities for immigrants in first world societies by language educational schemes tracking immigrants into low-paid, marginal jobs (Tollefson, 1991). The methods of LPP have been criticized for depending on positivistic, rationalist epistemology (a “pretence to science”) and for relying exclusively on technicist-scientistic techniques (Luke, McHoul, & Mey, 1990). For Moore (1996) LPP theorists adopt an uncritical stance toward their own practices and operate with excessively descriptive approaches. Moore uses Dorothy Smith’s sociology, which implicates scholarly practices in “relations of ruling,” naming others’ lives and experiences, inscribing outsider appropriations into orders of action that impose “invented” categories on lived experience; scholarly “overwriting” as domination.

The archetypal methods of LPP such as the sociolinguistic survey, and the rational choice matrix, the latter an analogue of management formalism: (1) Identification of Problem (fact-finding); (2) Specification of Goals (development of policy); (3) Cost-Benefit Analysis (weighing up alternatives with rational demonstration of the ultimately preferred one) (4) Implementation (5) Evaluation (comparing predicted to actual outcomes), are criticized for “masquerading” as neutral information-collecting instruments and ordered action-sequences. Critical scholarship argues that these methods can produce the means for bureaucratic and technocratic management of the lives of minority communities. Outsider, scholarly, ways to know and represent can predominate over insider lived experience, and serve the interests of state agencies, corporations, statistical documentation practices, and even proselytizing religious orders (Sommer, 1991). Such criticisms allege that formal processes of analysis in the service of commissioning agencies manufacture “factive” representations over communities otherwise independent of centralizing and hegemonical apparatuses. Such representations are often framed as information required to “solve” social, educational, health, and occupational problems, invariably seeking to alleviate “disadvantage.”

Fishman rejects the most extreme of these criticisms (1994) but calls on LPP scholars to adopt stances, conceding that LPP cannot reside in some ideology-free zone being used by “ethnicisers, nativisers and traditionalisers” who “engage in language planning for their own purposes” (Fishman, 1994, p. 96).

### 30.7 Problems

A distinctive dimension of LPP theorization has been its struggle with “problems.” Much LPP theory adheres to a view that LPP scholarship starts with a response to predetermined language problems. Some scholars have attempted comprehensive characterizations of language problems, most impressively Dua (1985, 1986), who claims that the “systematic account of language problems of
a speech community is a prerequisite to an adequate theory of policy formulation, language planning and language treatment” (p. 3). Dua’s scheme specifies various categories of people who define problems, insiders/outsiders, politicians/bureaucrats, researchers/professionals, and “the people,” and specifies four social needs that defined language problems reflect:

**Normative needs**: definitions in which professionals or experts dominate;

**Felt needs**: definitions in which affected groups or individuals prevail in the process of defining;

**Expressed needs**: those felt needs that are converted into action; and,

**Comparative needs**: establishing a contrast among needs such as temporal, situational or locational.

Dua’s matrix further complicates according to how needs are handled, involving a series of oppositions, broadly/narrowly, deeply/superficially, precisely/vaguely, and rationally/irrationally. This desire to comprehensively characterize is also exemplified in Nahir (1984) who identifies eleven intended treatments for language problems: purification, revival, reform, standardization, spread, lexical modernization, terminology unification, stylistic simplification, interlingual communication, language maintenance, and auxiliary-code standardization.

Attempting to characterize the totality of language problems in taxonomies underscores the vast complexity of LPP. However, and quite problematically, which language problems are allocated policy treatment is embedded in conflict about interests, probably only identifiable from critical perspectives. LPP sometimes appears to take claims by public authorities about policy intentions at face value, failing to recognize what the scholars would, as citizens, ordinarily recognize, that political language is inflated, and that LPP is framed by political discourse. How many times does it occur that in electoral debating concessions are made to certain publically demanded principles only to be denied in practice, witness the legendary status of the political promise. LPP is also politics.

Most LPP scholarship has not been naive about the problematic nature of problems; there has been insufficient attention to the ideological character of processes for the determination of which language problems are allocated policy attention. LPP has wanted to describe processes of status, corpus, prestige, and usage planning without adequate regard to the prior structuring processes of ideology, discursive politics, the contest about what representations of language, what language problems, will be constituted for state agency or authoritative intervention. In public policy literature, however, there has long been an acute sense of the politicized character of policy problems with Edelman (1988) arguing they are ideological constructions that “come into discourse and into existence as reinforcements of ideologies” (p. 12).

An exemplary instance of this is the politics that surround the official English movement in the United States. The moves legislate English as “official” is, at face value, a classic instance of status planning, but what is the problem that
these expensive and extensive (and materially redundant?) efforts respond to? Is it “Hispanophobia” (Crawford, 1995), “war against diversity” (Crawford, 2000), a moralistic “Reagan renaissance” (Tarver, 1989), “civilization” for the “American underclass” (Gingrich, 1995), rolling back expensive leftish “official multilingualism,” or the “need” to “protect English” (Lo Bianco, 2001b)? Most dramatically, is American democracy, founded on English libertarian principles, at risk and needing its House of Representatives and Senate to make a stark and historic choice between “Democracy or Babel!” (de la Pena, 1991)?

The language problem that precedes and shapes language policy and planning is no straightforward thing, immersed as it is in discursive politics.

30.8 Praxis as (Past) Planning

Planning is itself a problematical notion, since it suggests changing the future. Is what we ordinarily do, with language as with most other behavior, past planning in action? Is the “default” system with which we mostly operate in mundane life simply the operation of what was previously consciously determined, and is now praxis? In a longitudinal study of US bilingual teachers, Shannon (1999) comments on what happens when there is an absence of explicit policy formulations, apart from broad policy, and finds that “practice” becomes “policy.” In the absence of overt or explicit detailed planning, teachers make recourse, through underlying beliefs and values, to patterns of behavior that reflect past accommodations or past policies, sometimes contradicting the broad policy altogether. Thus ideology operates as “default” policy.

Recent approaches to the study of attitudes, values, and beliefs as constituting an ongoing, daily politics of language ideology (Schieffelin, Woolard, & Kroskrity, 1998) sustain Shannon’s approach. Bakhtin’s conception of ideologically laden discourse, most evident in “authoritative” contexts, where discourse: “is indissolubly fused with its authority – with political power, an institution, a person . . .” (Bakhtin, 1981, p. 343) extends this thinking, suggesting that what is default is in fact powerfully shaped by authoritative extant discursive representations, institutionality in discursive practice, and praxis, what is routinely done, as its daily enactment or performance.

The language ideology connection can be demonstrated by different constructions of what two-language teaching in schools “means.” Two-language education is found in all parts of the world, but it is rarely the same thing, sometimes being marked as progressive, interesting, or enriching, other times as oppressive and regressive. Australian bilingual education can be simple acknowledgment of minority children’s educational potential (Djite, 1994), or a conspiracy by a self-serving “educational establishment” denying indigenous children English literacy (Lo Bianco, 1999). Canadian bilingual education can be a politicized concession to Québec nationalism, but also educational and social enrichment (Heller, 1999). US bilingual education can be anti-poverty measures for disadvantaged Mexican-American pupils (Schneider, 1976), or
education that “integrates language minority and language majority students in the same classroom with the goal of academic excellence and bilingual proficiency for both” (Christian et al., 1997). Most extreme, the language policy aimed at teaching arithmetic and social studies in Afrikaans alongside English became “the immediate cause of the 1976 Soweto uprising” that resulted in the deaths of many students (Juckes, 1995). Two-language education, like any LPP measure, assumes specific political meaning at the conjunction of overarching ideologies and specific histories, in real-world settings of conflict, opportunity, resources, and relations among groups.

Discourse, in its naming and framing problems, contributes in forming epistemological bases for understanding the world and is constitutive of perception. A reinvigorated theorization of LPP requires the addition of discourse planning to adequately explain, even to discuss, policy action in which language is the object of attention, obviously most in those domains where there is contest, conflict, and dispute. The key aim is to account for the language of politics in language planning theory, how language problems are construed discursively for policy attention, a process that results in selective elevation of some language issues to policy attention, while silencing alternative claims. The inclusion of the political discursive realm within the remit of LPP seeks to understand the constitution of language problems as a performative practice, engaging both traditional notions of rhetoric and persuasive talk, but also the actual accomplishment of goals of language policy through ideological structuring.

Language is a deeply problematic object of the conscious processes of planning because it is also the medium for its constitution as an object for policy attention. Policy and planning are interventions into “natural” ecologies, disrupting processes of evolution, diversification, and standardization. The most general purpose of intervention is to assert deliberative control. The imposition of deliberative, consciously-intended ends onto semiotic practices that have ecological character as substantive fields with endogenous developmental processes and histories raises questions about control exercisable by intervention and the ambiguous effects of intervention. It also foregrounds the connection between personal language practices and the societal domain. The official English movement in the United States is salient because of the material absence of what classical language planning would constitute as a “language problem,” or, better, the heavily ideologized character of the “language problems” advanced for policy treatment. Making central within LPP the analysis of policy discourses surrounding the constitution of language policy problems establishes the performative character of the disputation around the status of English in America. Some discourses demand acknowledgment of English as “the language of America,” America understood as a political community, united by claims to a tradition of liberal individualism and enterprise. These claims are an indispensable part of policy-making, the state-talk that policy talk is seeking to enact, but the discourse seeks not only to stimulate legislative action, it is itself policy action, performance of an extended routine of naturalizing associations of English with national iconography and values.
Praxis, and discourse, here constitute and perform, through countless reiteration, over time and space, illocutions (speech acts whose effects are immediate if persuasive) and make available public perlocutions (effects dependent on the material responses of lawmaking).

30.9 Sciences of Language

Underlying the possibility of any kind of language planning is the notion that “language... is... subjected to human action and control... This insight is the basis for all language planning” (Bartsch, 1988, p. 147). This insight tells us that language is not static and uniform, but not what it actually is. Different sciences of language investigation have struggled to more or less strongly locate the linguistic sign in relation to context, system, inter-subjective iteration, and the material world.

Newmeyer (1986) contrasts “autonomous” linguistics with three conceptions of language that connect it to external non-language realities: socio-linguistics, Marxist-oriented linguistics, and “humanistic” aesthetics. He takes “autonomous” approaches to mean generative linguistics, alongside its structuralist forerunners deriving from Saussure. Newmeyer’s search for a characterization of language and context aims to look past what he characterizes as linguistic “modernism,” a goal shared by Pratt (1987) who claims that underlying the formalizations of autonomous linguistics are “utopias,” idealized assumptions about community and shared identity. Both identify an oscillation in approaches to language description between greater and lesser contextualization, like Hanks (1996), who substitutes “communication practices” for “language” as the center of scholarly interest. This oscillation is inflected in each historical phase in the research questions that occupy expert scholars of language. The inflections mean that similarly underlying questions recur in specific, grounded instances in new times under the rubrics of linguistics and applied linguistics. Although this process reflects a wider intellectual history of alternating periods of universality and relativism, the pattern of oscillation within language theorization is influenced to a considerable degree by practical constraints that faced scholarship, with spoken, and “fleeting,” language now more amenable to systematic study, freed as scholars are from the constraints that Voloshinov called the “cadavers” of abstract systems, the dead texts that animated the interests of philology (in Dentith, 1995).

Other kinds of linguistics offer alternative ways of “seeing” language, and ground discussion of grammar, correctness and norms, in theories that give rise to different dilemmas concerning normative knowledge. These dilemmas suggest particular connections between informing language theory and practices of language planning. If applied linguistics isn’t linguistics applied, or isn’t just linguistics applied, we still need to ask what is the linguistics that isn’t or is only partially, or only occasionally, applied? Three different sciences of language producing different kinds of LPP are considered.
A view of socially-made meaning, social semiotics, is central in the Systemic Functional Linguistics of M. A. K. Halliday and yields theorizations of the practice of policy and planning intervention different from those that claim descent from descriptive linguistics. Specifically, in Halliday (1993), a different base notion of language generates an approach to LPP which sees the “meaning resources” of a community, its children in school, or its science, social relations, and politics as expandable, or restrictable, on the basis of explicit connections between structure and semiosis, deriving from his explicitly made interconnections between language and the material realm. Halliday distinguishes between institutional and systemic LPP. The latter is more innovative and follows from sema-history notions, that is, stages of history and the relations between language and materialism, class, sex, and race. The relation between evolution and intervention refers to limits posed by grammar’s base, the relation between social structure and language in different phases of history, as well as its disjunctions. Hallidayan inspired LPP would differ from conventional theorizations in several ways because semantics, not form, would be the central issue for investigation. In contemporary LPP theory acquisition planning refers to the efforts states make to teach foreign or minority languages, occasionally to the adult literacy campaigns in postcolonial nations. Notions such as “expanding the meaning resources of learners” would count as the central practice of a Halliday influenced LPP, whereas much post-war LPP has neglected national literacy education. Although sometimes “intellectualization” is cited in conventional LPP as code-centered corpus planning in Hallidayan inspired LPP, this process of extending meaning potential would be the central issue of examination and not a marginal one.

The second language science that would produce a radically original LPP is located in the “identity” orientation that shapes the linguistics of Le Page and Tabouret-Keller. Le Page and Tabouret-Keller (1985) and Le Page (1988, 1993) propound a unique view of language as science, and of the sorts of intervention that create what they regard as “language.” A key premise of their theorization is a highly dynamic inseparability of language, “a repertoire of socially marked systems” (Le Page & Tabouret-Keller, 1985, p. 116), from the practices and instances of its use, questioning the ontological status of many of the categories assumed by conventional linguistics and challenging the fixity of these categories (ethnic groups, languages, dialects, different languages). This challenge derives from the locus of language; which they find residing in individuals whose creative and massive variations in its use reflect constant negotiation and change. Every speech act involves the projection of the “inner universe” of the speaker “implicitly with the invitation to others to share it” (Le Page & Tabouret-Keller, 1985, p. 181). This projection produces adjustments (“focusing”) based on the feedback from the interlocutor’s response to the language projected, in some measure reinforcing the original or producing its modification as the original speaker accommodates to the feedback received. Projection involves a creative and constitutive set of operations whereas focusing involves progression from simple feedback to incorporation and institutionalization.
Individuals inhabit and create a “multidimensional symbolic universe” (Le Page, 1988, p. 32) surrounding them with a multitude of possible linguistic choices and selections based on the interplay of projection and focusing. Le Page distinguishes between standards as norms and as prescription. The former comes about through focusing, the dialogical process of fit between projection and feedback, and is largely unconscious. This process can account for language change and development and even for rigidities in some processes (monastic scriptoria). Prescriptive norms on the other hand derive from the awareness of stereotypes based on norms. Le Page argues for example that Received Pronunciation originated in the “close interaction” between public schools, Oxford and Cambridge, and the “Mandarin ranks of the civil service” in the latter part of the nineteenth century and early part of the twentieth. Projection and focusing are understandable as LPP processes that make dynamic reformulations of language commonplace, but also help to explain stable phenomena.

A third alternative LPP can be constructed from critical approaches to language. Critical linguistics is premised on the idea that language and ideological systems are inseparable, but that these connections are naturalized, made to seem like common sense, and therefore masquerade as normal when in fact they represent and carry interest. Fairclough (1989, 1995) argues that language is the prime locus of ideology, that this insight of critical and social theory (influenced by Bourdieu, Foucault, and Habermas) is evidenced by the “linguistic turn” in contemporary social theory and is critical precisely because it reveals connections of power and ideology with language that are otherwise concealed through “linguistics proper.” For critical linguistics, a theory of social practice that does not reduce or overly elevate individual agency and creativity, nor the determinative power of convention or structure, is the defining parameter of the field.

This approach rejects the classic base of descriptive (or autonomous) linguistics, in the tradition of Saussure, as unacceptably a-social, overly formalistic, with the related stress on synchronic analysis and abstract characterizations. Furthermore, critical scholarship argues that conventional sociolinguistics only seeks correlative relations between social structures and aspects of language (running the risk of legitimizing such correlated forms by a-critically describing their contextual “appropriateness,” when critical linguistics might seek to problematize such relationships). In this vein Gee (1996, p. 104) states that “Since language situates speakers and hearers within fields of status and solidarity, and since these are inherent social goods to humans, all language is always and everywhere ideological.”

Political linguistics is a term that has arisen within LPP writings, especially among critically inclined scholars. In settings where language correlates with major economic inequality Calvet (1998) takes a strong approach: “All planning presupposes a policy, the policy of those in power . . . by intervening in languages, he becomes part of the power game” (Calvet, 1998, p. 203). For in vitro experimentation to succeed it must work in vivo and Calvet’s view is that the actual position of the linguist is predictable,
usually the linguist is to be found on...the side of power, even if he only considers himself as a technician or adviser...language officials...risk becoming servants of the state...intervention by planning tends to dispossess speakers of their own language: all planning is carried out by a handful of planners possessing all the power over a people who are planned. (p. 203)

His one way out seems to derive not at all from professional ethics or responsibility but from citizenship, since “language policy is a civil war of languages...” so a linguist must “behave as a citizen and keep democratic watch...” (1998, p. 203). This position precludes a place for a kind of systematic scholarship that may be aware of the interested and motivated nature of policy and planning but which may still be systematic, careful, and scholarly; and may even work counter to dominant forces.

For Blommaert the challenge for LPP is positionality:

Taking sides is unavoidable: it comes with doing a particular type of questioning of linguistic reality. An attempt at providing a history of language, which takes into account social and political factors, forces us to voice interpretations of these factors. And in social and political reality, interpretations are partisan, and they almost automatically align the one who formulated the interpretation with one or another political bloc. So be it. (Blommaert, 1999, p. 437)

For Blommaert and Bulcaen (1997) this constitutes what they call “political linguistics.”

New intellectual forming sources for a reinvigorated LPP also come from critical sociology, such as the work of Bourdieu (1982, 1991) and his analysis of a kind of human subject that makes central the ideology of economy. Bourdieu has produced an analogue of the economic human within a symbolic market. In Bourdieu’s scheme there are four kinds of capital available to interacting humans: Economic Capital (various kinds of material wealth and assets), Cultural Capital (knowledge, skill and education), Symbolic Capital (accumulated prestige or honor), and Social Capital (connections and group membership). Individuals are distributed according to the configurations and quanta of capital that they possess and how the capital stocks can be transformed in social life into advantage. Power is taken to be the capacity of individuals to mobilize the authority accumulated in a market by deploying their capital stocks. This kind of power is a symbolic transmutation of coercive force.

For Bourdieu “buying and selling” economies are located within a communication economy in which linguistic interchange is a critical social practice. His is both a metaphorical rendering of marketplace terms and practices of language and a real analysis of the actual interplay of communicative exchange. Within these communication economies symbolic domination is effected by asymmetrical capital endowments. These take the form of a habitus in which the social person operates not just at linguistic dimensions but also with consequences in material capital. Bourdieu’s analysis of the historical unification of the French linguistic market from pre-revolutionary to Republican
times shows the operation of symbolic domination processes so that state linguistic unification and formal officialization accompanied each other.

The constitutional enshrinement of French was bolstered and made possible by the officialization of Parisian in the symbolic marketplace. It was not just that the state required standardized forms of literate language to operate its technical mechanisms of nationing and administration, but that there was a “struggle for symbolic power in which what was at stake was the formation and re-formation of mental structures” (Bourdieu, 1991, p. 48). The legitimization and realization of the language of state, with its content shifts toward new terms of address enshrining new social relationships, new metaphors and euphemisms, was a political struggle for the kind of language that a new social order demanded. This centralizing, hierarchical and universalizing, involved marginalizing local differences in the interests of Republican citizenship. This approach to LPP reveals a clear connection between micro-linguistic performativity of the macro-sociopolitical change of authority for French.

Bourdieu points out that symbolic domination utilizes and indeed ends up being a practice of euphemization; in effect a kind of self-censoring, governmentality in Foucault’s language. The market results in euphemization because of a process of anticipation (Thompson, 1991). Adapting to the pre-eminence of certain kinds of dominant linguistic capital creates a hegemonizing of the extant power relations. It gives effect at the interpersonal linguistic exchange to a wider societal project of language officialization. Persuasive powers are “obeyed” in anticipation of their deployment.

Foucault’s conception of how chaining of meaning are discursively related and repress alternative formations, and how these are historically produced through loosely structured combinations of statements, is relevant here as a kind of “discourse planning.” In policy work this occurs through specialized and powerful kinds of knowledge that policy science generates, knowledge designed for action; knowledge whose techniques of production stress precision and validity, and claim to remove ideology and interest. For Foucault “There is no power relation without the correlative constitution of a field of knowledge, nor any knowledge that does not presuppose and constitute at the same time, power relations” (1979, p. 27). These insights are relevant to a reconceptualized LPP in that they assist us to explain not only instances of language planning but also how the discipline itself arose and what particular interests it has.

30.10 Discourse Planning

In an attempt at a comprehensive post-World War II intellectual history of LPP, Ricento (2000) identifies three phases characterized by research questions, methodologies, and goals. Early work was predominantly technicist and technocratic with expert specialists promulgating solutions for newly emerging postcolonial states utilizing a “developing country approach,” but with
little problematization of methodology, “developed country” assumptions, or interests. The second phase is characterized as a kind of neo-colonial re-think after the failure of economic “take-off.” The current phase is shaped by a realization that LPP is not “philosophically neutral” leading to a challenge to its base in autonomous linguistics and some of its cherished ideas: native speakers, mother tongues, diglossia, national languages, bounded literacy, languages as discrete and bounded entities (instead of “will to community”), finite grammars, among others. Ricento claims that LPP today shows alarm about linguistic imperialism, language extinction and sees language and literacy as plural, contingent, and hybridizing social practices. The Ricento approach is helpful in bringing together contextual factors, intra-discipline epistemological change, and periodization. Inevitably such schemas can only be suggestive since time boundaries are never absolute, and the third stage is less new theory and more position taking.

What is proposed here is the addition of a category of language planning analysis, 

**discourse planning**, which understands discourse as both shaped and performing. The spirit of the informing linguistics identified above, and the limitations of descriptive analysis, partially motivate this proposal. The examination of persuasion and politics in language is not new, what is called for is the inclusion within LPP of the discursive realm as the key domain for the performance of language planning praxis. When persuasion and politics become focused on language itself, LPP becomes reflexive, and cyclical, the language of persuasion becomes deployed in the interests of enacting policy on language as object. Language here is both the means and object of itself. By scrutinizing the language of policy-making, using insights and methods of ethno-methodology to undertake micro-examinations of how language issues are constituted as problems for treatment by policy, we can integrate, if not reconcile, approaches to the study of language policy which are both systematic and empirical with approaches that acknowledge the ideological character of discourse. The examination of policy discourses, especially how policy discourses constitute problems for policy treatment, is a neglected field that will extend the scholarly range and rigor of LPP.

Language or code focused linguistics makes a choice to reify language and subject it to analysis within the formal conceptual apparatus of autonomous linguistic science. Applied linguistics, on the other hand, tackles contexts in which language issues, or problems, are paramount and subjects these problems to analyses, both empirical and speculative in design, to reach coherent accounts and understandings. Applied linguistics therefore reifies particular social moments, those in which language issues are prominent, and which require active kinds of analysis, aiming beyond understanding, or even explanation, toward scholarly legitimizations of particular courses of public action. Language policy and planning is an exemplary kind of scholarship for action.

Language planning is normative action for intervention (change or anti-change), whose analysis requires a reinvigorated intellectual framework combining professional identity formation, meaning and informational practices,
among interacting subjects. Critical and political linguistics offer useful conceptual information, as do the alternative linguistic sciences that identify coherent connections with identity as multiple, shifting (but also stable and persisting) and with the material and cultural context. These links (to culture, identity, and material realms) are enacted in verbalization and writing. Other fields of dialogue for the reinvigoration of LPP include the (political) subjectivity of language planners, systematic data collection and careful analysis methods that can operate within realistic incorporation of persisting ideologies, and interest in policy-making. Language policy and planning are ancient, extensive, and predictably expanding. Their understanding and explanation will be enhanced if in addition to more rigorous understandings of status attribution politics, corpus modification processes, esteem and prestige alteration, and impacts on usage, we include analysis of their discursive mediation and construction.
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31 Language Testing

TIM MCNAMARA

31.1 Introduction: The Place of Language Testing within Applied Linguistics

Language testing has undergone a rapid evolution in the past 50 years, mirroring the development of applied linguistics more broadly. The replacement in the immediate post-war period of traditional assessment techniques, such as the translation and the composition by “scientific” tests based on linguistics (structuralism) and psychology (behaviorism), paralleled the advent of audiolingualism within language teaching. Similarly, the introduction of communicative methods in the 1970s and 1980s was matched by a greater emphasis on performance tests within language testing, where candidates were required to display practical control of language knowledge under real-time processing conditions, and within specified contexts of use. Language testing received a great impetus from the development of specific purpose language teaching associated with the explosion of English language courses for students and professionals operating within an international context in the 1970s. Most recently, language tests are under somewhat of a challenge, as they respond to critiques of individualistic notions of performance and are increasingly being scrutinized for their social accountability, in line with the critical turn in applied linguistics generally.

There is a tendency at times for language testing to be seen as specialized and marginal: for example, in Pit Corder’s famous *Introducing Applied Linguistics* (Corder, 1973), language testing is relegated to the last chapter, very much on the margin, and within the International Association of Applied Linguistics (AILA) there is no recognized special field of language testing; it is seen as a sub-category of language teaching. Despite this, there are in fact grounds for the view that language testing represents one of the core areas of applied linguistics. First, the development of a language test involves a careful definition of the domain of knowledge, skill, or ability it is targeting. The development
of a test of general proficiency in a language, for example, thus requires a
definition of the construct of proficiency in a language. As a result, language
testers have been at the forefront of those working on definitions of commun-
icative ability in a second language, and such definitions are of fundamental
importance not only to language testers but also to the whole field of applied
linguistics. Second, data from language tests can be used to reflect on the
adequacy of models and constructs of particular aspects of second language
knowledge and skill, which have been developed in other areas of applied
linguistics, such as in second language acquisition. For example, language
tests of vocabulary knowledge necessarily draw on thinking about the nature
of vocabulary knowledge in the work of researchers on vocabulary acquisition.
Language test data can in turn be used to reflect on the adequacy of the
models used, and so feed back into research in the areas from which the
models are drawn. Third, research in many of the fields of applied linguistics
requires language tests as tools for research. The role of language testing
in validating constructs in applied linguistics has been discussed extensively
over the years: important examples include Lado (1961), Davies (1977, 1990),

Finally, the importance of language tests is a function of the social and
political roles they play. Language tests have marked social relevance in the
contemporary world, as they play a role in socially very significant institutional
and political processes. The idea of formal tests of knowledge or ability emerged
in traditional China, where they were used for the selection of individuals
who would go on to be trained to be the ruling elite. Tests thus played a
crucial role in constructing the fundamental character of Chinese cultural and
political life over many centuries (Fairbank & Goldman, 1998). In the modern
world, language tests control access to international education by students
studying through the medium of a second language (especially, but not
exclusively, English), they play an important role in the management of the
language education of the children of immigrants, they have been used as a
weapon in intergroup conflicts, they act as controls in the mobility of profes-
sionals and other workers. They are used for certification of achievement in
education, and in many countries control the transition between school and
higher education. Given this social significance, language testing faces an
ethical challenge: language testers need to make their language tests as fair as
possible, and need to be aware of their social responsibilities in their work.

The importance of language testing is recognized institutionally within
applied linguistics: language testing has its own journals, its own national
and international conferences and an international professional association,
the International Language Testing Association (ILTA).

Thinking about the character of language tests and responsibility for their
development and use has been guided increasingly by theories of validity
in general education, most recently the work of Messick (1989). But before
considering validity we need to clear the ground a little by considering some
characteristics of all tests, including language tests.
31.1.1 Reasoning in language tests

Language testing is a process of gathering information about test-takers from observed performance under test conditions. This is done in order to draw inferences either about the likely quality of performance by the test-taker under non-test conditions, or about the test-taker’s standing in relation to a relevant domain of knowledge and abilities (Figure 31.1). We thus make a distinction between the test (the means of drawing inferences) and the criterion (the target of test inferences). But because, in a testing version of Labov’s Observer’s Paradox, or Heisenberg’s Uncertainty Principle, the criterion cannot be “known” in any direct sense, our inferences are necessarily mediated through test constructs, that is, our modeling of the criterion in terms of its essential features or characteristics. The relation of test, criterion and construct is set out in Figure 31.1.

For example, language tests are used throughout the world to control the entry of students into university settings where the language of instruction is not the student’s first language. A language test is used to predict the student’s ability to cope with the demands of the university settings. These demands need to be modeled: this involves considerable research into exactly what is required of international students in university settings, including both academic and social domains. This information (known as a job analysis) is then used to build a picture of the essential requirements of the target setting, the construct of academic language proficiency, and this is then reflected in the design of the test. Such a construct may be contested, for example in the degree to which the demands of specific areas of study are included, or ignored. In other cases, the source of our constructs will be work in areas of applied linguistics in which theories or models are built. For example, if we are interested in finding out about how bilinguals process vocabulary knowledge in each language, we will draw on models in psycholinguistics for our constructs, and build the test around them. Test constructs, then, are never themselves uncontroversial: they need to be articulated and defended as part of building a case for the validity of a test.
Often, there will be a need for a general or overall sense of the second language ability of the test-taker. Such tests are known as general proficiency tests. The need to articulate a construct of general proficiency in a second language, a need as much part of language curriculum design as it is of language testing, has seen some of the most fundamental work in applied linguistics on the nature of communicative competence. The field of language testing has been engaged in vigorous debate for many years on the modeling of the nature of general language ability, ever since the appearance of the model of communicative competence in a second language set out in a paper by Canale and Swain in 1980. This built on the work of Hymes (1972) on communicative competence in the mother tongue, which articulated an encompassing view of language knowledge and its relation to performance. Hymes was motivated by a concern for the needs of learners in schools who were experiencing learning difficulties, which he traced to gaps in underlying knowledge and skill in areas relevant to the particular social and cultural context of the classroom. Hymes saw the ability to take part in communicative events particular to a culture as a function both of knowledge of linguistic and sociolinguistic conventions, but also of personality factors, other kinds of knowledge, motivation, and the like. This very broad view of competence was not adopted in discussions of second language communicative competence. Canale and Swain took a narrower view: they specifically excluded general performance skills and focused on defining the dimensions of language knowledge underlying performance in second language communicative tasks. Following Hymes, they distinguished sociolinguistic competence (knowledge of the way language use is shaped by cultural conventions in particular communities of use) from linguistic competence (simple control of the linguistic system (including grammar, vocabulary and pronunciation) independently of its use in particular social and cultural contexts). Their model does include one aspect of performance skill (although they classified it as an aspect of language knowledge): the ability to cope communicatively when one’s linguistic resources are not fully adequate, a familiar problem for those communicating in their second language. They termed this strategic competence. (Canale (1983) later separately proposed the addition of another aspect of competence, which he called discourse competence, meaning the ability to construct coherent texts in speech and writing.)

The Canale and Swain model was taken up and modified by Bachman (1990) in his model of communicative language ability – what has come to be known as “the Bachman Model.” Bachman elaborated aspects of the Canale and Swain model, reorganized it, and recognized that strategic competence was an aspect of general reasoning, and thus more properly understood as a general cognitive skill rather than an aspect of language knowledge.

Although such debates may appear at first sight rather technical and unrelated to real-world concerns, they have very real consequences for the design of language tests. For example, consider the case of a classroom teacher who wishes to be licensed to teach in a school setting where he/she will be
operating through the medium of a second language. Now we all know that communicative skill as a teacher involves the whole personality of the teacher, not just what they may know of their subject matter, or of the language through which that subject matter is to be delivered, although these are both obviously crucial. If we exclude such qualities as rapport, maturity, creativity, and humor, which may be important in establishing a cooperative atmosphere for learning, then we may seriously underestimate the ability of the candidate to communicate what they know in the classroom. This is because communication is a shared responsibility between speaker and listener, and the listener’s preparedness to understand, which in turn may be triggered by personal qualities in the speaker, can be an important component in communicative success. We may thus distinguish a broader and a narrower view of communicative ability: the broader view will incorporate the impact of factors other than simple knowledge of the language; the narrower view will exclude such factors. The tests resulting from these contrasting views will differ sharply in what they ask candidates to do and what is looked for in the candidate’s performance. Tests adopting a broad view will present candidates with test tasks which seek to simulate the communicative demands of the target context, and evaluate performance in terms of criteria operating in that context. A test of second language communicative skill in doctors will present candidates with communicative tasks typical of clinical settings – explaining treatment options to patients or their relatives, for example – and criteria will include the overall communicative impact of the performance, and not just linguistic accuracy (McNamara, 1996 provides a detailed account of the development of such a test, the Occupational English Test). A test taking a narrower view would focus on aspects of linguistic skill in isolation: such an approach is represented in the Test of English for International Communication (TOEIC) (Woodford, 1982), designed ostensibly for the business world and used widely in Japan, which does not attempt to simulate tasks frequently encountered in business settings, but rather to isolate features of grammar and vocabulary, or listening and reading skills in contexts which are only superficially realistic.

Test design in other words rests on test constructs. As views on the nature of communicative competence in a second language are thus constantly evolving, and always contested, the nature of the language tests which they underpin will also change and be the subject of debate.

31.1.2 Theories of validity

Language tests, like other tests, are deliberate samples, in this case of an individual’s language knowledge or language behavior, in order to reach a conclusion about the likely general state of that person’s knowledge or ability. As with blood tests, or breath tests of drivers, language tests require technical expertise in their construction and application, in order to make the inferences that we draw from test results interpretable and supportable. The validation of
language tests refers to the process of gathering arguments and evidence in support of the interpretations and uses we may wish to make of test scores. As we will see, there are two basic processes involved: an articulation of the exact character of the knowledge we seek and of the purpose for which we seek it; and the gathering of empirical evidence (for example, investigating expected and unexpected patterns of responses as revealed in test scores) to support the interpretations we wish to make of candidate performance.

Messick (1989), in a seminal paper, set out the fundamental aspects of test validation in the form of a matrix (see Figure 31.2). The column “Test interpretation” involves considering the evidence of test validity outside any specific context of its deployment; the column “Test use” looks at the actual use of the test in a specific context. The point of this distinction is that while in principle a test may be soundly based on a theory of the abilities that it intends to measure, with good evidence from test data of its potential to make meaningful distinctions between candidates, the use of the test in a particular context might be inappropriate – for example, using on children a test designed for adults, or using a test designed to detect learning disabilities among children who speak English as a mother tongue on a population of children for whom English is a second language.

The horizontal rows distinguish two aspects of the defense of a test and its use. In the first row, logical argument and empirical evidence from test use are the basis for the claims we wish to make for the validity of the test. The bottom row introduces the notion that testing is not a value-neutral activity but always involves an implicit expression of (social) values. The social consequences of the actual deployment of tests are the focus of the final cell in the matrix.

Messick’s approach represents a unified model of validation; previous approaches (e.g., Cronbach, 1964; Davies, 1977) had distinguished various kinds of validity: content validity, concerning the representativeness of test content; construct validity, concerning the coherence and defensibility of the theory (of knowledge, skill, and so on) on which the test is based; criterion-related validity, concerning the relevance and utility of the test as a criterion in the selection or placement of candidates; and social consequences, concerning the impact of the use of the test on the lives of those who are tested. In Messick’s model, these aspects are integrated into a single framework that emphasizes the importance of both logical argument and empirical evidence in supporting the validity of tests.
validity, the extent to which measures produced by the test makes sense in the light of other relevant measures of skill, or predict outcomes associated with the skill being measured in the test, and so on. The scope of test validation, following Messick, is very broad, and may appear daunting. He requires of us that we think through the logic and meaning of our model of candidate abilities which is the target of the test, and be in a position to recognize and justify the values on which it is based; that we gather empirical evidence in support of the inferences we wish to make on the basis of test scores; and that we consider the consequences of its use.

31.2 Validation Research in Language Testing

Test validation is the process of investigating the meaningfulness and defensibility of the inferences we make about individuals based on their test performance. The need to defend our interpretations of the meanings of test scores is because of the necessarily indirect relationship between the test and what we ultimately want to know about, the candidate’s standing in relation to the criterion. For example, take a group of students who have been admitted to a university setting on the basis of having achieved above a required threshold on a test of English for Academic Purposes. We would expect those who scored highly on the test to cope better with the communicative demands of their studies than those who scored less well, and that this would in part be reflected by their scores in academic subjects taken in the first semester of studies. We could thus seek empirical evidence in support of this expectation, and if the evidence supported the picture we had, then that evidence would be supportive of the validity of the inferences about test-takers’ relative readiness to meet the communicative demands of university study made on the basis of their test scores. Such studies have been carried out in many different contexts in relation to a number of tests of academic language proficiency, with correlations between language test scores and subsequent performance in the order of 0.3 or better (Graham, 1987; Light, Xu, & Mossop, 1987). Such a figure indicates that differences in language test scores account for only about 10 percent of the variance in scores in academic subjects, suggesting that language plays a definite but limited role in the academic success of students in such settings – hard work, organization, and intelligence seem to be more powerful factors in predicting success.

Validation research is not always easy, or even feasible, even in cases where it is clear what we would like to know. Consider the case of the best-known international test of English for academic purposes, the Test of English as a Foreign Language (TOEFL), developed by the Educational Testing Service in Princeton. For many years, individuals working in universities receiving students selected on the basis of their scores on this test have noted anecdotally that scores appeared to correspond less and less well with the ability of these students to communicate in spoken English demonstrated by them once they
had arrived in the English-speaking environment. This impression, if borne out in reality, might be due to better coaching of these students in test-taking techniques prior to their taking the test, for example in strategies for eliminating unlikely alternatives on multiple choice format test components. This coaching, designed simply to “beat the system” of the test, may have resulted in higher scores for students which do not reflect an increased ability to communicate in English. In order to investigate the reality and possible causes of this phenomenon of an apparent decline in the status of TOEFL scores as indicators of a candidate’s overall proficiency in English, a careful validation study would seem to be called for, but its design poses difficulties. For example, you would need to find students whose initial performance on the test was poor, who subsequently improved through coaching, but whose subsequent performance in an English-speaking academic environment did not correspond to the proficiency level suggested by the score on the test (Douglas, 2003); and you would need to show that the predictive relationship between test scores and performance had worsened over the years.

In general, to the extent that the correlation for a particular test falls below what we might expect, it suggests that the test is failing to capture the essential communicative demands of the target setting, and the scores on the language test are less valid indicators of the proficiency in question. Such validation studies are complex and expensive to mount, but are justified when important decisions are taken on the basis of test scores.

A further example of the role of validation research in test score interpretation is to be found in the use of specific purpose language tests in occupational settings. Such tests are more closely targeted to the criterion than general proficiency tests. In Australia, nurses who have trained overseas in a language other than English are required to take an English language test as part of their registration for practice in Australia. The authorities permit the nurses to take either of two tests: (1) the Occupational English Test (OET) (McNamara, 1996), a test specifically designed for health professionals and which focuses on the communicative tasks facing health professionals in their workplace; or (2) the general training module of IELTS (International English Language Testing System), a more general proficiency test. Validity research would be directed at supporting the claims of the OET to be a better predictor of ultimate success in the workplace than the more general test. Of course there may be other reasons for the use of the more specific test, in particular in terms of its effect on teaching and learning as preparation for the test, the wash-back of the test.

In general, we can say that test scores are a way of coding numerically claims about the abilities of test-takers: for example, if two candidates get significantly different scores on a test, then this represents a claim that they differ significantly for example in their ability to communicate in the target setting. The design of tasks relevant to the target setting, and care in the management of the scoring of performances to ensure high levels of consistency, can in theory provide a strong basis for ensuring that the scores do
represent a guide to the test-takers’ underlying ability. Validation is the process of investigating the relationship between the claims of the test and evidence in support of these claims, both from the test scores themselves, or from independent evidence.

The process of validating tests can itself also provide evidence in support of the constructs on which the test is based. We will illustrate this from the case of a test of language aptitude.

Language aptitude is defined as “the extent to which an individual possesses specific language learning ability” (Davies et al., 1999, p. 10). It differs from language proficiency (current level of attainment in second language) in that language aptitude can be measured before an individual commences second language study. Language aptitude tests are designed to enable us to choose those with the greatest potential to benefit from language study, or to weed out those who will struggle to succeed. Organizations involved in the language training of military personnel in the UK, the US, and Australia often use language aptitude tests, particularly when selecting those who will be trained in a language such as Chinese, which has a complex writing system, and where mastery of tone distinctions is an important part of the learning task (Petersen & Al-Haik, 1976). Language aptitude tests have also been designed for use at school (Pimsleur Language Aptitude Battery (PLAB): Pimsleur, 1966; York Language Aptitude Test: P. Green, 1975) and university (Modern Language Aptitude Test (MLAT): Carroll & Sapon, 1959).

But what exactly is language aptitude? Psychologists and linguists have at various times tried to define the construct in terms of memory skills, ability to perceive patterns, ability to discriminate sounds, and the like (Carroll, 1962; Skehan, 1986, 1989; Cascallar, 1995; Sparks et al., 1998). Aptitude tests are necessarily based on one or other of these constructs. Data from the tests can then in turn be used to investigate the quality of these constructs. For example, predictive validity studies can be carried out to investigate the extent to which subsequent achievement is predicted by scores on the aptitude tests. Correlations of between 0.40 and 0.65 are reported between aptitude scores on MLAT or PLAB and end-of-course performance in intensive foreign language courses. While such correlations only account for between 16 percent and a little over 40 percent of the variation in the outcome scores, Skehan (1989) points out that this is the strongest of all causal variables studied, including motivation. The difficulty of prediction is illustrated by a counter-example (Harrington, 1990): it involves the York Language Aptitude Test (Green, 1975). A former teacher of Spanish at a Melbourne secondary college, Julie Harrington, routinely tested students beginning modern languages (French, German, and Spanish) using this measure, but did not use the results to select the students – she was motivated purely by interest. She then kept records of the students’ progress over the course of a number of years, and by comparing the scores on the initial aptitude test with subsequent evidence of achievement in the various languages eventually concluded that the test had little potential to predict the outcomes of language study in this setting. This evidence leads us to wonder
about the construct of language aptitude underlying the test: it is clearly not
addressing some dimensions of what it takes to do well in language study at
school. A further kind of validation research is to carry out statistical analyses
on scores on individual test items and on test sub-components. This was the
method used originally by Carroll to determine whether performance on test
items from assumed components of aptitude clustered together, and has since
been used in other studies of aptitude test data (Skehan, 1980, 1982).

Another way in which test constructs have been investigated is in the
context of research on tests of the productive skills of speaking and writing,
which involve judging processes using what are known as rating scales. In the
assessment of speaking and writing in a second language, performances on a
task are elicited and then evaluated by judges who have been trained to notice
particular features of the performance. For example, in conversation-based
spoken language tests, particular features such as fluency, pronunciation,
grammatical correctness, interactive ability (being able to take the initiative, to
respond appropriately to what has been said, and so on) may be evaluated.
For each feature, the judge or rater may use a five or seven point scale to
indicate how they would rate that aspect for the performance. Alternatively,
an overall score may be given, again using a rating scale. Research has invest-
gigated the way in which judges use these scales. Are the scores for each aspect
independent of one another, or does one aspect (e.g., grammar) “drive” the
impressions recorded in the others? Are raters interpreting a particular category
(e.g., “appropriateness of language”) in a consistent way, and in accord with
the way other raters are interpreting it? A wide variety of possible research
methods are available, both quantitative (e.g., statistical analysis of score data),
or qualitative, for example introspective studies using a technique known as
“think aloud protocols.” In this technique, raters engaged in the rating process
are encouraged and trained to speak their thoughts aloud as they work, and a
transcript of what they say is then analyzed to see how raters are interpreting
scales, particularly when applied to performances that are difficult to judge in
some way (Cumming, 1990; A. Green, 1997; Cumming, Kantor, & Powers,
2001; Lumley, 2000, 2002). Researchers have also used the methods of discourse
analysis to understand better what is going on in interaction in oral tests (see,
ter alia, Lazaraton, 1992, 1996; Ross, 1992; Young & He, 1998; for a recent
survey, see McNamara, Hill, & May, 2002). Transcriptions are made of inter-
action between interviewer and candidate, and features of the interaction (for
example, the nature of the conversational support given to the candidate by
the interlocutor, something which is not normally obvious but which can be
revealed clearly through close analysis) are related to rater perceptions of the
interaction. What this kind of investigation reveals is that raters often attribute
candidates the results of the action of the interlocutors; interlocutor behavior
can thus be shown to be a source of invalidity in the raters’ judgments (Brown,

In general then, the relationship between test construct and test perform-
ance is a two-way street: tests are built on constructs, but can offer evidence of
the validity of the constructs on which they are built. The investigation of these relationships is an important component of language test validation research.

31.3 Language Testing as Institutional Practice

Language tests play an important role at several important junctures in society. They thus have a fundamentally political character. Language tests often occur at gateways. They control access to opportunities within societies, and are used to control the flow of people between societies.

Within educational systems responsible for language education, language tests serve a number of functions (which they also share with other educational assessments). They are used for accountability within the system: they form the basis for reports to parents and students on the progress of individuals, and may be part of the assessment for prestigious certificates and degrees which themselves may be the key to unlocking social opportunities. Language tests, like other educational tests, form part of the procedure for decisions about the allocation of scarce resources at both a systemic and an individual level. For example, many language tests are used as evidence of achievement at school and may additionally be used as evidence of potential for further study at university level. They often form part of the assessment within the university system and may lead to the awarding of a degree.

The globalization of social structures makes the institutional function of language tests ever more far-reaching. For example, as Europe moves more and more in the direction of a single administrative unit, frameworks become necessary for the credentialing of students and workers across national boundaries. The Common European Framework of References for Languages: Learning, Teaching and Assessment (Council of Europe, 2001) establishes a unified framework for understanding the development of language proficiency in a growing number of languages within Europe, and its influence is being felt throughout language teaching in Europe, in school, university, and adult settings. Assessment becomes a primary mechanism whereby this framework is enforced. As globalization promotes the need for more efficient workforces and more flexible work practices, assessment of competency in vocational contexts becomes more and more a central arm of government policy (Brindley, 1998, 2001), and competency-based language assessments have emerged as a powerful feature of government policy. The increasing internationalization of education, particularly through the medium of English, has led to a greater dependence in educational systems on the recruitment of international students, and an accompanying demand for language tests to regulate the flow of students. The institutional character of language tests has been the subject of increasing analysis and critique, manifesting itself most clearly in the movement known as Critical Language Testing (Shohamy, 2001), which applies the perspectives of critical social theory to the institutional practices of language testing.
31.4 Language Tests and Identity

Ironically, concomitant with the use of tests to facilitate the movement of populations in the new globalized structures is the use of tests to resist the movement of peoples. Language tests have long been used as a form of border control, ever since the example of the Shibboleth test in the Bible (Judges 12: 4–6), in which defeated soldiers trying to pass as members of the victorious ethnic group were “outed” and slaughtered on the basis of a minor feature of their pronunciation of a particular consonant sound /ʃ/, for example as found in the word “shibboleth.” Those trying to “pass” were required to say this word in order to check their pronunciation, and hence their identity. The use of language tests as part of a process of linguistic identification continues to this day. A recent example is a language test used to verify claims of German ethnicity. In the 1990s, people from minority German communities from former Eastern bloc countries wishing to emigrate to a reunited Germany faced a language test hurdle in the form of an oral interview in German with a trained interviewer. The interviewers welcomed evidence of the presence in the speech of the applicant of non-standard forms, indicating that they were speakers of a variety of German characteristic of German-speaking communities far removed from the main bulk of German speakers in Germany proper. The test acted as an effective means of reducing (by about half) the number of applicants who were successful; ironically, those families who had least resisted the vigorous efforts by the authorities in the countries concerned to hasten the linguistic assimilation of these minorities in the aftermath of World War II had their claims denied on the basis of the absence of the “required” linguistic evidence (McNamara, 2001b). Another contemporary example is the linguistic identification process used as part of the adjudication of claims to refugee status in a number of countries, including Australia. Members of minority communities who are subject to persecution in their homeland (for example, minorities within Afghanistan) have to establish that they have come directly from the area in which they suffer persecution and not from a first country of exile (for example, Pakistan), as under international law a second country of exile such as Australia has no obligation to grant refugee status if the first country of exile is not itself engaged in persecution of these refugees. Linguistic evidence becomes involved: applicants are interviewed in their mother tongue, and recordings of the speech sample so elicited are then subject to linguistic analysis. If a sample shows evidence of contact forms characteristic of the variety spoken among expatriate refugee communities outside the homeland, the applicant’s claim to refugee status is denied (Eades et al., 2003).

The use of language tests as a form of border control is much more general than these examples suggest. In immigration contexts, language tests often feature as part of the procedure used in controlling entry. For example, proficiency in the language of the community the immigrant is about to enter is commonly used as a factor in considering a request for entry. Of course, this
may be a rational matter, as where issues of refugee status are not involved, and countries seeking immigrants with more applicants than they can accept are in a position to be able to choose which immigrants to accept, it is argued that those with proficiency in the language of the country concerned are more likely to settle without difficulty and less likely to require government services. For this reason, applicants with high levels of proficiency in English and French are at an advantage in immigration selection procedures in Australia (Hawthorne, 1997) and Québec (Ambrose, 2003) respectively. Similar requirements have recently been introduced for certain categories of immigrant to the United Kingdom, including highly skilled immigrants (United Kingdom Home Office, 2003) and proposals are underway for this to be extended to other categories, for example ministers of religion (United Kingdom Home Office, 2002). Related issues have been raised in Germany (Ruebeling, 2002). The identity component of language proficiency tests for immigrants is perhaps clearer in the case of the inclusion of various forms of language tests in procedures for granting citizenship, for example in the United Kingdom (United Kingdom Home Office, 2002), and in the United States (United States Department of Justice, 2003), where procedures are variable and often rather informal. In Germany, recently introduced citizenship laws making it possible for the first time for people to acquire citizenship on the basis of residence rather than blood have included a language proficiency requirement. It is interesting to note that the most conservative states within Germany, who are required to administer this law, have been quick to seek the help of language testers to devise the required language tests, which are likely to stem the numbers applying for citizenship (Ruebeling, 2002).

The potential for the abuse of language tests in such contexts is most graphically illustrated in the case of the notorious Australian Dictation Test, which was used for about 30 years in the early twentieth century as an instrument of blatant racial and political exclusion (Dutton, 1998; Jones, 1998; McNamara, 2001b). People arriving in the country who were deemed undesirable on racial or political grounds were subjected to a test of dictation of 100 words in a language, which it was assumed they did not understand. They inevitably failed the test, which was then used as grounds for exclusion. Several thousand people were excluded by this means. The test was adopted in the newly independent Australian federation of former British colonies from 1901 as a means of achieving the goals of the so-called White Australia Policy. The Dictation Test was originally known as the Education Test, on the precedent of a similar test adopted in the colony of Natal in South Africa in the 1890s (Dutton, 1998). There was perhaps some advantage in displacement of the onus for exclusion onto a test of language or education, even though in this case the test provided only the most threadbare veil for the authorities’ intentions. The use of technical means and the involvement of academics in the preparation of test materials in this case is a sobering reminder of the way in which technical expertise in language testing may be used as a cover for political motives in cases where the political and social agenda of language testing is less overt than here.
One response of the field to a growing realization of the political and institutional character of language testing is the emergence of a debate on the politics and ethics of language testing (Davies, 1997; ILTA, 2000). The emerging discussion of political issues, particularly within the emerging field of critical language testing, focuses on exposing the policies language tests are intended to serve; this is necessary in many cases because of the concealing function of language tests, discussed above. But such discussions do not always satisfy practitioners, not for the obvious reason that they might be by implication the subject of the critique, but because there will inevitably be disagreements over the values embodied in tests, even when they are clearly revealed. It is notable, for example, that since Voltaire in eighteenth-century France, tests have often been seen as fairer than less objective and less accountable procedures for making appointments, which otherwise were allocated on the basis of patronage and favoritism (Spolsky, 1995).

31.5 Language Testing Research and Language Learning

Given the gatekeeping role of language tests, the functions they serve for institutions and the corresponding preparedness of institutions to invest in their development and validation, it is not surprising that the bulk of language testing research has focused on tests for admission and certification, in contexts such as international education, immigration, and employment. Examples include such major international tests as TOEFL in the United States and the British-Australian IELTS, each used to select international students for study at English-medium universities; tests used as part of immigration procedures in countries such as Australia and Canada; or employment related assessment schemes, targeted at particular groups such as teachers or health professionals, or at the general workforce, as in competency-based assessments. Relatively less attention has been paid to research on language assessment in the service of the needs of classroom teachers and learners. Where this has occurred, it has usually involved the development or implementation of curriculum-related scales and frameworks for describing student progress in language learning over time (McKay, 1994, 1995, 2000; Citizenship & Immigration Canada, 1995; Brindley, 1998, 2001). These frameworks have a dual purpose: to assist teachers in the task of assessment by providing guidance on the important dimensions of the development of learner competence, and to provide a common yardstick for reporting progress across an educational system in order to manage the system. Such scales and frameworks involve the teacher in the task of gaining evidence of learner achievement for management and accountability purposes, rather than leaving this to independently developed and validated external tests, although in some settings (such as England and the United States) formal testing has been introduced as a means
of monitoring the attainment of educational outcomes. Research is scant on the impact on teachers and learners of these accountability measures, whether they are in the form of external tests or scales and frameworks to be used by teachers, although some excellent work has been done by Breen et al. (1997), Rea-Dickins and Gardner (2000), Teasdale and Leung (2000), Butler and Stevens (2001), Rea-Dickins (2001) and others. The scope and role of self-assessment has also been the subject of research over many years (Oskarsson, 1980; Oscarson, 1989; Ekbatani and Pierson, 2000), but there is a need for this research to be further developed in the light of the recent revival of interest in learner self-awareness, particularly within the context of the joint activity of learners (Swain, 2001; McNamara, 2001a).

Information from tests is sometimes used to inform language education policy. The clearest example is the way in which test scores are used as outcome measures, and information on improved outcomes is important to support policy initiatives, for example in the area of bilingual or immersion education, or the introduction of language programs in the early years of schooling (Hill, 2002; Elder, 2002; Hill & McNamara, in press). The information yielded by test scores is often crucial, for example in alerting authorities to the failure to achieve expected outcomes, or for reassuring nervous stakeholders that the outcomes are as desired. Information from test scores however is only one part of the picture as it cannot offer explanations for the outcomes so reported; it would be unwise to base decisions on the outcome measures alone. We need to consider the reasons for the results as often the problems are remediable. An example is the question of the ultimate benefit of second language education in the early years of schooling. Studies comparing the achievement of learners who begin second language study in the junior school compared with those who begin such study in the early years of secondary school have sometimes shown that whatever proficiency advantages there may be for those who have studied the language in the early years of education are wiped out within a year or two after the transition to secondary school (Brown, Hill, & Iwashita, 2000; Hill, 2002). The conclusion on the basis of this test score information that primary school language programs are not a sound investment of resources needs however to be approached with caution, as the reasons for the attrition of the differential proficiency and the differing goals of primary and secondary education need to be taken into account in explaining the results, along with many other contextual factors.

### 31.6 Current and Future Developments in Language Testing Research

Language testing is becoming increasingly sophisticated technically, with an increasing range of statistical tools available to investigate aspects of the validity of tests through analysis of patterns in test scores. Advances in measurement
such as Generalizability Theory (Brennan, 1983; Bachman 1990) and Multi-Faceted Rasch Measurement (Linacre 1989; McNamara 1996) enable us to identify the components of variability in test scores associated with various aspects or facets of test performance conditions, particularly differences between raters in terms of their relative severity and consistency. The differential impact on individual raters of particular test tasks or categories of candidate (for example defined in terms of language background and gender) can now be systematically studied. Advances in the field of measurement known as Item Response Theory (Baker, 1997; McNamara, 1996), which allows powerful generalizations about candidates and items on the basis of the responses of samples of candidates to samples of items, has made possible the development of adaptive tests delivered by computer, which tailor the items presented to the candidate in the light of constantly upgraded estimates of the candidate’s ability. Linking tests of differing overall levels of difficulty has enabled the construction of scales of, for example, reading ability as it develops over extended periods of time. The automation of scoring of writing and speaking is making rapid advances, to the point where computer assessments of the productive skills can in some cases match the reliability of human scorers (e.g., for writing, see Burstein & Chodorow, 2002; for speaking, see Bernstein, 1997). The delivery of test materials on the web is now also a reality; the potential advantages of this, for example the possibility of learner self-assessment on demand on-line, are now being explored in large-scale projects involving multiple languages in Europe such as DIALANG: http://www.dialang.org/english/index.html (Alderson, 2000) and in other applications.

In all these developments, the need for rigorous thinking about the validity of the resulting inferences about candidates remains paramount, including and perhaps especially the impact of the testing procedures on teachers and learners, and the social and political values they embody.
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**FURTHER READING**

32 Critical Applied Linguistics

ALASTAIR PENNYCOOK

32.1 Introduction

The emergence of various “critical” perspectives in applied linguistics since the mid 1980s has been welcomed by some and rejected by others. Some of these perspectives have emerged under overt banners of criticality: critical discourse analysis (CDA), critical literacy, or critical pedagogy; others are informed by general formations of critical work and theory: gender studies, queer theory, postcolonial studies, or anti-racist pedagogy. In this chapter I shall attempt an overview of this broad emergent orientation under the rubric of critical applied linguistics. This chapter will discuss significant themes in critical applied linguistics, covering developing approaches to issues in language policy and planning, translation and interpreting, language education, discourse analysis, literacy, language in the workplace, and other areas of applied linguistics. It will give an overview of current work in critical applied linguistics, showing how it is pushing forward the intellectual and empirical boundaries of the discipline. It will argue that recent work that has emerged under this rubric has been some of the most interesting and creative work in the field. It will focus in particular at some of the points of controversy in critical applied linguistics, showing how debates over notions such as ideology, discourse, identity, subjectivity, difference, and power shed light on the whole domain of applied linguistics.

In addition to summarizing, discussing, and critiquing recent work in critical applied linguistics, this chapter will raise a number of broader issues: First, critical applied linguistics needs to be understood as far more than just a critique of normative applied linguistics. Second, although the notion of critical is one that is greatly struggled over, critical applied linguistics needs both to avoid a normative politics, and to promote a particular political vision of what is meant by critical. Third, critical applied linguistics is more than just the sum of related critical approaches to language domains (CDA, critical literacy, critical pedagogy). Fourth, critical applied linguistics is also more
than just the addition of a political/critical approach to applied linguistics; rather, it raises a host of different questions to be addressed, such as identity, sexuality, power, and performativity. And fifth, it therefore not only suggests a broad conception of applied linguistics, but it also pushes those boundaries further by drawing on a range of theoretical and empirical domains. The chapter will conclude by discussing some of the controversies and difficulties that have emerged as critical applied linguistics has developed.

For some, critical applied linguistics is little more than a critique of other orientations to applied linguistics. In the glossary of his introduction to applied linguistics, Davies (1999) provides the following definition: “a judgmental approach by some applied linguists to ‘normal’ applied linguistics on the grounds that it is not concerned with the transformation of society” (p. 145). For some applied linguists, critical applied linguistics probably does appear to be little more than a critique of mainstream work. But if it were indeed limited to such a role, it would surely be of only marginal interest. Indeed, elsewhere in his book, Davies (1999) is prepared to accord a broader role to critical applied linguistics as both a mode of critique, and, in critical pedagogy, as a mode of practice. From this point of view it “offers an alternative applied linguistics, known as critical applied linguistics (CAL). It does this in two ways, first by offering a critique of traditional applied linguistics . . . and second, by exemplifying one way of doing CAL, namely critical pedagogy” (p. 20).

In this broader vision, then, there are multiple ways of doing critical applied linguistics, of which critical pedagogy is only one. These definitions, however, still leave many concerns unaddressed. The two principal concerns I shall address below are, first, what domains of work might be considered to fall within the rubric of critical applied linguistics (a discussion which has obvious implications for more general considerations about the coverage of applied linguistics), and what constitute the different understandings of the “critical” in critical applied linguistics (a discussion that will take us beyond a view that critical applied linguistics is merely a critique of applied linguistics, and asks whether it is applied linguistics with a political conscience, or something else again).

32.2 Domains of Critical Applied Linguistics

It might be tempting to consider critical applied linguistics as an amalgam of related critical domains. From this point of view, critical applied linguistics would either be made up of, or constitute the intersection of, areas such as critical linguistics, critical discourse analysis, critical language awareness, critical pedagogy, critical sociolinguistics, and critical literacy. But such a formulation is unsatisfactory for several reasons. First, the coverage of such domains is rather different from that of critical applied linguistics; critical pedagogy, for example, is used broadly across many areas of education. Second, there are many other domains – feminism, queer theory, postcolonialism, to name but a
few – that do not operate under an explicit critical label but which clearly have a great deal of importance for the area. Third, it seems more constructive to view critical applied linguistics not merely as an amalgam of different parts, a piece of bricolage, or a meta-category of critical work, but rather in more dynamic and productive terms. And finally, crucially, part of developing critical applied linguistics is developing a critical stance toward other areas of work, including other critical domains. Critical applied linguistics may borrow and use work from these other areas, but it should certainly only do so critically.

### 32.2.1 Critical discourse analysis and critical literacy

Nevertheless, there are clearly major affinities and overlaps between critical applied linguistics and other, named, critical areas such as critical literacy and critical discourse analysis. Critical literacy has often been overlooked in applied linguistics, largely because the narrowness of scope that has so often confined applied linguistics to questions of second language education and cognitive processes has left little space for an understanding of critical theories and practices of literacy. It is possible, however, to see critical literacy in terms of the pedagogical application of CDA, and therefore a quite central concern for critical applied linguistics. CDA and critical literacy are sometimes also combined under the rubric of critical language awareness, since the aim of this work is to “empower learners by providing them with a critical analytical framework to help them reflect on their own language experiences and practices and on the language practices of others in the institutions of which they are a part and in the wider society within which they live” (Clark & Ivanic, 1997, p. 217).

Critical approaches to literacy, according to Luke (1997), “are characterized by a commitment to reshape literacy education in the interests of marginalized groups of learners, who on the basis of gender, cultural and socioeconomic background have been excluded from access to the discourses and texts of dominant economies and cultures” (p. 143). Luke and Freebody (1997) explain that “although critical literacy does not stand for a unitary approach, it marks out a coalition of educational interests committed to engaging with the possibilities that the technologies of writing and other modes of inscription offer for social change, cultural diversity, economic equity, and political enfranchisement” (p. 1).

Thus, as Luke (1997) goes on to argue, although critical approaches to literacy share an orientation toward understanding literacy (or literacies) as social practices related to broader social and political concerns, there are a number of different orientations to critical literacy, including Freirean-based critical pedagogy, feminist and poststructuralist approaches, and text analytic approaches. Critical discourse analysis would generally fall into this last category, aimed as it is at providing tools for the critical analysis of texts in context.
Summarizing work in CDA, Kress (1990) explains that, unlike discourse analysis or text linguistics with their descriptive goals, CDA has “the larger political aim of putting the forms of texts, the processes of production of texts, and the process of reading, together with the structures of power that have given rise to them, into crisis.” CDA aims to show how “linguistic-discursive practices” are linked to “the wider socio-political structures of power and domination” (1990, p. 85). Van Dijk (1993) explains CDA as a focus on “the role of discourse in the (re)production and challenge of dominance” (p. 249). And Fairclough (1995) explains that CDA “aims to systematically explore often opaque relationships of causality and determination between (a) discursive practices, events and texts, and (b) wider social and cultural structures, relations and processes; to investigate how such practices, events and texts arise out of and are ideologically shaped by relations of power and struggles over power” (1995, p. 132).

Already, then, we can see a clear set of concerns across approaches to critical literacy and CDA: all are governed by a concern to understand texts and practices of reading and writing in relationship to questions of social change, cultural diversity, economic equity, and political enfranchisement. Whether as a mode of research (analyses of texts or of literacy contexts) or as a mode of pedagogy (developing abilities to engage in critical text analysis), these approaches are concerned with questions of power and of change. Nevertheless, there remain a number of unresolved concerns in this domain. These include the status of textual readings when no account is made of their interpretation by a wider audience; and the relationship between forms of linguistic and political analysis. Thus, while critical applied linguistic approaches to texts and textual practices need to avoid a view of socially underdetermined meaning that suggests that everything is open to interpretation, they also need to avoid forms of socially over-determined meaning that suggest that texts are mere reflections of a given social order. And while the amalgam of discourse analysis and theory has clearly produced a considerable body of interesting work, there is a need to explore the implications of poststructuralist frameworks for the status of both the linguistics and the politics (see Lee, 1996; Pennycook, 1994a, 2001; Poynton, 1997; and Threadgold, 1997).

### 32.2.2 Critical approaches to translation

Other domains of textual analysis related to critical applied linguistics include critical approaches to translation. Such approaches would not be concerned so much with issues such as “mistranslation” in itself, but rather the politics of translation, the ways in which translating and interpreting are related to concerns such as class, gender, difference, ideology, and social context. Hatim and Mason’s (1997, pp. 153–9) analysis of a parallel Spanish and English text published in the UNESCO Courier is a good example of how a form of CDA across two texts reveals the ideological underpinnings of the translation.
In this case, as they argue, the English translation of a Spanish text on ancient indigenous Mexican cultures reveals in many of its aspects a very different orientation toward other cultures, literacy, and colonialism. When “antiguos mexicanos” [ancient Mexicans] becomes “Indians,” “el hombre indígena” [indigenous man] becomes “pre-Columbian civilization,” and “sabios” [wise men] becomes “diviners,” it is evident that a particular discourse or ideology is at play. Hatim and Mason’s analysis of lexical, cohesive, and other textual features leads them to conclude that the English translation here relays “an ideology which downplays the agency – and the value – of indigenous Mexicans and dissociates...history from destiny” (pp. 158–9).

Looking more broadly at translation as a political activity, Venuti (1997) argues that the tendencies of translations to domesticate foreign cultures, the insistence on the possibility of value-free translation, the challenges to the notion of authorship posed by translation, the dominance of translation from English into other languages rather than in the other direction, the need to unsettle local cultural hegemonies through the challenges of translation, all point to the need for an approach to translation based on an “ethics of difference.” Such a stance, on the one hand, “urges that translations be written, read, and evaluated with greater respect for linguistic and cultural differences” (p. 6); on the other hand, it aims at “minoritizing the standard dialect and dominant cultural forms in American English” in part as “an opposition to the global hegemony of English” (p. 10). Such a stance clearly matches closely the forms of critical applied linguistics I have been outlining: it is based on an anti-hegemonic stance, locates itself within a view of language politics, is based on an ethics of difference, and tries, in its practice, to move toward change.

Work on translation and colonial and postcolonial studies is also of interest for critical applied linguistics. Niranjana (1991), for example, argues that

Translation as a practice shapes, and takes shape within, the asymmetrical relations of power that operate under colonialism...In forming a certain kind of subject, in presenting particular versions of the colonized, translation brings into being overarching concepts of reality, knowledge, representation. These concepts, and what they allow us to assume, completely occlude the violence which accompanies the construction of the colonial subject. (pp. 124–5)

Postcolonial translation studies, then, are able to shed light on the processes by which translation, and the massive body of Orientalist, Aboriginalist, and other studies and translations of the Other, were, and still are, so clearly complicit with the larger colonial project. Once again, such work has an important role to play in the development of critical applied linguistics. It is indeed a shame that the monolingual biases of much mainstream applied linguistics have meant that translation has been marginalized as an applied linguistic domain. Critical approaches to translation might pose some very interesting challenges for applied linguistics.
32.2.3 Critical approaches to language education

Language teaching has been a domain that has often been considered the principal concern of applied linguistics. While my view of applied linguistics is a much broader one, language teaching nevertheless retains a significant role. I elsewhere (Pennycook, 1999) suggested that we can identify three main features that define critical work in language teaching: The domain or area of interest – to what extent do particular domains define a critical approach? A self-reflexive stance on critical theory – to what extent does the work constantly question common assumptions, including its own? And transformative pedagogy – how does the particular approach to education hope to change things? Thus, in trying to define critical applied linguistic work in language education, it is important to focus on the contextual concerns, be they issues of class, race, gender and so on, the ways in which the underlying framework relates to critical theory, and the ways in which the research or pedagogy is aiming to change what is going on. Again, we can see close parallels with the background concerns of critical literacy and CDA. There are also parallels with the distinction between research that turns a critical eye on an aspect of language education, and reports of critical practice.

Critical applied linguistic work in language education, then, may take as its central interest an attempt to relate aspects of language education to a broader critical analysis of social relations. Ibrahim (1999), for example, discusses how students from non-English-speaking African backgrounds studying in French schools in Canada “become Black” as they enter into the racialized world of North America. This process of becoming black, as he demonstrates, is intimately tied up with the forms of English and popular culture with which these students start to identify. Class is the principal concern addressed by Lin (1999) in her argument that particular ways of teaching English in Hong Kong (or elsewhere) may lead either to the reproduction or the transformation of class-based inequality. Ibrahim similarly asks what the implications are of his students identifying with marginality. Meanwhile questions of sexuality and sexual identity are the focus of Nelson’s (1999) analysis of a period of discussion in an ESL (English as a second language) classroom about the implications of two women walking arm-in-arm down the street. Nelson argues that “queer theory may provide a more flexible, open-ended framework for facilitating inquiry, particularly within the intercultural context of ESL, than lesbian and gay theory does” (p. 377). Other authors take different configurations of power and inequality as their focus. For Brutt-Griffler and Samimy (1999), for example, it is the inequalities in the relationship between the constructs of the native and non-native speaker that need to be addressed, a concern that has become a major topic of discussion in recent years (e.g. Singh, 1998).

Canagarajah’s (1993, 1999) use of critical ethnography to explore how students and teachers in the “periphery” resist and appropriate English and English teaching methods sheds important light on classroom processes in reaction to dominant linguistic and pedagogical forms: “It is important to
understand the extent to which classroom resistance may play a significant role in larger transformations in the social sphere” (1999, p. 196). Other critical approaches to questions around language education include Norton’s work on ways in which gender, power, and identity are interlinked in the process of language learning (1995, 2000). CDA and critical language education combine in much needed critical analysis of the interests and ideologies underlying the construction and interpretation of textbooks (see Dendrinos, 1992; Sunderland, 1994). Some have engaged in critical analysis of curriculum design and needs analysis, including a proposal for doing “critical needs analysis” which “assumes that institutions are hierarchical and that those at the bottom are often entitled to more power than they have. It seeks areas where greater equality might be achieved” (Benesch, 1996, p. 736). Benesch (2001) has now broadened this focus into a notion of Critical English for Academic Purposes, which “assumes that current conditions should be interrogated in the interests of greater equity and democratic participation in and out of educational institutions” (p. 64).

Turning more to research on, or accounts of, critical practice, a lot of work has not only discussed research on gender and language education (see Sunderland, 1994), but has focused on gender (in relationship to other forms of discrimination and inequality) in teaching practice. Sanguinetti (1992/3), Schenke (1991, 1996), and others have discussed various concerns in feminist pedagogy in English language teaching (ELT): “Feminism,” Schenke argues, “like antiracism, is thus not simply one more social issue in ESL but a way of thinking, a way of teaching, and, most importantly, a way of learning” (1996, p. 158). Rivera (1999) and Frye (1999) discuss forms of participatory research and curricula in immigrant women’s education in the USA. This focus on participatory education and research draws particularly on the work of Paulo Freire, and the subsequent developments of Freirean pedagogy in language and literacy education (see Auerbach, 1995, 2000; Auerbach & Wallerstein, 1987; Benesch, 2001; Graman, 1988). Basing her work in a similar tradition, Walsh (1991) talks of critical bilingualism as “the ability to not just speak two languages, but to be conscious of the sociocultural, political, and ideological contexts in which the languages (and therefore the speakers) are positioned and function, and the multiple meanings that are fostered in each” (p. 127).

Brian Morgan’s (1997, 1998) work in a community center in Toronto also shows how critical practice in ESL can emerge from community concerns. As he suggests, “A community-based, critical ESL pedagogy doesn’t mean neglecting language. It means organizing language around experiences that are immediate to students” (1998, p. 19).

32.2.4 Critical language testing

As a fairly closely defined and practically autonomous domain of applied linguistics, and one which has generally adhered to positivist approaches to research and knowledge, language testing has long been fairly resistant to
critique. The main response to challenges about the “fairness” of language assessment has generally been to turn inward to questions of test validity rather than outward to the social, cultural, and political context of assessment. Spolsky (1995), however, in his history of the development of the TOEFL (Test of English as a Foreign Language) exam, is clear on the context in which this needs to be seen, suggesting that

from its beginnings, testing has been exploited also as a method of control and power – as a way to select, to motivate, to punish. The so-called objective test, by virtue of its claim of scientific backing for its impartiality, and especially when it operates under academic aegis and with the efficiency of big business, is even more brutally effective in exercising this authority. (p. 1)

As he goes on to argue, the history of the TOEFL exam “best demonstrates the tendency for economic and commercial and political ends to play such crucial roles that the assertion of authority and power becomes ultimately more important than issues of testing theory or technology” (pp. 1–2).

While such an approach locates assessment within a broader critical analysis of its relation to authority and power, it still lacks a way of suggesting what critical applied linguistic practice might emerge in response. Kunnan (2000) goes some way toward this by considering not only questions of validity, but also issues of access (equitable financial, geographical, personal, and educational access to tests) and justice: “the notion of societal equity goes beyond equal validity and access and focuses on the social consequences of testing in terms of whether testing programs contribute to social equity or not and in general whether there are any pernicious effects due to them” (p. 4).

Shohamy (2000) pursues similar concerns when she insists that language testers need to take responsibility not only for their tests but also for the uses to which their tests are put: “Language testers cannot remove themselves from the consequences and uses of tests and therefore must also reject the notion of neutral language testing. Pretending it is neutral only allows those in power to misuse language tests with the very instrument that language testers have provided them” (pp. 18–19). Norton Peirce and Stein (1995) also point to concerns about the politics of testing when they suggest that “if test makers are drawn from a particular class, a particular race, and a particular gender, then test takers who share these characteristics will be at an advantage relative to other test takers” (p. 62).

Following on from this focus on responsibility for the uses to which tests are put, Shohamy (2001) has developed a notion of critical language testing (CLT) which “implies the need to develop critical strategies to examine the uses and consequences of tests, to monitor their power, minimize their detrimental force, reveal the misuses, and empower the test takers” (p. 131). CLT starts with the assumption that “the act of language testing is not neutral. Rather, it is a product and agent of cultural, social, political, educational and ideological agendas that shape the lives of individual participants, teachers, and learners”
(p. 131). She goes on to suggest several key features of CLT: test-takers are seen as “political subjects in a political context” and are encouraged to “develop a critical view of tests”; tests are viewed as “deeply embedded in cultural, educational and political arenas where different ideological and social forms are in struggle”; CLT asks whose agendas are implemented through tests, and suggests that there is no such thing as “just a test”; it demands that language testers ask what vision of society tests presuppose; it asks whose knowledge the test is based on and whether this knowledge is negotiable; it challenges the uses of tests as the only instrument to access knowledge (pp. 131–2). Shohamy’s proposal for CLT clearly matches many of the principles that define other areas of critical applied linguistics: her argument is that language testing is always political, that we need to become increasingly aware of the effects and uses (consequential validity) of tests, and that we need to link preferred visions of society with an ethical demand for transformative practice in our own work as (critical) applied linguists.

32.2.5 Critical approaches to language planning and language rights

One domain of applied linguistics that might be assumed to fall easily into the scope of critical applied linguistics is work such as language policy and planning, since it would appear from the outset to operate with a political view of language. Yet, it is not enough merely to draw connections between language and the social world; a critical approach to social relations is also required. There is nothing inherently critical about language policy; indeed, part of the problem, as Tollefson (1991) observes, has been precisely the way in which language policy has been uncritically developed and implemented. According to Luke, McHoul, and Mey (1990), while maintaining a “veneer of scientific objectivity” language planning has “tended to avoid directly addressing larger social and political matters within which language change, use and development, and indeed language planning itself are embedded” (p. 27). Ricento (2000) has similarly taken much of the earlier work in language policy and planning to account for its apolitical naivety.

More generally, the whole domain of sociolinguistics has been severely critiqued by critical social theorists for its use of a static, liberal view of society, and thus its inability to deal with questions of social justice (see Williams, 1992). As Mey (1985) suggests, by avoiding questions of social inequality in class terms and instead correlating language variation with superficial measures of social stratification, traditional sociolinguistics fails to “establish a connection between people’s place in the societal hierarchy, and the linguistic and other kinds of oppression that they are subjected to at different levels” (p. 342). Cameron (1995) has also pointed to the need to develop a view of language and society that goes beyond a view that language reflects society, suggesting that
in critical theory language is treated as part of the explanation. Whereas sociolinguistics would say that the way I use language reflects or marks my identity as a particular kind of social subject . . . the critical account suggests language is one of the things that constitutes my identity as a particular kind of subject. Sociolinguistics says that how you act depends on who you are; critical theory says that who you are (and are taken to be) depends on how you act. (1995, pp. 15–16)

Taking up Mey’s (1985) call for a “critical sociolinguistics” (p. 342), therefore, critical applied linguistics would need to incorporate views of language, society, and power that are capable of dealing with questions of access, power, disparity, and difference, and which see language as playing a crucial role in the construction of difference.

Questions about the dominance of certain languages over others have been raised most tellingly by Phillipson (1992) through his notion of (English) linguistic imperialism, and his argument that English has been spread for economic and political purposes, and poses a major threat to other languages. The other side of this argument has then been taken up through arguments for language rights (e.g. Tollefson, 1991; Phillipson and Skutnabb-Kangas, 1996). As Skutnabb-Kangas argues (1998), “we are still living with linguistic wrongs” which are a product of the belief in the normality of monolingualism and the dangers of multilingualism to the security of the nation state. Both, she suggests, are dangerous myths. “Unless we work fast,” she argues, “excising the cancer of monolingual reductionism may come too late, when the patient, the linguistic (and cultural) diversity in the world, is already beyond saving” (p. 12). What is proposed, then, is that the “right to identify with, to maintain and to fully develop one’s mother tongue(s)” should be acknowledged as “a self-evident, fundamental individual linguistic human right” (p. 22). Critical applied linguistics, then, would include work in the areas of sociolinguistics and language planning and policy that takes up an overt political agenda to establish or to argue for policy along lines that focus centrally on issues of social justice.

Nevertheless, in spite of the importance of this work, there are several important concerns here. Phillipson’s (1992) work, for example, needs to be understood for what it can and cannot do. As he suggests, the issue for him is “structural power” (p. 72), not intentions, and not local effects. He is interested in “English linguistic hegemony” which can be understood as “the explicit and implicit beliefs, purposes, and activities which characterize the ELT profession and which contribute to the maintenance of English as a dominant language” (p. 73). Thus, it is the ways that English is promoted through multiple agencies and to the exclusion of other languages that is the issue. What this of course lacks is a view of how English is taken up, resisted, used, or appropriated (Canagarajah, 1999; Pennycook, 1994b). Similarly we need to see both the power and the weaknesses of a language rights perspective. As Rassool (1998) asks: “in the light of these dynamic changes taking place globally and nationally can the argument for a universalizing discourse on cultural and
linguistic pluralism be sustained?” (p. 98). I have elsewhere (Pennycook, 2001) tried to develop a notion of postcolonial performativity to move toward a rather different conceptualization of language in the world.

32.2.6 Critical approaches to language, literacy, and workplace settings

Another domain of work in applied linguistics that has been taken up with a critical focus has focused on language and literacy in various workplace and professional settings. Moving beyond work that attempts only to describe the patterns of communication or genres of interaction between people in medical, legal, or other workplace settings, critical applied linguistic approaches to these contexts of communication focus far more on questions of access, power, disparity, and difference. Such approaches also attempt to move toward active engagement with, and change in, these contexts. Examples of this sort of work would include Wodak’s (1996) study of hospital encounters: “In doctor–patient interaction in the outpatient clinics we have investigated, discursive disorders establish certain routines and justify the actions of the powerful. Doctors exercise power over their patients, they ask the questions, they interrupt and introduce new topics, they control the conversation” (p. 170).

An important aspect of this work has been to draw connections between workplace uses of language and relations of power at the institutional and broader social levels. Recently, the rapid changes in workplace practices and the changing needs of new forms of literacy have attracted considerable attention. Gee, Hull, and Lankshear (1996), for example, look at the effects of “the new work order” under “new capitalism” on language and literacy practices in the workplace. Poynton (1993), meanwhile, draws attention to the danger that “workplace restructuring” may “exacerbate the marginalized status of many women,” not only because of the challenge of changing workplace skills and technologies but also because of the failure to acknowledge in language the character and value of women’s skills. Women’s interactive oral skills, as well as their literacy skills, have often failed to be acknowledged in workplaces. Poynton goes on to discuss a project designed to change these workplace-naming practices.

One thing that emerges here is the way in which critical concerns are intertwined. Crawford’s (1999) study of communication between patients, nurses, and doctors in Cape Town (RSA) health services, for example, highlights the complexities of relations between Xhosa-speaking patients, nurses operating as interpreters, and predominantly white doctors. The patients suffer as the linguistic and cultural gaps between them and the doctors are left to be bridged by nurses acting as unpaid interpreters. They in turn are caught between doctors’ demands just to translate what the patient says and their need to deal with patients who feel alienated from this environment on many levels. And all this amid racial, cultural, and gender relations of long historical inequality.
Similar relations exist in court cases in Australia, where the lack of understanding of the pragmatic features of Indigenous Australians’ English compounds the injustices of a long history of racism, poverty, and prejudice. As a recent study by Eades (2000) suggests, “silencing of witnesses was particularly evident in situations where the legal professionals did not understand some aspect of Aboriginal lifestyle and culture which the witness appeared to deem relevant to answering a question” (p. 190). In such contexts we can see not only the interrelationship between many of the domains of critical applied linguistics described above – critical approaches to discourse, translation, bilingualism, language policy, pedagogy – but also the interrelationships between these and underlying social relations of race, class, gender, and other constructions of difference.

### 32.3 Critical Frameworks

While the coverage, role, and orientation of applied linguistics remains contentious (see Candlin, 2001; Davies, 1999; McCarthy, 2001; Widdowson, 2000, 2001), so too does the notion of what it means to be “critical” or to do “critical” work. Apart from some general uses of the term – such as “Don’t be so critical” – one of the most common uses is in the sense of “critical thinking” or literary criticism. Critical thinking is used to describe a way of bringing more rigorous analysis to problem solving or textual understanding, a way of developing more “critical distance” as it is sometimes called. This form of “skilled critical questioning” (Brookfield, 1987, p. 92), which has recently gained some currency in applied linguistics (see Atkinson, 1997), can be broken down into a set of thinking skills, a set of rules for thinking that can be taught to students. Similarly, while the sense of critical reading in literary criticism usually adds an aesthetic dimension of “textual appreciation,” many versions of literary criticism have attempted to create the same sort of “critical distance” by developing “objective” methods of textual analysis. As McCormick (1994) explains,

> Much work that is done in “critical thinking” … – a site in which one might expect students to learn ways of evaluating the “uses” of texts and the implications of taking up one reading position over another – simply assumes an objectivist view of knowledge and instructs students to evaluate texts’ “credibility,” “purpose,” and “bias,” as if these were transcendent qualities. (p. 60)

According to Widdowson (2001), applied linguistics, as a discipline that mediates between linguistics and language teaching, “is of its nature a critical enterprise.” In this sense, “to be critical means the appraisal of alternative versions of reality, the recognition of competing claims and perspectives, and the need to reconcile them” (p. 15). This means “taking a plurality of perspectives into account so as to mediate between them, seeking points of reciprocity, and correspondence as a basis for accommodation.” Although there will inevitably be “partiality and prejudice in the process,” these should be kept
“under rational control” (p. 16). For Widdowson, then, being critical is a process of evaluating different perspectives on a topic. This vision of critical applied linguistics sits squarely within this first orientation toward the critical, a position based largely on a liberal and humanist politics and epistemology. But, apparently without any sense of irony, Widdowson also warns that there is another sense of the critical, namely “ideologically committed to a single perspective” (p. 15). Before discussing the perspective that Widdowson is here warning us about, however, there is another sense of critical that also needs to be considered.

One of the central goals of applied linguistics has been to place questions of language in their social context. This appears to be a foundational view for many applied linguists, and is epitomized by the tendency to decry theoretical linguistics (and its arch-demon Noam Chomsky) and to extol the virtues of socially oriented models of language (as epitomized in the work of demigods such as Dell Hymes). It is in this orientation to the socially relevant, the contextualized, the real, that we can find another version of the critical. In his plenary address to the Eighth World Congress of Applied Linguistics (AILA), Candlin (1990) asked “What happens when Applied Linguistics goes critical?” Candlin argued for a critical dimension to applied linguistics for two main reasons: First, because applied linguistics had started to lose touch with the problems and issues around language faced by ordinary language users. Applied linguistics, he argued, was becoming an arcane, sectarian, and theory-oriented discipline that was increasingly distanced from the everyday concerns of language use. Second, he suggested, a critical dimension was needed to reveal hidden connections . . . between language structure and social structure, between meaning-making and the economy of the social situation, but also connections between different branches of the study of language and their relationship to our central objective, the amelioration of individual and group existences through a focus on problems of human communication. A study of the socially-constituted nature of language practice. (1990, pp. 461–2)

In this view, then, critical applied linguistics can be seen as an attempt to make applied linguistics matter, to remake the connections between discourse, language learning, language use, and the social and political contexts in which these occur.

Yet one of the shortcomings of work in applied linguistics generally has been a tendency to operate with “decontextualized contexts,” that is to say, with only a very limited view of what constitutes the social. It is common to view applied linguistics as concerned with language in context, but the conceptualization of context is frequently one that is limited to an over-localized and under-theorized view of social relations. One of the key challenges for critical applied linguistics, therefore, is to find ways of mapping micro- and macro-relations (but also to go beyond this micro/macro formulation),
ways of understanding a relationship between concepts of society, ideology, global capitalism, colonialism, education, gender, racism, sexuality, and class, on the one hand, and classroom utterances, translations, conversations, genres, second language acquisition, or media texts, on the other. Whether it is critical applied linguistics as a critique of mainstream applied linguistics, or as a form of critical text analysis, or as an approach to understanding the politics of translation, or as an attempt to understand implications of the global spread of English, a central issue always concerns how the classroom, text, or conversation is related to broader social cultural and political relations. But without an element of critique, such a view remains concerned only with “relevance”: its vision of what it means to be critical is limited to relating the language to broad social contexts.

It is not enough, therefore, merely to draw connections between micro-relations of language in context and macro-relations of social inquiry. Rather, such connections need to be drawn within a critical approach to social relations. That is to say, critical applied linguistics is concerned not merely with relating language contexts to social contexts, but rather does so from a point of view that views social relations as problematic. While a great deal of work in sociolinguistics, for example, has tended to map language onto a rather static view of society (see Williams, 1992), critical sociolinguistics is concerned with a critique of ways in which language perpetuates inequitable social relations. From the point of view of studies of language and gender, the issue is not merely to describe how language is used differently along gendered lines, but to use such an analysis as part of social critique and transformation.

A central element of critical applied linguistics, therefore, is a way of exploring language in social contexts that goes beyond mere correlations between language and society, and instead raises more critical questions to do with access, power, disparity, desire, difference, and resistance. It also insists on a historical understanding of how social relations came to be the way they are.

But the crucial question is: What sort of critical social theory? (See Table 32.1.) One version, based on various lines of thinking deriving from the great line of Marxist thought, we might call *emancipatory modernism*, based as it is on modernist frameworks of materialism and enlightenment. It reminds us that critical applied linguistics needs at some level to engage with the long legacy of Marxism, neo-Marxism, and its many counter-arguments. Critical work in this sense, which I am here categorizing as the third category of the critical, has to engage with questions of inequality, injustice, rights, wrongs. Looking more broadly at the implications of this line of thinking, we might say that critical here means taking social inequality and social transformation as central to one’s work. Taking up Poster’s (1989) comment that “critical theory springs from an assumption that we live amid a world of pain, that much can be done to alleviate that pain, and that theory has a crucial role to play in that process” (p. 3), critical applied linguistics might be viewed as an approach to language related questions that springs from an assumption that we live amid a world of pain, and that applied linguistics may have an important role in
either the production or the alleviation of that pain. But it is also a view that insists not merely on the alleviation of pain, but also the possibility of change.

While the sense of critical thinking I discussed earlier – a set of thinking skills, an ability to engage in detached appraisal – attempts almost by definition to remain isolated from political questions, from issues of power, disparity, difference, or desire, the sense of critical that I want to make central to critical applied linguistics is one that takes these as the *sine qua non* of our work. Critical applied linguistics is not about developing a set of skills that will make the doing of applied linguistics more rigorous, more objective, but about making applied linguistics more politically accountable. But as Dean (1994) suggests, the version of critical in Critical Theory is a form of “critical modernism,” a version of critical theory that tends to critique “modernist narratives in terms of the one-sided, pathological, advance of technocratic or instrumental reason they celebrate” only to offer “an alternative, higher version of rationality” in their place (Dean, 1994, p. 3).
A great deal of the work currently being done in critical domains related to critical applied linguistics often falls into this category of emancipatory modernism, developing a critique of social and political formations but offering only a version of an alternative truth in its place: language rights replaces linguistic imperialism; critical readings of texts replace naïve readings; teaching critical issues in the classroom replaces the avoidance of politics, and so on. This approach to critical applied linguistics, while directly relating questions of language use to issues of power and inequality, tends to maintain a belief in rationality, realism, and scientific endeavor, including the old Marxist divide between science and ideology. Thus, on the one hand, we have fairly traditional Marxian analyses of power in which “The relationship between social classes starts in economic production, but extends to all parts of a society,” and such class relations have “a more fundamental status than others” (Fairclough, 1989, pp. 33–4). And, on the other hand, this political form of analysis insists on its rational scientificty. Phillipson (1992), for example, explains that he is aiming to develop a theory of linguistic imperialism, thereby “contributing to ‘rational, scientifically-based discourse’” on the global spread of English, in the hope that “an adequate, theoretically explicit foundation for analyzing the issues has been provided” (p. 75). Summarizing work done in CDA, Kress (1990) insists that “while their activity is politically committed, it is nonetheless properly scientific, perhaps all the more so for being aware of its own political, ideological, and ethical stance” (p. 85), a sentiment echoed by Wodak (1996) when she argues that CDA is “a socially committed scientific paradigm. CDA is not less ‘scientific’ than other linguistic approaches” (p. 20).

Yet while claiming to be politically radical, this approach to critical applied linguistics is often intellectually conservative. My central point here is that just as critical work cannot be politically conservative but epistemologically radical (as some types of postmodernist analysis may be described), neither can it be politically radical but epistemologically critical (as some domains of critical work appear). As politically oriented academic work, it needs an interrelated critique of both domains. In place of this version of critical modernism, with its emphasis on emancipation and rationality, Dean (1994) goes on to propose what he calls a “problematizing” practice. This, he suggests, is a critical practice because “it is unwilling to accept the taken-for-granted components of our reality and the ‘official’ accounts of how they came to be the way they are” (p. 4). Thus, a crucial component of critical work is always turning a skeptical eye toward assumptions, ideas that have become “naturalized,” notions that are no longer questioned. Dean (1994) describes such practice as “the restive problematization of the given” (p. 4). Drawing on work in areas such as feminism, anti-racism, postcolonialism, postmodernism, queer theory, or what has been called post-Occidentalism (see Mignolo, 2000), this approach to the critical seeks not so much the stable ground of an alternative truth, but rather the constant questioning of all categories.

From this point of view, critical applied linguistics is not only about relating micro-relations of applied linguistics to macro-relations of social and political
power; nor is it only concerned with relating such questions to a prior critical analysis of inequality. Too much emancipatory modernist work operates by melding a fairly standard (applied) linguistic framework with a given political framework. A problematizing practice, by contrast, suggests a need to develop both a critical political stance and a critical epistemological stance, so that both inform each other, leaving neither the political nor the applied linguistic as static. Power, as Foucault (1991) suggested, should not be assumed as a given entity but rather should be explored as the very concern that needs explanation. Critical applied linguistics is a mixture of social critique and anarcho-particularism, questioning what is meant and maintained by many of the everyday categories of applied linguistics – language, learning, communication, difference, context, text, culture, meaning, translation, writing, literacy, assessment – as well as categories of social critique – ideology, race, gender, class, and so on.

Such a problematizing stance leads to another significant element that needs to be made part of any critical applied linguistics. If critical applied linguistics needs to retain a constant skepticism, a constant questioning of the givens of applied linguistics, this problematizing stance must also be turned on itself. As Spivak (1993) suggests, the notion of “critical” also needs to imply an awareness “of the limits of knowing” (p. 25). As I suggested above, one of the problems with emancipatory-modernism is its assurance about its own rightness, its belief that an adequate critique of social and political inequality can lead to an alternative reality. It is this position that Widdowson critiques as being “ideologically committed to a single perspective” (2001, p. 15). A postmodern-problematicizing stance, however, needs to maintain a greater sense of humility and difference, and to raise questions about the limits of its own knowing. This self-reflexive position also suggests that critical applied linguistics is not concerned with producing itself as a new orthodoxy, with prescribing new models and procedures for doing applied linguistics. Rather it is concerned with raising a host of new and difficult questions about knowledge, politics, and ethics.

### 32.4 Concluding Concerns

The arrival of critical applied linguistics on the applied linguistic scene has, not surprisingly, caused some concern. Davies (1999) argues that “the influence of CAL is pervasive and can be unhelpful” (p. 139). He goes on to suggest that

Modernist approaches (such as CDA) and postmodernist critiques (such as CAL) of applied linguistics are . . . seductive. They provide a useful debate on the nature of the discipline, they need to be taken into account. But they must not be allowed to take over, cuckoo-like. Because their interest at the end of the day is not primarily in . . . “real-world problems in which language is a central issue.” And since this is what applied linguistics is about, it is difficult to consider
critical approaches as other than marginal to the applied-linguistics enterprise.
(p. 142)

Davies is probably right to warn us of the seductiveness of critical approaches and the danger of their “taking over” the discipline (though this seems an unlikely scenario for enterprises that are “marginal” to applied linguistics), but it seems strange to suggest that the concerns I have discussed above – critical approaches to text, translation, language education, testing, language policy, or workplace settings – are not concerned with “real-world problems in which language is a central issue.” We might want to argue about whose version of the real world is more real, or perhaps about what we mean by language, but it would seem hard to argue that language is not a central issue or that these are not real-world concerns.

Davies’ comment also raises another issue: if critical applied linguistics provides “a useful debate on the nature of the discipline,” it seems somewhat premature to seek closure by insisting that his definition defines “what applied linguistics is about.” While critical applied linguistics, as I have suggested, does not appear to be opposed to a notion of being concerned with “real-world problems in which language is a central issue” (apart from questioning whose version of the real is put into play), it does seem to open up a broader debate about what constitutes applied linguistics. There are several important concerns here: First, as my overview above suggests, the domains of interest of critical applied linguistics are diverse, and certainly not limited to areas such as language education. It is certainly closer to Rampton’s (1997) broad (though not unproblematic) vision for applied linguistics as “an open field of interest in language” (p. 14).

Second, by drawing on a far broader range of “external” domains than is often the case with applied linguistics, critical applied linguistics not only opens up the intellectual framework to many diverse influences, but also makes debates over “linguistics applied” versus “applied linguistics” at best of peripheral interest. Linguistics, in most of its current manifestations, is only of limited use to critical applied linguistics; and central concerns in critical applied linguistics have little to do with whether a fairly irrelevant body of knowledge about language can be applied directly or indirectly to domains of language use. Indeed, such a debate surely obscures many far more important issues to do with the applicability of a much broader range of knowledge to contexts of language use. And third, by taking not only a broad view on knowledge but also a political view on knowledge, critical applied linguistics takes us beyond a conception of applied linguistics as a fixed discipline, beyond even a view of applied linguistics as a domain of interdisciplinary work. Rather, part of the problematizing practice of critical applied linguistics is to take up an anti-disciplinary stance. While Davies (1999) may lament such a position as being “dismissive totally of the attempt since the 1950s to develop a coherent applied linguistics” (p. 141), critical applied linguistics must necessarily ask in whose interests such coherence has operated.
A further set of concerns has to do with normativity in critical applied linguistics. It might be objected that what I have been sketching out here is a problematically normative approach: by defining what I mean by “critical” and critical applied linguistics, I am setting up an approach that already has a predefined political stance and mode of analysis. Thus critical applied linguistics is open to Widdowson’s (2001) critique of being committed ideologically to a single perspective. There is, of course, a certain tension here: an over-defined version of critical applied linguistics that demands adherence to a particular form of politics is a project that is already limited; but a version of critical applied linguistics that can accept any and every political viewpoint is equally or even more limited. For Widdowson it is only the latter position that is tenable:

Whose ethics are we talking about? Whose morals? And how can you tell a worthy cause from an unworthy one? Critical people, like missionaries, seem to be fairly confident that they have identified what is good for other people on the basis of their own beliefs. But by making a virtue of the necessity of partiality we in effect deny plurality and impose our own version of reality, thereby exercising the power of authority which we claim to deplore. (2001, p. 15)

While there are good reasons to listen to these warnings of cuckoo-like takeovers and missionary zeal, there are also good reasons to challenge this denial of responsibility.

There are several weaknesses in Widdowson’s own normative argument. According to Widdowson, not only do we need to avoid misapplied linguistics (2000), but we also need a “critical, not a hypocritical, applied linguistics to take us into the future” (2001, p. 16). It seems to me, that if we were to adopt Widdowson’s dichotomy between critical and hypocritical applied linguistics (which I do not in fact wish to perpetuate), then it is the mainstream version that indeed is the hypocritical one on (at the very least) four important grounds.

- Hypocrisy number one: it is not uncommon from this stance to acknowledge the significance of political concerns (inequality, poverty, racism, and so on), but to argue either that these have nothing to do with academic or applied linguistic concerns, or (as above) that there is no way to decide between competing claims to ethical or political positions. Given the insistent claims by many who speak from more marginalized positions that racism, poverty, sexism, homophobia, and many other forms of discrimination have been central to their lives as language learners, educators, translators, and so on, it would seem hard to deny the importance of making these connections. Of course, we cannot and should not attempt to establish a correct or established position on these concerns, but we cannot avoid engagement with them. This is a hypocritical denial of ethical responsibility.
- Hypocrisy number two: critical work is often accused of adhering to a particular ideological stance, while those that make this critique claim some
neutral political and intellectual space. From a critical applied linguistic perspective, this denial of its own politics, this refusal to take into account broader social and political concerns, makes this an ostrich-like (head in the sand) approach to applied linguistics. This liberal ostrichism can be seen to run through many mainstream approaches to applied linguistics, making claims to neutrality while promoting a very particular vision of the world. This is a hypocritical denial of political responsibility.

- Hypocrisy number three: many of the attacks on critical applied linguistics suggest little understanding of critical theory, or the debates that surround domains such poststructuralism, postmodernism, postcolonialism, or queer theory. One does not have to agree with critical standpoints, but it is important at the very least to engage in the argument on a reasonable basis of understanding of the issues. This is a hypocritical denial of intellectual responsibility.

- Hypocrisy number four: the voices for change are coming from many quarters and with many different agendas. They are not just reducible to “postmodernism” or “critical pedagogy” or “critical discourse analysis” or “feminism”; rather, critical perspectives on applied linguistics are emerging from around the world with multiple agendas. To deny them is a hypocritical denial of social and cultural responsibility.

My purpose here has not been to establish and define critical applied linguistics as a fixed discipline, domain, or field, but rather to provide a glimpse of the movable praxis that is critical applied linguistics. I see critical applied linguistics as a constantly shifting and dynamic approach to questions of language in multiple contexts, rather than a method, a set of techniques, or a fixed body of knowledge. Rather than viewing critical applied linguistics as a new form of interdisciplinary knowledge, I prefer to view it as a form of anti-disciplinary knowledge, as a way of thinking and doing that is always problematizing. This means not only that critical applied linguistics implies a hybrid model of research and praxis, but also that it generates something that is far more dynamic. As with the notion of synergy as the productive melding of two elements to create something larger than the sum of its parts, it may be useful to view critical applied linguistics in terms of heterosis, as the creative expansion of possibilities resulting from hybridity.

This notion of heterosis, furthermore, opens up the possibility that critical applied linguistics is indeed not about the mapping of a fixed politics onto a static body of knowledge, but rather is about creating something new. As Foucault (1980) puts it, “the problem is not so much one of defining a political ‘position’ (which is to choose from a pre-existing set of possibilities), but to imagine and to bring into being new schemas of politicization” (p. 190). This is the political challenge for critical applied linguistics. Put more simply, my point here is that critical applied linguistics is far more than the addition of a critical dimension to applied linguistics, but rather opens up a whole new array of questions and concerns, issues such as identity, sexuality, access,
ethics, disparity, difference, desire, or the reproduction of Otherness that have hitherto not been considered as concerns related to applied linguistics.

See also 12 Language and Gender, 23 Literacy Studies, 27 The Practice of LSP, 30 Language Planning as Applied Linguistics, 31 Language Testing.

REFERENCES


FURTHER READING


Index

A-L see applied linguistics
AAAL see American Association of Applied Linguistics
AAVE see African American Vernacular English; Ebonics
abilities 529–46, 547, 587
Aboud, F. 197
Abraham, R. 629, 637
Abrahamsson, N. 438
Abrams, D. 195
academic discourse 134
academic prose 123
Academic Word List (AWL) 117
Académie française 703
academies, European language 703, 745
accent,
power of non-standard 194–5
power of the standard 191–3
in SLA 92
status variable 197–8
access,
issues in CALL 624, 626, 632, 633
issues in testing 764, 773, 776, 791
accessibility, and language attrition 211, 214–15
accommodation,
bilingual 458, 461
LSP and 679
accountability 22, 266, 654, 655, 660, 763, 773, 798
accreditation, and use of LSP tests 681–3
acculturation 375–6, 377, 678
model of language learning 561–2
Schuman’s theory 425, 519–20
accuracy, or fluency 547
Ackerman, J. 179
acquisition, compared with
learning 516, 531–2, 553–4, 559–60
acquisition planning see language-in-education
action research, and LTE 661–2, 667–8
Adamson, Bob x, 426–7, 604–22
Addou, H. 596
address, forms of legal 289, 292
adjacency pairs 272–4, 279
adjectives 39, 42
Advanced Learner’s Dictionary of Current English 68
adverbial subordination 44, 45
aesthetics,
“humanistic” 752
properties of the text 330–1
affective responses to learning 529
affective stylistics, and interpretative community 333–4
affixes 36–7
Afflerbach, P. 640
affordances 251
Africa, legal language 291
African American Vernacular English (AAVE) 699, 704
African Englishes 389, 390, 391
African languages 426, 567–9
Afrikaans 455, 568, 751
Afro-Caribbean English 172
Afûk organization for Frisian 733
age dialect, and British Sign Language 173
age factors,
effects on reading and writing 598
in language attrition 219
in language learning 425, 433
age factors in SLA,
age of arrival (AOA) 84, 88–9, 95, 100
age of immersion 84, 100
asymptote 86, 88
cognitive aging 97
decline in learning ability 89
late learners 84, 90–3
optimal age 501, 556
see also critical period hypothesis
agglutinative languages 38
Agnihotri, R. K. 442
Ahmad, K. 625
AILA see Association Internationale de Linguistique Appliquée;
International Association of Applied Linguistics
Ainu 720
Aist, G. 634–5
Ajzen, I. 201
Akkadian 696
ALAA see Applied Linguistics Association of Australia
Albanian 466
Alderson, J. C. 584, 682, 683, 688
Algeo, John 372
Alhazen see al-Hasan ibn al-Haytham
Aline, D. 532
ALL see Association for Language Learning
Allardt, E. 457, 463
Allen, J. P. B. 400
Allen, M. 98
Allison, D. 679
alломorphs 36
allophones 34
alphabetic principle 578–9
alphabetization 577, 744
Altenberg, B. 118, 119
Althusser, Louis 355
Alzheimer’s Disease 97
American Association of Applied Linguistics (AAAL) 6, 699
American English 368, 378, 440
compared with British English 445
corpora 111
dictionaries 68, 72, 381
dominance 788
reactions to 192
Spanish-accented 195
Standard 192, 699
turn-taking 271
American Heritage Dictionary, The 66
American Indian languages 311, 401, 720, 730
American Sign Language 26, 166
Black and White 171–2
poetry in 177
Ammerlaan, T. 226
Amnesty International 294
Analysis of Variance (ANOVA) 96
analytic languages 38
anaphoric devices 333
Anderson, B. 359
Anderson, C. A. 595
Anderson, R. 631, 637
Anderson, R. C. 584
Angelis, P. 6
Annamalai, E. 443
anomie 444
anthropological linguistics 67, 235, 240, 247, 251
and conversation analysis 262
fieldwork tradition 9
anthropology 12, 137, 235, 410
hybridization of 256
Antonek, J. L. 664
antonymy 49
anxiety 516, 539–41, 608
in CALL 637
situational 539
trait 539
aphasia, and language loss 211–12
Appel, R. 215
applied conversation analysis 277
applied linguistics,
as advocacy 725
approaches to world Englishes 379–81
in Australia 6–7
British tradition 6, 7
Chomskyan revolution 402–4
applied linguistics (cont’d)
and conversation analysis 276–7
critical perspectives 784–807
definitions 3–5, 412
dictionaries in 65–7
as a discipline or subject 4–5
ethical profession 8–9
forms of the critical 798 (Table 32.1)
history 6–8, 399–408
interdisciplinarity 24, 256, 407–8, 410–11
and language teaching 2–3, 7, 400–4, 408
linguistic relativity in research 249–51
and linguistics-applied 9–13
as a mediating activity 552
neo-empiricism 411–12
place of language testing within 763–9
relationship with theoretical linguistics 398, 399, 400, 402–7
role 1–3, 502
as scholarship and advocacy 460–1
status of 387, 398, 408–12
three stages in 285
transdisciplinarity 408, 410–11
in USA 6
use of term 409
and world Englishes 379–91
see also critical applied linguistics;
philosophy of applied linguistics

Applied Linguistics Association of Australia (ALAA) 7
applied linguistics research,
characteristics 479–91
contextual factors 479–81
defining 477–8
designs 481–2, 484 (Table 19.1)
ethics 497–8
and language teacher education (LTE) 666–9
methods 476–500
options in 478–9
qual-quant continuum 486–96
researcher perspective 486
scope 476–9
standards for 491–8 (Fig. 19.6)
theory generation 485
time orientation 483–5
types 477, 478 (Fig. 19.1)
variable description 485
aptitude–treatment interactions 526
Arabic 358, 586, 650, 696, 700, 703
Aramaic 696
archaisms 62
Argentina, labor courts 290
argument 39, 43
Aristotle,
design in nature 468
History of Animals 347
“intromission” theory of reading 589
On Interpretation 347
Politics 347
on rhetoric 348
articles, definite and indefinite 47
artificial intelligence 624
artificial languages 446
Artuso, M. 535, 536
Asher, James 608
Ashoka 745
Asian Englishes 367, 388, 389, 390, 391
aspect 41
assessment,
in bilingual education 712–13
issues in CALL 642
see also testing, language
assimilation 453, 701, 702, 774
in language attrition 219, 223, 224,
311, 458
Association Internationale de Linguistique Appliquée (AILA) 8
Association for Language Learning (ALL) 656
association patterns, in corpora 115
asymptote 86, 88
Athena Language Learning Project 625–6
Atkinson, D. 124
attitudes,
deconstruction of notion 201
individual in language attrition 222
integrative or instrumental 222
learner 556–8
to bilingual education 698, 705
to CALL 635, 637–8
to reading 587
attitudes, language 22, 121, 201–3, 358
assessing 187–209
behavioral alternative model 201–2
and bilingualism 724
empirical origins of research 188–91
explosion of empirical research 191–8
impression formation 189–90
intervening variables 197–8
norms and codification 388–9
the politics of 196–7, 358
social decision-making and 193–4
subjective reaction test 190
theory of reasoned action 201
attribution theory, and speaker evaluation 199
Atzert, S. 637
audience, in writing 593
audiolingual teaching method 401, 605, 607–8, 612, 614, 628, 763
audit trails 494
Augustine, Saint 501
Austin, J. 110
Australia 629, 633
accent judgments 194
applied linguistics in 6–7, 277
Dictation Test 775
German emigrants to 220
immersion programs 709
immigrant selection 775
language backgrounds 702
language maintenance 731, 732–3
languages in-service programme for teachers (LIPT) 667–8
languages studied in Victoria 703
LSP testing 682
LTE 650, 662–3
Mandarin Chinese 705
plain language movements 289
refugees 774
Rosemount High School, Melbourne 712–13
RP varieties 192
White Australia Policy 775
Australian Aborigines, gender style 195
language death 720, 730
legal communication problems 297–8, 795
offensive language 294
silence 271, 290
studies 788
Australian English 299, 378
dictionaries 67, 68, 71, 381, 382
triphthongs 29
Austro-Hungary 462
authenticity, of discourse 152–3, 629, 674
in language planning 743–4
in LSP testing 685–9
task 428, 632
in teaching materials 280, 631
authoritarian tradition 66
authorship, and translation 788
automatic machine translation 399
Avis, W. S. 381
Awa Pit 36–7
awareness see cultural awareness;
language awareness; phonological awareness; text awareness
AWL see Academic Word List
Aycough, S., index of Shakespeare 109, 110
Azariadis, C. 596

BAAL see British Association of Applied Linguistics
Bachman, L. 685, 764, 766
backchannel responses 171
backslang 171
Bahamian English 382
Bailey, P. 541
Bailey, Richard W. 372
Baker, C. 707, 711, 713
Baker, S. 192
Bakhtin, Mikhail 239, 240, 329, 349, 747, 750
Baldwin, James Mark 241, 350
Bambara 45
Bangladesh 337–9, 650
Bank of English corpus 57, 71, 112
Bantu languages, genders of nouns 40
Barkhuizen, Gary x, 425–6, 552–75
Barks, D. 680
Barnett, R. 663
Barson, J. 642
Barth, F. 446
Bartlett, J. R. 381
Barton, D. 596
bilingual education 426, 428, 695–718
aims 707
benefits of 713–15
contexts of 701–5
current debates 696–701
defined 428
dual stream 710
evaluation of 712–15
history 695–6
ideologies in 428, 698–9, 713
immersion programs 696, 697–8, 701, 707–8, 714
language object programs 711
models of 705–12
and multilingual education 706–12
politics of 750–1
strong programs 697–8, 707–10
submersion programs 710–11
transitional education 707, 711, 712
types of 707–12
use of tests 777
weak programs 710–12
Bilingual Family Newsletter 731
bilingual proficiency, defining 712–13
bilingualism 240
additive 222, 703, 707, 712
balanced 189
critical 790
“equitable” 461
and gender 309–13
“healthy” 462
for maintenance of minority languages 461–3
and nationalism 698–9
and neurocognitive development 93
stable 439, 461, 462
subtractive 222, 702, 712
as transitional 702, 720, 723
unstable 458, 720, 723
bilingualized learners’ dictionaries (BLDs) 75–7
biliteracy 707
Billig, M. 201
Billings, Andrew C. x, 21–2, 187–209
“biolinguistic diversity” 700
Birdsong, David x, 20, 82–105
Birmingham school discourse analysis 136, 138–9, 147
Index  813

Bislama  703
Black ESL (BESL), in Canada  558
blacks,
  in South Africa  567–8
  women in South Carolina  314
Blair, Eric Arthur  see Orwell, George
BLDs  see bilingualized learners' dictionaries
Bley-Vroman, R.  83, 529
Blin, F.  657
Bloomfield, Leonard  2, 9, 401, 607
BNC  see British National Corpus
Boardman, R.  335
Boas, Franz  235, 236, 237, 244, 251
Bogoch, B.  287
Bohan, J.  307
Bolivia  710
Bolonyai, A.  217
Bolton, Kingsley  xi, 24, 367–96
Bongaerts, T.  92
Borker, R.  316
Bornstein, M. H.  89
borrowability cline  215
borrowing, English vocabulary  377
Bosher, S.  674
Bot, Kees de  xi, 21–2, 210–34
Bourdieu, Pierre  139, 354, 355, 699, 728,
  755–6
Bourhis, R. Y.  196, 224, 467–8, 728
Bradac, J. J.  197, 199, 202
Bradley, Henry  370
Braille  632
dictionaries of  60
brain,
cortical function in SLA ultimate attainment  98–100
damage and language loss  211–12
Brahe, George  443, 445
Branford, W.  381
Brecht, R.  321
Breen, M.  526, 571, 662–3, 777
Brenzinger, M.  460
Breton  456
bribery  293–4
Brindley, G.  682
Bristol  174
  Language Project  530
British Association of Applied Linguistics (BAAL)  7
draft recommendations on good practice  8
origin of  10–11
British Council  656
British English  68, 70, 378, 440
compared with American English  445
southern: phonemic inventory  34
  (Table 1.4)
vowels  27, 28 (Fig. 1.2)
British National Corpus (BNC)  57,
  70–1, 72, 112
British Sign Language (BSL)  21, 26,
  165–86
aesthetic use of  176–8
dictionary for English  167, 175, 180
as distinct from English  165–6
gender in  170–1
interpreters  180–1 (Fig. 6.6)
learning  180
as national  166–7
official recognition  183–4
regional dialects in  166, 174–5
situational dialects or register  175
social dialects in  170–4
standardization  167, 179–80, 184
status of  165–6
as used by a language community  166, 168–9
as a visual language  167–8
Britton, J.  593
Broca's area  99
Brovetto, C.  96–7
Brown, A.  686, 687
Brown, James Dean (JD)  xi, 423, 424,
  427, 476–500
Brown, K.  389
Brown, P.  139, 157, 356, 553
Brown, Roger  356
Brown, S.  654, 657, 661
Brumfit, C. J.  404, 409
Bruner, Jerome  249, 252, 609
Bruthiaux, P.  650
Brutt-Griffler, J.  789
Bryant, P.  580
BSL  see British Sign Language
Bucholtz, M. 305
Bulcaen, C. 755
Bulgarian 455
Bullock Report (UK) 593
Burchfield, Robert 370, 371, 372
Bureau for Lesser Used Languages 454
Burnell, A. C. 382
Burns, Matthew 167
Burrows, J. F. 124
Burstall, C. 668
Burt, M. 402
Burton, J. 667
business communication genre 675
Butler, F. A. 777
Butler, Judith 304–5, 308, 313, 317, 318, 319
Butler, Susan 368, 381, 382
Bygate, M. 608, 609
Byram, M. 649
Byrne, T. 562–3

CA see conversation analysis
CACDP see Council for the 
Advancement of Communication 
with Deaf People
Cadierno, T. S. 667
CAI (computer-aided instruction) 623,
628, 630
Cairns, E. 192
CAL see critical applied linguistics
CAL (computer-assisted learning) 623
California 39, 699, 701
CALL (computer-assisted language 
learning) 426, 427, 612, 623–48 
communicative 626, 627, 628–9, 630,
634, 639 
defined 623 
discussion on 641–2 
equity issues in 624 
evaluation 640–1, 642 
“generic” 631 
history 625–6 
integrative 627, 628, 629, 632, 634,
635, 639, 641 
journals 625, 641 
“learner-centered syllabus” 635 
motivation in 630–1 
objective of 427 
overview 624–9
and professional development 624,
636–8 (Table 25.3) 
research priorities 638–41
roles of the computers 630–4
roles of the instructor 636–8
roles of the learner 634–6
special needs use 632
structural 427, 626, 627, 630, 634, 639
theoretical perspectives 626–9 
(Table 25.1)
see also dedicated CALL; ICALL 
(intelligent CALL); PrOCALL 
(project-oriented CALL)
Callan, V. 198
CALP (cognitive/academic language 
proficiency) 440
calques 216
CALT (computer-assisted language 
assessment) 623
Calvet, L. J. 754–5
Cambridge International Dictionary of 
English (CIDE) 70, 71, 74
Cambridge Language Survey 71
Cameron, D. 304–5, 311, 319, 320, 357,
414, 792–3
Cameron, K. 636–7
Campbell, D. T. 493
Canada,
adult immigrant learners of English 
565
African students in 558, 789
French immersion programs 513, 586,
696, 697–8, 708–9, 713–14
French-English struggle 454–5, 703,
725
Gaelic in 456, 463
Hebrew immersion program 705
indigenous people 455, 456
multilingual programs 710
Official Languages Act (1969) 697
Canadian English 381
Canagarajah, A. S. 361, 441–2, 617,
789–90
Canale, M. 405–6, 766
Candlin, C. 406, 796
Cantonese 196, 682, 701
syllables 35
tones 32
cants 379
Cape Breton Gaelic 463
capital, economic, cultural, symbolic, and social 755–6
capitalism, English as lingua franca of 373–4, 385, 388
workplace literacy in 794
Cargile, A. C. 187, 195, 199
Caribbean Englishes 382
Carpenter, P. A. 590–1
Carranza, M. A. 195
Carrell, P. L. 585
Carroll, J. B. 238, 292, 531, 608, 772
Carter, R. 333
case 40–1
bilingual education 706–7
case-marking 40–1
CASLA (computer applications in second language acquisition) 623, 632
functions needed in software tools 632–3 (Table 25.2)
CASLR (computer-assisted second language acquisition research) 623
Cassidy, Frederick 372, 381, 382
Castilian 196
Catalan 99, 196, 293, 457, 466, 720
categorization problem 423–4
causal schema 199
CCED see Collins COBUILD English Dictionary
CDA see critical discourse analysis
Celce-Murcia, M. 4, 153
CELL (computer-enhanced language learning) 623
censuses 721–2
Centre for Information on Language Teaching and Research (CILT) 656
Century Dictionary Online, The 57
certification, and language testing 764, 776
Cervantes Institute 656
Chambers, J. K., Sociolinguistic Theory 739
Chamorro 37
Chamot, A. 545, 546, 640
Channell, J. 124
Chapelle, C. A. 623, 624–5, 626, 632, 636, 639, 641
Cheshire, J. 374–5
Chicanos 197
child language acquisition, and corpus studies 109, 124
of English spelling 580
and native speakerhood 436, 704
child language socialization 249, 433
children,
early literacy 578–80
hearing of deaf parents 169, 170
ideas about written language 579–80
learning talk 263
reading 581–91
writing development 592
see also deaf children
China 189, 608, 744, 745
English language teaching in 427, 613–15
grammar-translation method 613–14
use of testing 764
Chinese 75, 254, 358, 703, 771
and English 505–6, 508, 712–13
language heritage classrooms in USA 280
learners of English 85, 88, 96–7, 613–14
legal 288
topicalization 48
writing 747
Cho, Y. 682
Chomsky, Noam 108, 109, 212, 238, 250, 267, 413, 432, 796
Generative Grammar 402–4
late structuralism 356
linguistic competence 404, 406
performance 111, 406
Universal Grammar 214, 402, 516
Chomskyan revolution 24, 250
impact on applied linguistics 402–4
Choy, S. 193
Chun, D. M. 634, 640
CIDE see Cambridge International Dictionary of English
CILT see Centre for Information on Language Teaching and Research
citation corpus 70
citizenship, and language requirements 651, 703, 755, 775
Civil Procedure Rules (1998) 289
CLA see critical language awareness

Clapham, C.  681, 684–5

Clark, J. L.  610–11

Clark, K.  320–1

Clark, Urszula  xi, 23, 328–46
classical languages, dictionaries of  62
classroom discourse  157–8
  authenticity  152–3
  IRF pattern  138–9, 144, 158
  repair in  279–80

classroom observation  476, 477

classroom setting  4, 504
  conversation analysis in  264, 279–80
  ESL  565–7

Clément, R.  197, 537

close reading  339

CLT see communicative language teaching; critical language testing

Clyne, Michael  6, 220, 722, 727, 732
codex, in language corpora  122–3

Coates, J.  316, 317

COBUILD see Collins COBUILD English Language Dictionary

Cockney dialect  192

Cocks, R.  194
coda  35
code-mixing  212, 388
code-switching  138, 212, 215, 312, 379, 388, 570
codes,
  elaborated  239, 437
  prestige planning  742–3
  restricted  239, 437
codification  704, 742
  and norms  388–9
cognition, information processing theories  239
cognition-oriented theories, of second language learning  515–18

cognitive aging  97
cognitive development, and language skills  440
  role of the sociocultural in  239–40, 241–2
cognitive learning theory  515–18, 529
cognitive linguistics  109, 235, 240, 251, 432
  cross-cultural  244–5
  and stylistics  332
cognitive neuroscience  82
cognitive psychology  405, 407, 410
cognitive semantics  240, 243
cognitive skill-learning model, of second language learning  517–18
cognitive stylistics  333, 342
cognitive/academic language proficiency (CALP)  440
cognitivism (Piagetian) theories  212

Cohen, A. D.  682

Cole, M.  595
collaborative dialogue  251
colligation  122, 411

Collins COBUILD English Dictionary (CCED)  70, 71–2, 112, 118
  for Advanced Learners  71

Collins COBUILD English Language Dictionary (1987)  70, 73

Collins Dictionary and Thesaurus  63
collocation  411
  attraction  120–1, 122
  in language corpora  115, 119, 122
colonial discourse  243, 788

Colpaert, J.  628

Columbia, learners of English  543
commands see imperatives
comment  47–8

Committee on Endangered Languages and Their Preservation  461

Common European Framework of References for Languages  655, 773

common law  285, 287, 290, 291–2, 295–6

communication,
  as linguistic evidence  296–8
  role of pronunciation in  296–8
  and social judgment  187–8
  “communication practices”  752
communication strategies, in second language learning  503
communication studies, and
  conversation analysis  262
communicative competence  707, 766

aspects of  503
  as goal of education  157, 576
  Hymes on  404–5, 406, 766
L2 specific rules  250
native speaker and  404
and systemic competence  406
Index 817

theory of 138, 147, 152
use of term 405–6
communicative language ability,
Bachman model 766
defining 764
communicative language teaching (CLT)
152–3, 405, 542, 570, 608–9, 660
and testing 763
values in 611
communicative styles, masculine and
feminine 316–18
communities of practice,
gender and 308, 315
teachers and 656
and variation theory 314–16
community, factors in language attrition
222–5
community language, use of term 706
Community Language Learning 608
comparative analysis 149, 722
competence,
layered 212
or performance 215, 227–8, 406, 424
transitional 515
see also communicative competence;
discourse competence; linguistic
competence; strategic competence
complementation/complement
clauses 44
complex sentences 44–5
complexity, linguistic complexity index
228
composition writing 593–4
compounding 38
Comprehensible Output Hypothesis
559, 667
comprehension,
construction-integration model 640
digital video 634
effects of medium on 632
multimedia 634
computational linguistics 624
computer applications in second
language acquisition see CASLA
computer literacy 636
computer-aided instruction (CAI) 623,
628, 630
computer-assisted language assessment
(CALT) 623, 624
computer-assisted language learning see
CALL
computer-assisted learning (CAL) 623
computer-assisted second language
acquisition research (CASLR) 623
computer-enhanced language learning
(CELL) 623
computer-supported collaborative
learning (CSCL) 624
computers,
and language corpora 107, 111–15, 412
mainframe 625
microcomputers 625
personal computers 626
roles in CALL 630–4, 638
as toolboxes 630, 634
tutorial role 628, 630
use in discourse analysis 142
use in lexicography 55, 56–7, 61, 78
conceptions, defined 542
concordances 62, 78, 142, 624
calendar 107–8
early 109
illustrative data 128–32
Confucius, “The Analects” 617
conjunctions 59
Conley, J. 291
connotations 114, 246–7
Conrad, A. W. 373
Conrad, Joseph 436
consciousness-raising 513, 547
consonants 29–30
IPA symbols 31 (Table 1.3)
manner of articulation 29, 30
(Table 1.2)
place of articulation 29 (Table 1.1)
voicing 29, 30
constituent structure 41–2
constructions, the concept of 50
constructivism,
and learning 609, 628–9
and speaker evaluation 200
constructs,
and criteria in language tests 765–7
(Fig. 31.1)
defining and validating in testing
527, 764
and test design 767
contact, individual in language attrition 221–2
contact linguistics 215, 367, 388, 406
see also language contact
content-based learning 707
context,
“bucket” theory of 277
in conversation analysis 269–70
and discourse 137
in discourse analysis 144–5
factors in applied linguistics research 479–81
and interpretation in stylistics 331–4
in language learning 553, 560
see also social context
context of culture 145–6, 237
context of situation 10, 145, 237
contextualization 156, 752
contextualization cues 138, 143–4, 247–8
continuing professional development (CPD) 655, 657
contrastive analysis 12, 249, 401, 465, 607
contrastive rhetoric 157, 250, 593
convergence, ethnolinguistic 562
conversation 123
roles in 268
conversation analysis 12, 22, 240, 262–84
adjacency pairs 272–4
applications 277–81
and applied linguistics 276–7
and discourse analysis 136, 137, 143, 145, 147, 152, 153
in educational settings 279–80
foundations of 264–70
future research 281
gender and 306–7, 357
history 265–7
methodological issues 267–70
and politics of language 347–8
principal findings 270–6
prosody in talk 276
repair 266, 274–5, 279–80
sequence organization 272–4
and SLA and second language talk 280–1
and stylistics 332
turn design 275–6
see also applied conversation analysis; talk; turn-taking
Conway, A. 194, 197
Cook, T. 486, 487
Cook, V. J. 93, 402, 403, 410, 438, 441
Cooper, R. L. 373, 740
cooperation, and speech style 192
coordination 44
Coppieters, R. 90, 91, 437
Coptic 730
copyright violation 124
Corbel, C. 636, 642
Corcos, R. 673
Corder, S. P. 3, 10, 109, 115, 400, 401, 402, 410, 763
“core value” theory 727
coreferentiality 44
Cornish 466
corpus linguistics 12, 20–1, 106–32, 156, 367–8, 624
empirical 107–9
history 109–11, 411–12
and lexicography 56–7
new findings and descriptions 115–23, 413
corpus planning 742, 753
and bilingual education 703–4
use of dictionaries 66
correctness,
politics of linguistic 347–8
and standards of English 370
see also political correctness
correlational research 476, 477, 527
Corson, D. 415
cortical function, and ultimate attainment in SLA 98–100
Costa Rica 195, 561–2
Coulmas, F. 745
Coulthard, M. 141, 147, 299, 300
Council for the Advancement of Communication with Deaf People (CACDP) 167, 180, 182
Council of Europe,
Common European Framework of Reference 655, 773
threshold level for language learners 615
Coupland, N. 134, 195, 200
Index 819

courtroom interaction, and conversation analysis 264, 278
see also juries, deliberations
courtrooms, interpreters and translators 291–3
linguistic evidence 295–300
narratives as competing stories 286–7
powerless language in 357, 795
sexual assault trials and institutional discourse 320
transcription 110
turn-taking 289–90
covariation 199
Cowie, Anthony 69, 70
Coxhead, A. 117
CPD see continuing professional development
CPH see critical period hypothesis
Craigie, W. A. 381
Cran, W. 382–3
Crandall, J. 659–60
Cranshaw, A. 91
Crawford, A. 794
Crazy English 605, 608
creative construction hypothesis 515, 517
creativity 243, 251, 367
bilingual 376–7
and native speaker-likeness 436
Creber, C. 192
credentials, and language testing 773
creoles 379
creolistics 379
creolization 213
cri湄es, language 293–5
criteria, in language tests 765–7
(Fig. 31.1); 768–9
critical applied linguistics 9, 24, 243,
413–15, 430, 784–807
aims of 430
concerns 800–4
and contrastive rhetoric 157
definition 785
domains 785–95
and impact of technologies 642
normativity in 802–3
and world Englishes 385
critical approaches, to LSP teaching 678–80
critical bilingualism 790
critical discourse analysis (CDA) 136,
139–40, 158, 355–6, 413, 430, 784,
785, 799
and context of culture 146, 237
and critical literacy 786–7
and critical reading 596–7
and function-internal description 147
and genre 148–9
interpretation debate 142
of legal language 290–1
and stylistics 332, 333
Critical English for Academic Purposes 790
critical ethnography 789–90
critical frameworks 795–800
critical genre studies 148
critical language awareness (CLA) 158,
243, 413, 570, 785, 786
critical language testing (CLT) 773, 776,
790–2
critical linguistics 355–6, 413–14, 429,
754, 758, 785
and world Englishes 367, 384–5
critical literacy 430, 784, 785
and critical discourse analysis 786–7
critical pedagogy 361, 617, 680, 784,
785, 789–90
critical period hypothesis (CPH) 530,
667
and language attrition 219
and ultimate attainment in SLA 83,
87–9
critical reading 596–7, 795
critical sociolinguistics 785, 792–4, 797
critical sociology 755–6
critical theory 354, 414, 754, 789, 793,
797, 798
and gender identity 305
critical thinking, forms in applied linguistics 795, 797–8 (Table 32.1)
Crook, C. 628
Crookes, G. 658, 661–2
cross-cultural communication, discourse in 134
cross-cultural semantics 240
cross-referencing 41, 43
cross-sectional studies 483
Crowley, Tony 352, 353
Crowther, Jonathan  
Cruden, A. 110
CSCL (computer-supported collaborative learning) 624

cultural analysis, of indigenous languages 9
cultural awareness 335, 336
cultural context, and encoding of information 47
cultural development, Vygotsky’s general genetic law of 241–2
cultural differences, related to structure of languages 254
in thought patterns 593
in turn-taking 271
in worldviews 247–9
cultural imperialism theory 360, 617
cultural institutes, and LTE 656
cultural psychology 240, 247
cultural representation, use of language corpora in 124
cultural theory 410
culture, context of 145–6, 237
in language education 235, 252
language and thought 22, 235–61
as national 250
Cummins, J. 360, 712, 713, 714–15
Curnow, Timothy J. xi, 19–20, 25–53
Curran, Charles 608

curriculum,
Classical Humanist orientation 610–11
critical analysis of design 790
defining 610
planned, enacted, and experienced 610, 612
Target Oriented Curriculum 609
and teaching methodology 610–12
Cutler, A. 97–8
Cyprus 189
Czech 217

Dade County, two-way immersion program 696
Daley, C. 541
Danet, B. 287, 290

Danish 191, 192
Das Gupta, J. 360
data, or theory 4, 109
data analysis,
Grotjahn’s 483, 484
software for qualitative 641
data collection methods, Grotjahn’s 483, 484
data types, Grotjahn’s 483, 484
Davidson, D. 321
Davidson, F. 682
Davies, E. C. 289
Davies, G. 631
Davis, F. B. 587–8
Davy, D. 287
de Klerk, V. 563
Deacon, Terrence 241, 242
def children, Asian in UK 172
of hearing parents 169, 170
Jewish 172–3
in mainstream schools 169, 173, 174

def people, Asian in UK 172
bilingual education for 707
black 172, 175
facilities for 180–3
and hearing people 178–9
hearing-aid technology 173
as interpreters 183
as a language community 168–9
see also Council for the Advancement of Communication with Deaf People
def signing see sign languages
Dean, M. 798, 799
Debski, R. 623, 632, 637–8
deo cognates see false friends
declarative memory 97, 100
declarative sentences 45
decoding 579
decontextualization 288, 796–7
Decoo, W. 628
dedicated CALL 628
deduction 10
definition problem 423–4
definitions, form of 49
<table>
<thead>
<tr>
<th>Term</th>
<th>Page(s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>deixis</td>
<td>266, 342</td>
</tr>
<tr>
<td>Delcloque, P.</td>
<td>625</td>
</tr>
<tr>
<td>delexicalization</td>
<td>118</td>
</tr>
<tr>
<td>Denison, E. F.</td>
<td>595</td>
</tr>
<tr>
<td>Denmark</td>
<td>277, 280</td>
</tr>
<tr>
<td>language policy</td>
<td>439</td>
</tr>
<tr>
<td>derivation</td>
<td>38</td>
</tr>
<tr>
<td>Descartes, René</td>
<td>236, 241, 250</td>
</tr>
<tr>
<td>description</td>
<td></td>
</tr>
<tr>
<td>in conversation analysis</td>
<td>266–7, 268–9</td>
</tr>
<tr>
<td>validity in social science</td>
<td>269</td>
</tr>
<tr>
<td>versus prescription</td>
<td>25–6, 66</td>
</tr>
<tr>
<td>descriptive linguistics</td>
<td>19–20, 21, 25–53, 738, 754</td>
</tr>
<tr>
<td>and language teaching</td>
<td>400–1, 403–4</td>
</tr>
<tr>
<td>and lexicography</td>
<td>54–81</td>
</tr>
<tr>
<td>and stylistics</td>
<td>331–2</td>
</tr>
<tr>
<td>see also corpus linguistics</td>
<td></td>
</tr>
<tr>
<td>descriptive statistics</td>
<td>477</td>
</tr>
<tr>
<td>determiners</td>
<td>42, 59</td>
</tr>
<tr>
<td>determinism</td>
<td></td>
</tr>
<tr>
<td>linguistic</td>
<td>237–9</td>
</tr>
<tr>
<td>semiotic</td>
<td>243</td>
</tr>
<tr>
<td>Detroit, jocks and burn-outs study</td>
<td>315</td>
</tr>
<tr>
<td>Dewaele, J.</td>
<td>541</td>
</tr>
<tr>
<td>diachrony</td>
<td>25, 111, 242, 253, 559</td>
</tr>
<tr>
<td>DIALANG</td>
<td>778</td>
</tr>
<tr>
<td>dialects</td>
<td></td>
</tr>
<tr>
<td>dictionaries</td>
<td>381</td>
</tr>
<tr>
<td>dominant becoming standard</td>
<td>359</td>
</tr>
<tr>
<td>and social judgment</td>
<td>188</td>
</tr>
<tr>
<td>and writing development in standard language</td>
<td>592</td>
</tr>
<tr>
<td>dialogism</td>
<td>240, 329, 350, 743, 745, 747</td>
</tr>
<tr>
<td>Diamond, S. S.</td>
<td>288</td>
</tr>
<tr>
<td>diary studies</td>
<td>477, 529, 539, 664, 725</td>
</tr>
<tr>
<td>dictation</td>
<td>607</td>
</tr>
<tr>
<td>dictionaries,</td>
<td></td>
</tr>
<tr>
<td>active or productive</td>
<td>61</td>
</tr>
<tr>
<td>additional matter</td>
<td>63</td>
</tr>
<tr>
<td>in applied linguistics</td>
<td>65–7</td>
</tr>
<tr>
<td>bilingual</td>
<td>59, 61, 65, 68</td>
</tr>
<tr>
<td>bridge</td>
<td>59</td>
</tr>
<tr>
<td>children’s</td>
<td>62</td>
</tr>
<tr>
<td>chronological</td>
<td>62</td>
</tr>
<tr>
<td>of classical languages</td>
<td>62</td>
</tr>
<tr>
<td>component parts</td>
<td>63–4</td>
</tr>
<tr>
<td>comprehensive</td>
<td>110</td>
</tr>
<tr>
<td>core vocabulary</td>
<td>62</td>
</tr>
<tr>
<td>corpus-based</td>
<td>69–78</td>
</tr>
<tr>
<td>cum thesauruses</td>
<td>63</td>
</tr>
<tr>
<td>defining</td>
<td>59–64</td>
</tr>
<tr>
<td>dialect</td>
<td>381</td>
</tr>
<tr>
<td>and encyclopedias</td>
<td>59–60</td>
</tr>
<tr>
<td>encyclopedic</td>
<td>60, 61, 72</td>
</tr>
<tr>
<td>etymological</td>
<td>62</td>
</tr>
<tr>
<td>historical</td>
<td>57, 58</td>
</tr>
<tr>
<td>hybrid types</td>
<td>62</td>
</tr>
<tr>
<td>in L2 teaching and learning</td>
<td>67–78</td>
</tr>
<tr>
<td>learners’</td>
<td>62–8–78</td>
</tr>
<tr>
<td>macro-structure</td>
<td>64</td>
</tr>
<tr>
<td>micro-structure</td>
<td>64</td>
</tr>
<tr>
<td>monolingual</td>
<td>61–2, 72, 106</td>
</tr>
<tr>
<td>multilingual</td>
<td>59, 61</td>
</tr>
<tr>
<td>national</td>
<td>381</td>
</tr>
<tr>
<td>online</td>
<td>57, 58</td>
</tr>
<tr>
<td>onomasiological</td>
<td>62</td>
</tr>
<tr>
<td>passive or receptive</td>
<td>61</td>
</tr>
<tr>
<td>pictorial</td>
<td>61</td>
</tr>
<tr>
<td>pronunciation</td>
<td>62</td>
</tr>
<tr>
<td>reverse</td>
<td>62</td>
</tr>
<tr>
<td>semasiological defining</td>
<td>61</td>
</tr>
<tr>
<td>semi-bilingual</td>
<td>77</td>
</tr>
<tr>
<td>sign language</td>
<td>167, 175, 180</td>
</tr>
<tr>
<td>specialized bilingual</td>
<td>61</td>
</tr>
<tr>
<td>specialized monolingual</td>
<td>61–2, 72</td>
</tr>
<tr>
<td>of specific text types</td>
<td>62</td>
</tr>
<tr>
<td>spelling</td>
<td>62</td>
</tr>
<tr>
<td>of synonyms</td>
<td>62</td>
</tr>
<tr>
<td>technical</td>
<td>61, 65, 75</td>
</tr>
<tr>
<td>as texts</td>
<td>58</td>
</tr>
<tr>
<td>trade</td>
<td>56, 63–4</td>
</tr>
<tr>
<td>translation</td>
<td>61, 65</td>
</tr>
<tr>
<td>types</td>
<td>60–3</td>
</tr>
<tr>
<td>utility</td>
<td>58</td>
</tr>
<tr>
<td>word-family</td>
<td>62</td>
</tr>
<tr>
<td>of world Englishes</td>
<td>381–2</td>
</tr>
<tr>
<td>see also bilingualized learners’ dictionaries (BLDs); lexicography; monolingual learners’ dictionaries (MLDs)</td>
<td></td>
</tr>
<tr>
<td>dictionary research</td>
<td>see metalexicography</td>
</tr>
<tr>
<td>difference, ethics in translation</td>
<td>788</td>
</tr>
<tr>
<td>difference approach, to language and gender</td>
<td>306–7, 794–5, 797</td>
</tr>
<tr>
<td>Digital Broadcasting Act</td>
<td>180</td>
</tr>
<tr>
<td>digital video, comprehension</td>
<td>634</td>
</tr>
</tbody>
</table>
diglossia 358, 462, 729, 747

diphthongs 28–9

Dirven, R. 240
disability, discourse of 134
Disability Discrimination Act, sign language requirements 181
Disabled Students Allowance, funding for sign language interpretation 180–1
discourse,
authentic 629, 674
corpus-based studies 141
criteria for models of 141
defining 134–6
and Discourse 140, 146
and first language education 157–9
and gender 134
and ideologies 134, 750–1, 757–8
as interaction 142–4
and national identity 134
politics in 134, 351–8
and second language education 152–7
spoken compared with written 149–50
in thought and culture 240, 247–9
variationist studies 141
discourse analysis 21, 133–64, 367
text in 149–51

language in education and education for language 151–9
matched-guise technique in 200–1
methods 136–40
multidisciplinarity of 133–4, 158–9
qualitative 140–1
and social meanings 200
and stylistics 342
in testing 772

who and why 133–4

see also Birmingham school discourse analysis; critical discourse analysis
discourse communities 255, 689, 744
discourse competence 503, 766
discourse planning 743, 751, 756–8
discourse pragmatics, teaching 389
discourse prosody, in language corpora 122
discovery learning, data-driven 106
discursive psychology 240
discursive relativity 22, 247–9
dissociations, in second language acquisition 94–8
“distributed cognition” 639
divergence 84, 358
divine discourse 134
Dixon, J. A. 193–4
doctor–patient discourse 139, 767, 794
Dodd, D. 193
domain analysis 723
domains,
the concept of 723
of critical applied linguistics 785–95
functional specialization 744
home 457
of language learning 617
for language maintenance 730–2
in language testing 763
in LSP 681, 682, 683–5, 689
of necessity 457–8, 723
dominance 140, 793–4
gender 306–7
language and language rights 293
symbolic 755–6
Donato, R. 664
Dorian, N. 460, 461
Dörnyei, Z. 538, 542
Douglas, D. 560, 685, 687–8
drama 135, 332
Draszen, A. 596
drills 512, 614, 628
Driscoll, M. 632
Dua, H. R. 748–9
dual-cultures approach see difference approach
Dubiez, B. 192
Dudley-Evans, T. 675, 678
Dulay, H. 402
Dunkel, P.  639–40
Duranti, A.  240, 270
Dutch  91, 245, 280, 585
   in Australia  724
   learners of English and French  92
   Pennsylvania  466
Dutkova-Cope, L.  217
Dyirbal  44, 213

e-cyclopedias  57
e-dictionaries  57, 78
EAC see English through Academic Contexts
Eades, D.  290, 292, 297–8, 795
Eagleson, R.  299–300
EAP see English for Academic Purposes
Ebonics  699, 704
Eckert, P.  308, 315
ECML see European Centre for Modern Languages
ecolinguistics  453
economy of language  453–4, 461, 464, 467–9, 699–701, 741, 751
economic development,
   and linguistic uniformity  744
   and literacy  595–6, 598
Edelman, M. J.  749
Edge, J.  409
Edinburgh Course in Applied Linguistics  7
education  6, 12, 410
   classical  696
   compulsory mass  696
   contexts of  567–8
   critical approaches  610
   and discourse analysis  133, 151–9
      (Fig. 5.2)
domain for language maintenance  732–3
factors in language attrition  219–20
   for language and discourse analysis  151–9
   and language testing  776–7
   and linguistic genocide  360
   and mobility  462
   policy and deaf signing  173
   politics of and teaching methods  611
   role of dictionaries  67–78
   social decision-making  190
   use of BSL  175
   and world Englishes  389–90
see also bilingual education; language education; language-in-education
educational linguistics  409
educational media research, and CALL  639
educational practice, language relativity in  252–3
educational psychology, cognitive revolution  249–50
educational research, Van Lier’s design parameters  481–2 (Fig. 19.4)
educational technology  624
Edwards, John xi, 191, 203, 359, 423, 424, 451–75
EFL (English as a foreign language)  6, 441, 706
dictionaries  68
   and stylistics  335–6, 337
see also International Association for the Teaching of English as a Foreign Language
Egbert, J.  637
Eggins, S.  147
Egginton, W. G.  385
Egypt  650
Ehrlich, Susan xi, 23, 304–27
Ehrman, M.  532, 533
Elder, Catherine xii, 1–15, 423–30, 672–94
electronic literacy  591–2, 598, 624, 636, 638, 640
elicitation techniques  476
Elley, W. B.  585
Ellis, Rod xii, 10, 425, 525–51, 553, 556, 557, 558, 567, 616, 666
ELT (English Language Teaching),
   and equality  384–5
   feminist pedagogy in  790
email  629, 635
Emerson, Caryl  240
emic approach  137
emigration, and language attrition  219–25
empiricism  107–9, 267–8
employment,
   competency-based assessments  776
   interviews  194
   native speaker identity and  431, 445
education, classical  696
education, compulsory mass  696
education, contexts of  567–8
education, critical approaches  610
education, and discourse analysis  133, 151–9
( Fig. 5.2)
education, domain for language maintenance  732–3
education, factors in language attrition  219–20
education, for language and discourse analysis  151–9
education, and language testing  776–7
education, and linguistic genocide  360
education, and mobility  462
education, policy and deaf signing  173
education, politics of and teaching methods  611
education, role of dictionaries  67–78
education, social decision-making  190
education, use of BSL  175
education, and world Englishes  389–90
educational linguistics  409
educational media research, and CALL  639
educational practice, language relativity in  252–3
educational psychology, cognitive revolution  249–50
educational research, Van Lier’s design parameters  481–2 (Fig. 19.4)
educational technology  624
Educational technology  624
EFL (English as a foreign language)  6, 441, 706
dictionaries  68
   and stylistics  335–6, 337
see also International Association for the Teaching of English as a Foreign Language
Egbert, J.  637
Eggins, S.  147
Egginton, W. G.  385
Egypt  650
Ehrlich, Susan xi, 23, 304–27
Ehrman, M.  532, 533
Elder, Catherine xii, 1–15, 423–30, 672–94
electronic literacy  591–2, 598, 624, 636, 638, 640
elicitation techniques  476
Elley, W. B.  585
Ellis, Rod xii, 10, 425, 525–51, 553, 556, 557, 558, 567, 616, 666
ELT (English Language Teaching),
   and equality  384–5
   feminist pedagogy in  790
email  629, 635
Emerson, Caryl  240
emic approach  137
emigration, and language attrition  219–25
empiricism  107–9, 267–8
employment,
   competency-based assessments  776
   interviews  194
   native speaker identity and  431, 445
encoding,
given and new information 45–7
phonological 587
encyclopedias,
and dictionaries 59–60
online see e-cyclopedias
Endangered Language Fund 461
endangered languages 453, 700
and language maintenance 429,
460–1, 730
as medium of instruction 429
reconstruction 730
recording 67
revitalization by bilingual programs
707
English,
aspirated and unaspirated stops 30
center-periphery domination 390
complex syllables 35
constituent order 43
control of 373
coordination 44
cultural and political consequences of
spread of 360
diphthongs 28–9
dominance as an additional language
61
fostering of vernacular languages
373
free morphemes 36
globalization and 24, 360–1, 386–7,
438–9, 471, 698, 744
grammaticality judgments 84
hegemony of 360–1, 438–9, 442, 700,
788, 793–4
as lingua franca of capitalism 373–4,
385, 388
as the medium of instruction 380
nativization of 375, 377, 388
new varieties of 369–70, 376
number of users 388
as a pluricentric language 68, 368,
390–1
regional varieties 67, 112
spelling and the alphabetic principle
578–9, 580
spread and stratification of 373, 376
Standard 68
teaching legal 291
temporal and spatial orientation
244–5
tense 50
worldwide status 383–4
see also British English; EFL; ESL;
linguistic imperialism; received
pronunciation (RP); world Englishes
English for Academic Purposes (EAP)
157, 594, 675
critical approach 678–80
Spoken Data Collection 683
teaching of writing 676
testing 769
see also Critical English for Academic
Purposes
English as an international language
380, 384–5, 410, 446–7, 617
dictionaries 68
English as a Lingua Franca (EliF) 444,
447
Vienna corpus 444
English for Medical Purposes 673, 675
English for Specific Purposes,
and discourse analysis 156–7
and genre studies 148
English Studies, approach to world
Englishes 370–2
English through Academic Contexts
(EAC) 685
English to Speakers of Other Languages
(ESOL) 706
Englishization 377, 388
enrichment, bilingual programs 707
environmental discourse 134
episteme (Foucault) 355
epistemology 134, 542, 555
Eritrea 650, 710
ERPs (event-related brain potentials)
98
error analysis 12, 225–6, 376, 389, 401,
406
in second language learning 505, 577
Ervin-Tripp, S. 223–4
ESL (English as a second language) 6,
441, 706
authenticity of textbooks 280
community-based critical 790
dictionaries 68, 72
and queer theory 557, 789
stereotyping in 253–4
and stylistics 335–6
varieties 380
writing in 577, 594
see also Black ESL
Esling, J. H. 629
ESOL (English to Speakers of Other Languages) 706
“ESP” approach, to genre 148
Esperanto 446
ethics,
and applied linguistics 141, 398–9, 413–15, 424, 427, 802–3
of difference 788
in language testing 764, 775–6
and power-laden legal language 290–1
professional 8–9
see also research ethics
ethnic groups, and British Sign Language 171–2
ethnic identity,
in language attrition 223–4
and language learning 558
ethnicity,
claims and language testing 774
the concept of 558
in language attrition 224–5
in language learning 425, 558
and social boundary theory (Barth) 446
and vilification 295
ethnographic research 141, 148, 156, 476, 540, 557, 596, 686, 789–90
ethnography of communication 136, 145, 152, 153
ethnolinguistic identity theory, for SLA 562–3
ethnolinguistic vitality (EV) theory 224, 467–8, 727–8
Ethnologue 700
ethnomethodology 22, 265–6, 277, 319–20, 757
ethnophilosophy 247
etic approach 137
etymology, dictionaries of 62
Euclid, “extromission” theory of reading 589
euphemization 756
Europe,
Common European Framework of
References for Languages 655, 773
Eastern 454
federalism 454
European Centre for Modern Languages (ECML) 656
European Charter for Regional or Minority Languages 183
European Commission,
internationalization of LTE 651, 655
European Parliament, and minority groups 454
European School 696, 710, 715
European Union,
citizenship and language requirements 651
foreign language learning 657, 668
and language rights 293
Europeanization 651, 744
EuroWordNet 57
Euskara 293
Evensen, L. 412
event, and text 135
event-related brain potentials (ERPs) 98
Evered, C. 193
everyday life,
conversation analysis 265–7
discourse in 134, 354
evidence,
admissibility of linguistic 295–6
or interpretation 117
linguistic in courtrooms 295–300
psycholinguistic 287–8
testing 290–1
in text 140
evolutionism 239
exogamy 722, 727
experimental psychology 82
experimental research 424, 476, 478, 486–8
Experimental World Literacy Program (UNESCO) 595–6
experts,
discourse communities 148
witnesses 295–6
extended lexical units, in language corpora 121–2
extraversion 541
Eysenck, H. J. 541
Ezzaki, A. 586

face, the concept of 137
facts, and values 413
Fairclough, Norman 142, 146, 147, 148–9, 243, 355–6, 410, 754, 787
false friends, dictionaries of 61, 71
Fasold, R. 744
Feak, C. 156, 682, 686
feasibility condition 406
federalism 454, 455
Feldman, M. S. 286
Felix, U. 637
femininity,
  cooperative speech styles 307
  norms 305, 310
  and question tags 308
feminism 305–6, 785, 786, 790, 799
feminist linguistics 139, 304–27
  challenge to categorization 306–7
  and discursive practices 320–1
Ferguson, Charles A. 356, 358, 360, 431–2, 464, 467, 470, 741
Ferguson, G. 675
Ferris, D. 676
fiction 123
field independence, and field
  dependence 527, 534–5, 536
Fielding, G. 192, 193
fieldwork 9, 109
Fijian, and Hindi 711
Filipi, A. 280
Fillmore, Charles 286
fingerspelling 173
Finland 277
Finnish 40, 271, 280
first language acquisition,
  compared with L2 learning 705–6
  constraints in 82
  development in 510
dictionaries 65
  individual differences 525
  pairing effects with L2A 94
first language education, and discourse
  151, 157–9
Firth, A. 280, 560
Firth, J. R. 10, 110, 355
Fischer, Louis 451

Fish, S. 333–4
Fishbein, M. 201
Fishman, Joshua A.,
  on diglossia 358, 359
  on domain 723
  endangered languages 460, 462, 470, 700, 709, 729, 732
  on ethnicity 558
  on language planning 739, 741, 748
  on world Englishes 373–4, 385
Fishman, P. 306
“Five Skills English” 335
Five Steps/presentation-practice-production (P-P-P) method 609, 614, 615
Flege, J. E. 86, 89, 92, 95–6
Flores, N. 197
Fluck, M. 193
fluency, or accuracy 547
Fluency in Controlled Association 216, 226
focus groups 725
Ford, C. 276
foregrounding 333, 337
foreign language,
  measuring ability 530
  stylistics of literature in 335–6
  use of term 502, 706
Foreign Language Classroom Anxiety Scale 528, 539
foreigner,
  the revisionist 444
  the traditional 443
Forensic Linguistics 298
forensic linguistics,
  expertise of 296
  in language crimes 293–5
  use of language corpora in 124
  see also law, language and the
forensic phonetics 27
form,
  focus in second language instruction 513
  and modality 167–8
Formal Semantics 50
formalism, Russian 349
formulaic speech 509
fossilization in SLA 82, 86–7, 406, 515, 709
Index 827

Foucault, Michel 139, 354–5, 414, 610, 756, 800, 803

Foundation for Endangered Languages 461

Fowler, Roger 355

framework see schemas

Francis, G. 122, 123

Frankfurt School see critical theory

Fraser, C. 553

Freebody, P. 786

Freed, A. 307, 316, 318

Freeman, Donald 477–8, 649, 658–9, 662, 663

Freeman, R. 307

Frege, Gottlob 241

Freire, Paolo 610, 786, 790

French 245, 254, 358, 545–6, 700, 703

consonant clusters in onsets 35

and English 505

“extended” 708–9

grammaticality judgments 84

immersion programs in Canada 513, 696, 697–8, 713–14

indicative and subjunctive 41

language planning 703–4

in Luxembourg 710

as a minority language 466

Montreal 92, 189

nasal vowels 27

native speakers compared with advanced learners 437

Norman 288

orthography 579

Parisian or Provencal 194

phonemic inventory 34 (Table 1.4)

Quebec 191, 196, 197, 455, 457, 775

SLA learners 90–1

and Swedish 213

topicalization 48

unification under Parisian 755–6

voiced and unvoiced stops 30

French Institute 656

French Verlan 171

French-English bilinguals 97–8

frequency,

in corpora 114, 115–17

dictionaries of 62

“paradox” in reading 583

of reinforcement 212, 511

studies 56, 109, 110, 116–17

Freud, Sigmund 211

Friedman, N. 534

Fries, C. C. 2, 110, 401, 582, 607

Frisian 461, 733

Friulian 466

“Frog Story” 216, 225, 244–5

Frown and FLOB 111

Frye, D. 790

Fulcher, G. 685

Fullan, M. 657

function,

communicative and symbolic 453, 459

in discourse analysis 144, 145–7

internal and external 146–7

function words 59

functional magnetic resonance imaging (fMRI) 98, 99

Functional-Notional Approach 405, 609, 615

functionalism 134, 250

West Coast Functionalists (USA) 275

Fundamental Difference Hypothesis 83, 529

Furnham, A. 541

fusional languages 38

futurology, and world Englishes 386–7

GA see General American (GA)

pronunciation

Gaelic see Cape Breton Gaelic; Irish

Gaelic; Scottish Gaelic

Gahng, T.-J. 196

Gal, S. 312, 313, 319, 359, 725

Gallaudet, Thomas and Edward 179

Gallaudet University 170

Gallaway, C. 169

Gallois, C. 198

Galtung, J. 360

Gandhi, Mahatma 451

Ganschow, L. 531, 540

Gardner, Rod xii, 22, 262–84, 536–7, 540–1, 561

Gardner, S. 777

Garfinkel, Harold 265, 267, 304

Garrett, P. 195, 202

Gastarbeiter see “guestworkers”
Gatenby, E. V. 68
Gattegno, Caleb 608
Gay Sign Variant (GSV) 171
gay slang 171
Gee, J. 140, 144, 154, 597, 754, 794
Geertz, Clifford 256
GEFT see Group Embedded Figures Test
*Gemeinschaft*, and *Gesellschaft* 452
gender 40, 790
and communicative styles 316–18
and conversation style 306–7, 357
discourse and 134
and exposure to the prestigious language 309–11
factors in language attrition 220–1
in language learning 425, 556–7
and legal language 290
performativity of 304–5, 308, 313, 317, 318, 319
gender, language and 23, 304–27, 797
difference or dual-culture approach 306–7, 430
institutional coerciveness 318–22
politics in 357
similarity across categories 316–18
social constructionism 307–9
variation across cultures 309–13
gendered language 23
General American (GA) pronunciation 69
Generalizability Theory 778
generalization 425, 437
in second language learning 505, 506–7
and transfer 508
*see also* overgeneralization
Generative Grammar 402–4
generative linguistics 1, 403, 407, 411–12, 752
generative semantics 356
Genesee, F. 91–2, 190–1, 696
genre
of business communication 675
and communicative purpose 677–8
cultural assumptions in 254
defined 148–9, 678
in legal language 286–7
genre analysis 138, 147, 153, 333
approaches 148
critical discourse analysis 148–9
“*ESP*” approach 148
in language teaching 158
in LSP 677–8
new rhetoric 148
written 148, 156–7
genre pedagogy 610
and Social Reconstructionism 611
Georgia 455
German 244, 246, 271, 508, 700, 703
attrition studies 216, 217, 218, 224–5, 227
Austrian Standard 67
cases 40, 41
consonant clusters in onsets 35
etnicity claims 774
German Standard 67
High and Swiss 195
and Hungarian in Oberwart 312, 725
in Luxembourg 710
as a minority language 466
as a pluricentric language 67
reading comprehension 588
Swiss Standard 67, 358
word order 513
Germany 277, 775
*Gesellschaft*, and *Gemeinschaft* 452
*Gesellschaft für bedrohte Sprachen* 461
gesture languages 165–6, 240, 246
*see also* sign languages
Gibbons, John xii, 23, 285–303
Giddens, A. 399
Giles, Howard xii, 21–2, 187–209, 358
ethnolinguistic vitality theory 224, 467–8, 469, 728
intergroup model of language learning 426, 562–4
Gilman, Albert 356
Ginsberg, R. 321
Girginer, H. 673
Glasgow 172, 174, 441
globalization,
effects on language learning 615, 651, 698
and language testing 773
and linguistic human rights 360, 415
and linguistic imperialism 374, 386–7
and literacy 598
glossaries 62, 381
Goethe Institute 656
Goettsch, K. 665
Goffman, Ervin 265, 266–7
Golato, P. 98
Gómez, T. 682
Gommans, P. 222
Goodman, K. S. 588
Goodman, S. 372
Goodwin, C. 240, 270
Goodwin, M. 308
Görlach, Manfred 372, 379
Gorter, D. 733
Goswami, U. 580
Gough, P. B. 589
Gouin, F. 607
Government and Binding 42
Grabe, W. 4–5
Graddol, D. 360, 372, 386–7, 441
Graded Intergenerational Dislocation Scale 741
grammar,
in conversation analysis 275
discourse-based pedagogical description 154
and language contact 212–13
in language corpora 122–3
as meaning potential 138
optionality or indeterminacy in SLA 85
pedagogical or prescriptive 25
politics in 354–8
traditional 25
grammar-translation method 426, 606–7, 610–11, 612, 628
in China 613–14
grammars,
for advanced learners 106
corpus-based reference 106–7, 122
reference or pedagogical 72
grammatical complexity 210
grammatical relations,
case and 43
and constituent order 43
and semantic roles 42–4
grammatical semantics 50
grammaticality judgments,
in language attrition studies 225–6
native speakers and 437–8
Gramsci, Antonio 352–3
graphization 741, 747
Greek,
Ancient 25, 38, 606, 613, 696
legal 292–3
Modern 358, 703, 732
polis 347
Green, G. M. 294
Greenbaum, Sidney 370, 371, 372, 441
Greenfield, L. 723
Greenwood, A. 307, 316, 318
Gregg, K. R. 10, 403, 412
Gregory, E. 598
Grenfell, M. 660
Grenoble, L. 461, 470
Grice, H., maxims 137, 143
Griffiths, R. 527
Grigorenko, E. 532, 533
Grosjean, F. 93, 225
Grotjahn, R. 483, 484, 489
group dynamics,
impact of language on 188, 424
inter-group and intra-group 452
Group Embedded Figures Test (GEFT) 527, 535
group membership,
and language attrition 223–5
as native speakers 433, 446
Gruba, Paul xii, 426, 427, 623–48
Guaraní 458
“guestworkers” 456, 466, 720
Gullah 314
Gumperz, J. J. 138, 240, 247–8, 316
Gupta, A. F. 441
Guyana 439
Haarmann, H. 467, 468, 469
Habermas, Jürgen 354
habitus (Bourdieu) 355, 755–6
Haida 461
Haitian Creole 358
Håkansson, G. 218
Hakuta, K. 89
Halbach, A. 546
Hale, G. A. 685
Hale, S. 292
Hall, Kira 318
Hall, P. 287
Hall, P. K. 225
Hallemariam, C. 650
Halliday, Michael A. K. 6, 286, 287, 355, 379–80, 400, 413
context of situation 10, 145–6
Systemic-Functional Linguistics 138, 158, 404–5, 610, 753
Hamilton, M. 596
Hamp-Lyons, L. 688
Han, Z.-H. 87
handwriting identification 299
Hanks, W. F. 248–9, 752
Hannah, J. 374
Hanson-Smith, E. 637
Hardin, C. 94
Harpin, W. S. 592
Harrington, Julie 771
Harris, R. 441
Harris, S. 290
Harris, W. A. 298
Harrison, C. 192
Hartmann, R. R. K. 58, 411
Harvey, P. 310–11, 313
al-Hasan ibn al-Haytham 589
Hasan, R. 148, 286, 287
Hatasa, K. 637
Hatim, B. 787–8
Haugen, E. 464, 467, 468, 469, 742
Hausmann, F. J. 58, 61
Hawai‘ian 193
Creole 195
phonemic inventory 34 (Table 1.4)
Hawkins, R. E. 382
Hawthorne, L. 683
Haynes, J. 332
He, A. 280
headwords see lemmas
hearing people, and deaf people 178–9
Heath, S. B. 596
Hebrew 75, 244, 250, 696, 705
Hedge, T. 153
hegemony, Gramsci on 352–3
Heisenberg, Werner 765
Heller, M. 725
Henley, N. 306–7, 357
Herder, Johann 236
Heritage, J. 265, 278, 281
heteroglossia 350
heterosis 803
Hiberno-English 441
Hill, J. 239, 309–10, 313
Hindi 75, 700
and Fijian 711
Hirsh, D. 587
Hirvonen, P. A. 225
Ho, M. L. 369
Hockey, S. 124
Hodgins, P. 194
Hodgson, W. B. 594–5
Hoe, M. 144, 147–8
Hogg, M. 195
Holborow, Marnie 352, 353, 355, 385, 443
Holliday, A. 400
Hollien, H. 298
Holm, J. 382
Holobow, N. E. 190–1
Holquist, Michael 240
home language 457, 701, 710, 723, 730
“one parent one language” strategy 429, 731
and school language 585–6, 598, 696
Homer 745
homonymy 50
homosexuality, and sign language 171
Hong Kong 196, 507, 587, 609, 616, 673, 789
Hoover, W. A. 581
Hopí 238
Hopper, R. 194, 197
Horkheimer, Max 414
Hornberger, N. 698
Hornby, A. S. 68, 69, 115
Horowitz, D. 594
Horwitz, E. 525, 531, 540, 542
House, E. R. 8
Hoven, D. 634, 635
Howatt, A. P. R. 399
Hoyke, M. 360
Huey, Edward 577, 578
Hughes, Langston, “I, too, sing America” 339–41, 345–6
Hulbert, J. R. 381
Hull, G. 794
Hull, L. 677
Hulsen, M. 222
human-computer interaction 624
humanism,
classical 610–1
liberal 430
humans, “symbolic species” 241–3
Humboldt, Wilhelm von 236
Hume, David 413
Hummel, K. 537
Hungarian 217
and German in Oberwart 312, 725
learners of English 542
Hunston, S. 106, 122, 123
hybridity, linguistic 360–1
Hyland, K. 156–7, 676
Hyltenstam, K. 438, 470
Hymes, Dell 796
communicative competence 404–5, 406, 766
“SPEAKING” acronym 137–8, 145, 146–7, 152
Hyon, S. 158
HyperCard 626
hypercorrection 434, 741
hypertext authoring 636
hyponymy 49–50
hypothesis forming 485
hypothesis testing 485
IATEFL see International Association for the Teaching of English as a Foreign Language
IAWE see International Association for World Englishes
Ibrahim, A. 558, 789
ICALL (intelligent CALL) 623
ICE see International Corpus of English
iconicity 168, 241
ICT4LT (Information and Communication Technologies for Language Teachers) 623, 632
Idaho (artificial language) 446
identification, and language attrition 223–4
of language samples 298–300
identity 140, 423
co-construction 319–20, 520
and ethnolinguistic minorities 452
gender through language 23, 304–27
and language 793
in language attrition 219, 222, 223–4
and language planning 741, 753, 758
and language tests 774–6
loss of native-speaker 438–47
“mestiza” 361
minority languages and 424, 452–3, 459
native speaker as 431–4, 439–40
sexual 557, 789
theory of acts of identity 223
see also acts of identity
ideological commitment 142, 796, 800, 802
ideologies, in bilingual education 428, 698–9, 713, 750–1
critique of 414
as default policies 750
and discourse 134, 146, 158, 757–8
dominant gender 319–22
educational 425, 427
and interests 739, 745, 749
in language 349, 350–1, 353, 359–60, 754
in language planning 739, 742, 746, 749–51
in language teacher education 650, 658–63
in language testing 429, 791–2
in language-in-education policies 567–8
of the media 243
in texts 332, 355–6
idiolects 109
IELTS see International English Language Testing System
Ikome, Otto M. 445
IL see interlanguage
Illes, J. 99
illocutions 752
ILTA see International Language Testing Association
imagination, poetic 251
in text production 329, 335–6
“imagined communities” (Anderson) 359, 399
imitation 425, 505, 508–9
immersion, use of term 707
immersion programs 607, 777
bilingual education 696, 697–8, 701, 707–8, 714, 715
immersion programs (cont’d)
core features 707–8
partial immersion 708–9
total immersion 708
two-way immersion 696, 709, 715
immigrants,
degree of attrition 219–20, 221–5
and indigenous languages 424
inequalities 748
and language proficiency testing 764, 774–6
women’s education in USA 790
and world Englishes 390
imperatives 45
imperialism,
academic 385
see also linguistic imperialism
implicature 137
impression formation, first impressions 188, 189–90
indeterminacy 85, 137
indexes, in thesauruses 63
indexical reference 241
indexicality 22, 248, 266
gender 308
India,
* hijras* speech 318
legal language 291
South 744
Telegu and Tamil in 443
Indian English 437, 440, 442, 445
dictionaries 382
indigenous languages,
cultural analysis 9
Englishization of 388
and immigrant groups 424
recording 67
standards for 704
indirect object 43
indirectness 137
individual differences,
 factors 529–46 (Table 21.2)
labels for 525
in language learning 425, 504
methodology and instrumentation
526–9 (Table 21.1)
in second language learning 525–51
individualism 611
Indonesian 38, 40, 703
induction 10, 108, 115
inductive learning 501
industrialization 745
inequality 430, 440, 459, 624, 748, 754–5, 789, 792–4, 797
inferencing 138, 278
infixedes 37
inflections 38
dictionaries of 62
dual-mechanism model for knowledge of regular vs. irregular 94–5
information,
encoding given and new 45–8
linguistic/lexical compared with extralinguistic/encyclopedic 59, 78
see also paradigmatic information; syntagmatic information
Information and Communication Technologies for Language Teachers (ICT4LT) 623, 632
information processing 45–8, 239
Inglehart, R. F. 359
initial teacher education (ITE) 661
in Ireland 649–50
initial teaching alphabet (i t a) 579
innateness of language faculty (Chomsky) 212, 214, 402–4, 432–3, 435, 515, 606
Inoue, M. 308
input,
input hypothesis 515–16, 558, 586, 667
and output in language learning 558–9
inquiry, phenomenological 251
Institut für Sozialforschung 414
institutional context 424, 428–30
institutional discourse, coerciveness and gender 318–22
institutional practice, language testing as 773
institutional talk 264, 277–8
instruction,
effects on learning 512–14
matching to preferred learning style 536
socio-cognitive theories 626–9
technology for 624
intelligence, analytical, creative, and practical 533
general or language ability 527, 530, 532
“successful” 533
intelligent tutorial systems 628
interaction, between reader and text 342
and conversation analysis 263–4
cooperative principle 137
in discourse analysis 142–4 (Fig. 5.1); 146
face-to-face 266–7
hypothesis of second language learning 518, 558
in language learning 562–3
in legal contexts 289–90
of research standards 495–6
social psychological study 240
interaction analysis 187, 476, 477
interaction order, study of the 265–6
interactional linguistics 276
interactional sociolinguistics 136, 138, 143
interference 376, 401
in lexicon 215, 227
intergroup model, of language learning, Giles’s 426, 562–3
interlanguage (IL) 376, 389, 406–7, 559–60
effects in language contact 213
in second language learning 515, 554
use and development 554, 558, 559–60, 706
interlanguage pragmatics 250, 560
International Association of Applied Linguistics (AILA) 763
scientific commission on Lexicology and Lexicography 58, 78
International Association for the Teaching of English as a Foreign Language (IATEFL) 375, 656
International Association for World Englishes (IAWE) 375
international auxiliary languages, dictionaries of 60
International Clearing House for Endangered Languages 461
International Corpus of English (ICE) 112, 372
International English 437, 446–7, 651
International English Language Testing System (IELTS) 681, 684–5, 770, 776
international language, use of term 706
International Language Testing Association (ILTA) 764
International Phonetic Alphabet (IPA) 26–7, 607
International Phonetic Association (IPA) 69
international standards organizations, dictionaries for 65
internationalisms 62
Internet, and electronic writing 592
and global use of English 386
and language learning 623, 624, 626
and reference works 57, 631
research via 636
interpretation, and context in stylistics 330, 331–4
as native speaker 436
interpretative community, and affective stylistics 333–4
interpreting, legal language 291–3
interpretive research, Widdowson–Fairclough debate 142, 146, 149, 150–1
interrogation, discourse of 134
interrogative, acquisition of the 510
interrogative sentences 45
interruptions 171, 272, 306
intersubjectivity 342, 354
intertextuality 124, 333
intervention, institutional 429
in language planning 741–2, 751, 753, 757–8
teacher 546
interventionism 424, 425, 426, 460
interviews 477, 529
conversation analysis 264
intonation 32–3
introspection 476, 477, 541, 772
intuition, and observation 108–9, 117
<table>
<thead>
<tr>
<th>Investment in education and economic development</th>
<th>595–6</th>
</tr>
</thead>
<tbody>
<tr>
<td>Investment, and social identity in language learning</td>
<td>564–7</td>
</tr>
<tr>
<td>IPA see International Phonetic Alphabet; International Phonetic Association</td>
<td></td>
</tr>
<tr>
<td>Iran</td>
<td>596</td>
</tr>
<tr>
<td>Ireland, Donegal and Dublin accents</td>
<td>195</td>
</tr>
<tr>
<td>English in</td>
<td>441</td>
</tr>
<tr>
<td>Initial teacher education (ITE) in</td>
<td>649–50</td>
</tr>
<tr>
<td>Northern</td>
<td>192</td>
</tr>
<tr>
<td>IRF (Initiating, Responding, Feedback) pattern</td>
<td>138–9, 144, 145</td>
</tr>
<tr>
<td>Irish Gaelic</td>
<td>441, 455, 457, 459, 730</td>
</tr>
<tr>
<td>Irish Sign Language</td>
<td>166, 170</td>
</tr>
<tr>
<td>Catholic and Protestant</td>
<td>172</td>
</tr>
<tr>
<td>Ishiguro, Kazuo</td>
<td>369</td>
</tr>
<tr>
<td>Isolating languages</td>
<td>38</td>
</tr>
<tr>
<td>Italian</td>
<td>75, 196, 271, 280, 703</td>
</tr>
<tr>
<td>Consonants</td>
<td>30</td>
</tr>
<tr>
<td>Grammaticality judgments</td>
<td>84</td>
</tr>
<tr>
<td>Japan, language war</td>
<td>359</td>
</tr>
<tr>
<td>ITE see initial teacher education</td>
<td></td>
</tr>
<tr>
<td>Item Response Theory</td>
<td>778</td>
</tr>
<tr>
<td>Iyer, Pico</td>
<td>369</td>
</tr>
<tr>
<td>Jaccard, J.</td>
<td>201–2</td>
</tr>
<tr>
<td>Jackson, B. S.</td>
<td>286</td>
</tr>
<tr>
<td>Jacoby, S.</td>
<td>686</td>
</tr>
<tr>
<td>Jaeger, J. J.</td>
<td>95</td>
</tr>
<tr>
<td>Jager, S.</td>
<td>637</td>
</tr>
<tr>
<td>Jakobson, Roman</td>
<td>9, 211–12</td>
</tr>
<tr>
<td>Jamaican English</td>
<td>382, 704</td>
</tr>
<tr>
<td>James Bay Cree</td>
<td>455</td>
</tr>
<tr>
<td>James, G.</td>
<td>58</td>
</tr>
<tr>
<td>James, J.</td>
<td>441</td>
</tr>
<tr>
<td>James, M.</td>
<td>175</td>
</tr>
<tr>
<td>Japan</td>
<td>191, 441</td>
</tr>
<tr>
<td>Test of English for International Communication</td>
<td>767</td>
</tr>
<tr>
<td>Japanese</td>
<td>49, 250, 271, 485, 545–6, 681, 686, 700</td>
</tr>
<tr>
<td>Australian learners</td>
<td>634, 703</td>
</tr>
<tr>
<td>Gender indexicality</td>
<td>308, 313, 322</td>
</tr>
<tr>
<td>Lack of definite indicators</td>
<td>39</td>
</tr>
<tr>
<td>Learners of English</td>
<td>530–1, 543</td>
</tr>
<tr>
<td>Legal</td>
<td>288</td>
</tr>
<tr>
<td>Pitch</td>
<td>32</td>
</tr>
<tr>
<td>Topicalization</td>
<td>48</td>
</tr>
<tr>
<td>Voiceless vowels</td>
<td>28</td>
</tr>
<tr>
<td>Japanese Sign Language</td>
<td>166</td>
</tr>
<tr>
<td>Jargon, legal</td>
<td>288</td>
</tr>
<tr>
<td>Jaspaert, K.</td>
<td>219</td>
</tr>
<tr>
<td>Javanese</td>
<td>700</td>
</tr>
<tr>
<td>Javorsky, J.</td>
<td>540</td>
</tr>
<tr>
<td>Jaworski, A.</td>
<td>134</td>
</tr>
<tr>
<td>Jefferson, Gail</td>
<td>267, 269, 271</td>
</tr>
<tr>
<td>Jernudd, Bjorn</td>
<td>740, 743</td>
</tr>
<tr>
<td>Jespersen, Otto</td>
<td>110, 370, 607</td>
</tr>
<tr>
<td>Jews, German refugees</td>
<td>224–5</td>
</tr>
<tr>
<td>Analysts in UK</td>
<td>172–3</td>
</tr>
<tr>
<td>Vilification by Nazis</td>
<td>295</td>
</tr>
<tr>
<td>Jo Dev, C.</td>
<td>584, 597</td>
</tr>
<tr>
<td>Job analysis see needs analysis</td>
<td></td>
</tr>
<tr>
<td>Johansson, S.</td>
<td>116–17</td>
</tr>
<tr>
<td>Johnson, D. M.</td>
<td>476, 480–1</td>
</tr>
<tr>
<td>Johnson, J.</td>
<td>535, 536</td>
</tr>
<tr>
<td>Johnson, J. S.</td>
<td>85, 86, 88, 89, 90–1, 95</td>
</tr>
<tr>
<td>Johnson, K.</td>
<td>404, 406</td>
</tr>
<tr>
<td>Johnson, Mark</td>
<td>243</td>
</tr>
<tr>
<td>Johnson, R. K.</td>
<td>707–8</td>
</tr>
<tr>
<td>Johnson, Samuel, dictionary (1755)</td>
<td>110, 381</td>
</tr>
<tr>
<td>Johnston, B.</td>
<td>665</td>
</tr>
<tr>
<td>Johnstone, M.</td>
<td>198</td>
</tr>
<tr>
<td>Johnstone, Richard xii, 426, 427, 649–71</td>
<td></td>
</tr>
<tr>
<td>Jones, Daniel</td>
<td>370</td>
</tr>
<tr>
<td>Jones, K.</td>
<td>596</td>
</tr>
<tr>
<td>Jordan, L. S.</td>
<td>225</td>
</tr>
<tr>
<td>Jordens, P.</td>
<td>217, 225</td>
</tr>
<tr>
<td>Joseph, John E.</td>
<td>xiii, 23–4, 347–66, 745</td>
</tr>
<tr>
<td>Joyce, N.</td>
<td>195</td>
</tr>
<tr>
<td>Juries, deliberations</td>
<td>265, 357</td>
</tr>
<tr>
<td>Misunderstandings</td>
<td>288</td>
</tr>
<tr>
<td>Just, M. A.</td>
<td>590–1</td>
</tr>
<tr>
<td>Justice, issues in testing</td>
<td>791</td>
</tr>
<tr>
<td>Kachru, Braj B.</td>
<td>360, 368–9, 389, 613</td>
</tr>
<tr>
<td>Approach to world Englishes</td>
<td>367, 375–8, 390, 445</td>
</tr>
<tr>
<td>Debate with Quirk</td>
<td>370–1, 377–8</td>
</tr>
<tr>
<td>Kachru, Yamuna</td>
<td>375</td>
</tr>
<tr>
<td>Kaeding, F. W.</td>
<td>110</td>
</tr>
</tbody>
</table>
Kairov, I. A. 614
Kamil, M. L. 585
Kandiah, T. 445–6
Kaplan, R. B. 4–5, 253–4, 567, 593, 739
Kapp, R. L. 565–7
Kasper, G. 560
Kelley, H. 199
Kenyan English 442
Kern, R. 623, 637
Kernerman, Lionel 77–8
keywords, and corpora 124
Khanna, A. Y. 442
Khmer 30, 703
Kikuyu 440, 442
Kilgarriff, A. 116
Kim, K. H. S. 99–100
Kimmel, A. J. 497
King, K. 470
Kintsch, W. 640
Kipp, S. 722
Kirkness, Alan xiii, 19, 20, 54–81
Klein, D. 99
Kloss, H. 464, 726, 728, 742
knowledge,
declarative vs. procedural 97, 100
dictionary or encyclopedic 49
dissociations between rule-based and lexical 95
language and linguistic representation 134
modular 407
and norms 752–6
policy-infused nature 738–9
and power (Foucault) 135, 139, 354–5, 414, 756, 800, 801
sociology of 400
specialization 756–8
and world 59, 78
knowledge economy, Aboriginal 297
Koehn, D. 8
Köpke, B. 217, 219, 220, 221
Korea, South 191
Korean 254, 377, 585, 700, 701
learners of English 88, 95
Kormos, J. 542
Kouzmin, L. 727
Kramarae, C. 306–7
Kramsch, Claire xiii, 22, 235–61, 443, 444, 631, 636, 637
Krashen, S. 402, 516, 531, 532, 553–4, 558, 586
Krauss, M. 460
Kress, G. 787, 799
Krio 379
Kristiansen, T. 191, 192
Kroon, S. 219, 650
Kruiderenier, B. 537
Kuhn, Thomas 411
Kulick, D. 319
Kumaravadivelu, B. 617–18
Kunnan, A. 791
Kupferberg, I. 665
Kurdish 293
Kwakiutl 244
Kyle, J. 179
Kymlicka, W. 451
L-A see linguistics-applied
L1A see first language acquisition
L2A see second language acquisition
Labov, William 4, 141, 147, 190, 239, 298, 358
Observer’s Paradox 765
Ladd, P. 168
Ladefoged, P. 460
Lado, Robert 2, 400, 401, 764
Lai, F.-K. 587
Lake, J. 381
Lakoff, George 243, 356
Lakoff, Robin 306, 308, 356, 357
Lam, W. S. E. 443
Lambert, W. E. 189–91, 193, 358, 529, 536–7
Landry, Allard 224
language,
as a core value 727
critical approaches to 794–5
in education and discourse analysis 151–9
evolutionary nature 411–12
and ideology 793
ideology in 349, 350–1, 353, 359–60, 754
the market value of 728
as object versus language as a medium of communication 428
as a problem, a right, or a resource 702–3
language (cont’d)
 sciences of 752–6
 thought and culture 22, 235–61
 use of term 503
 Language for Academic Purposes 673
 language acquisition,
 cognitivism (Piagetian) theories 212
 constraints in 82
 gender-differentiated 309–13
 as a habit-forming process 238
 incomplete 210
 and language attrition 210
 logical problem 94
 nativism (Chomskyan) theories 212,
 402–4, 432
 non-linear systems 561
 processes in 425
 as socialization 249
 see also first language acquisition;
 second language acquisition
 “language acquisition device” 515,
 529
 language aptitude 530, 531–2
 acquisition processes in 533
 aspects of 531–2
 defined 771
 tests 526
 language attitudes see attitudes,
 language
 language attrition 22, 210–34, 741
 avoidance strategies 210, 218
 contact and change 211, 212–13
 data collection 225–6
 defining 210, 226–8
 and language maintenance 429
 linguistic levels 215–18
 models and theories 211–15
 psycholinguistic model 211, 214–15
 regression hypothesis 211–12
 sociolinguistic factors 218–26
 time factors in 220
 and UG 211, 214
 Language Australia 656
 language awareness,
 and stylistics 335, 336, 339
 for teachers 389, 408
 see also critical language awareness
 language choice, the politics of 358–61,
 754
 language contact,
 and change in language attrition 212–13, 217
 and language maintenance 719–20
 and power inequalities 459
 reciprocal effects 377
 religion and education 696
 see also contact linguistics
 language corpora 106–32
 applications 123–5
 available 111–12
 characteristics 106
 and computer software 111–15
 design 112–14
 discourse prosody 122
 electronic 55, 56–7, 124
 extended lexical units 121–2
 grammar, co-text and text-type in
 122–3
 history 109–11
 phrases in 117–21
 raw, lemmatized and annotated
 114–15
 reception index 113
 semantic preference 120, 121–2
 spoken 154
 words in 115–17
 language death 213, 217, 458, 719–20,
 730
 language education 554, 567–70
 constraints and contextual influences
 426
 critical approaches to 789–90
 and development economics 650
 test information and policy 777
 language and gender see gender,
 language and
 language laboratories 558, 608, 612, 659
 Language Learning 2–3
 language learning 424–6, 560–7
 abilities and individual differences
 530–4
 acculturation model 561–2
 Barkhuizen’s basic model 555–60
 (Fig. 22.1), 571
 communicative approaches 626, 627,
 628–9
 content-based 707
 efficiency of 425
as habit-formation 606, 607–8
immersion 607
individual differences in 425, 504
intergroup model 426, 562–4
“language analytic ability” 533
language testing and research 776–7
meaning-oriented 606, 607
models of 425–6
propensities for 534–42
reading for 586–7
Reform Movement 607
social identity and investment 564–7
social influences on 425–6, 552–75
for speech technologies 634–5
task-based learning 609
and UG 606
see also CALL; second language learning
language legislation 285, 293–5
language maintenance 428–9, 719–37
and bilingual education 700, 707, 709–10
community and individual strategies and initiatives 728–33
defining 457–8, 719
domains of family, home, and neighborhood 730–2
in educational domain 732–3
factors promoting 725–8
and language attrition 429
and language contact 719–20
and minority groups 454–7
minority varieties 457–61
programs 428, 457–61
research methods, tools, and data 721–5
language object programs 711
Language for Occupational Purposes 673
Language Other Than English (LOTE) 706
language planning 428, 429, 458, 738–62
and bilingual education 703–4
critical approaches to 792–4
and standardization in sign languages 179–80
use of dictionaries 66
use of term 742–3
see also corpus planning; discourse planning; status planning
language policy and planning (LPP) 738–62
and bilingual education 702–3
critiques 747–8
defining 739–41
history 745–7
institutional or systemic 753
and language maintenance 730
methods 748
modernization, authenticity, development, and theory 743–4
praxis as (past) planning 750–2
problems 741, 748–50
Language for Professional Purposes 673
language proficiency hypothesis 585
language proficiency interviews (LPIs) 280
language proficiency testing, for immigrants 774–6
language reform, non-sexist 320
language revival 458, 720
revitalization movements 699–701
language rights see rights, language
language shift 458, 459, 720
convergence or divergence 190
Fishman’s model for reversing 460, 470, 729 (Fig. 29.1)
and language maintenance 719–37
research 721
subtractive bilingualism as 702–3
and unstable bilingualism 720
women’s role in 312, 313
language socialization research 240, 241–2, 247, 251
see also child language socialization
Language for Specific Purposes see LSP
language standards see standards
language teacher education (LTE) 426, 427, 649–71
and applied linguistics research 666–9
in BSL 180
competency-based 660–1
continuous professional contact 657–8
from novice to expert 663–6
ideology and process 658–63
language teacher education (LTE) (cont’d)
in-service courses 657, 667–8
internationalization of 651, 655
journals 656
mentors or tutors 666
national agencies 656
provision framework 651–8
(Table 26.1)
reflection-based 660, 661–2
and SLAR 427, 666–9
social, political and cultural background 649–51
supportive ethos 658
teacher supply 656–7
language teaching,
and applied linguistics 2–3, 7, 400–4, 408, 666–9
“autonomous literacy” model 158, 426, 594–5, 597
behavioristic methods 249
content-based 707
and conversation analysis 276–7, 279–81
as critical pedagogy 361, 789–90
deficit model 657, 706
discourse analysis in 147, 151–9
fashions in methodology 426–8
legal language 291
LSP 676–80
and multilingual education 360
productive and receptive aspects 155
spoken language skills 155–6
use of corpora in 123–5
written language skills 156–7
see also communicative language
teaching (CLT); teaching methods
language testing see testing, language
language use,
attested and non-attested 210
corpora and observation of patterns of 107
correction and persuasion 347–8
discourse analysis 133–4, 136–40, 151–9
functions and structures 23, 138–9
gender-differentiated 309–13
institutional 7
power and politics of 139–40
referential and representational distinguished 335
rules and principles 136–7
in talk 263
in target situations 674–5
Language for Vocational Purposes 673
language-in-education,
and discourse analysis 151–9
policies 426, 554, 567–70, 702, 753
principles 568
role of dictionaries in planning 67–8
teaching policies 742
languages,
equality of 567–8
morphological types 38
languages in-service programme for teachers (LIPT), Australia 667–8
Languages for Specific Purposes see LSP
languages of wider communication 455, 698

tangue 108, 124, 349, 424
Lankshear, C. 794
Lantolf, James 239
Lapkin, S. 713–14
Larsen-Freeman, D. 403, 555, 561
Latin 25, 288, 358, 371, 606, 613, 696, 730
emancipation from 66
free order 43
gender of nouns 40
Law 289
phrase structure rules 42
Latin America 650
law, language and the 23, 24, 285–303
genre and 290
genre issue 23, 286, 287
language legislation 293–5
linguistic evidence 295–300
see also forensic linguistics; legal
language
Lazaraton, A. 141, 280
LDOCE see Longman Dictionary of Contemporary English
Le Page, R. B. 223, 382, 753–4
learnability, or teachability hypothesis, Pienemann’s 513
learners,
actions 529, 544–6, 629
attitudes 556–8
autonomy 426, 635
characteristics 706
cognitions 529, 542–4 (Table 21.3), 547
“good language” 526, 545
native speaker-like 435–8
personality 541–2
roles in CALL 634–6
self-assessment 724, 777, 778
self-awareness 777
strategies in CALL 634–5
use of conventionalized expressions 115

Index

Learner’s Dictionary of Current English, A 68
learning,
compared with acquisition 516, 531–2, 553–4, 559–60
implicit or explicit 532
instruction effects on 512–14
social factors 504
unconscious processes 509
learning strategies 425, 509, 512, 513–14, 544–5, 547
in CALL 640
lifelong 636
metacognitive, cognitive, and social/affective 545
learning style 425, 534–6, 542–3
active vs. passive 535
holistic vs. analytic 535
and information processing 535–6
Lee, J.-W. 585
Legal English 288
legal language 285–91, 673
as a code 23
interpersonal aspects 23, 286, 288–90
interpreting and translation 291–3
and plain language principles 289
precision and decontextualization 288
sources of difficulty 286
teaching 291
technicality problem 23, 286, 288–9
writtenness problem 23, 286, 287–8
legal talk, conversation analysis 279
Legutke, M. 657–8
Leith, D. 372
lemmas,
in dictionaries 56, 62, 64
types 62
Leopold, W. 731
LEP (limited English proficiency) 706
L’Epée, Abbé de 179
Lëtzebuergesch 710
Leung, C. 441, 777
Lévi-Strauss, C. 354
Levinson, S. 139, 157, 240, 356
Levy, M. 624, 625–6, 632, 637, 642
Lewis, A. 637
Lewis, E. G. 696
Lewis, John Windsor 69
Lewis, M. 115
lexemes 38
Lexical Functional Grammar 42
lexical richness, loss of 210, 216, 228
lexical semantics 49–50, 411
“lexical syllabus” 115
lexical transfer 388
lexical units, extended 121–2
lexico-grammatical units, in corpora 115
lexicographers 54–5
lexicography 12, 19, 20, 54–81
aim of 54–5
as an art and a craft 56, 58
approach to world Englishes 368, 381–2
computational 58
and corpora 109, 411
defining 55–8
pedagogical 58, 59, 68–78
as practice and theory 57–8
principles 381
role in language planning 66
terminographical 58, 65
use of computers 55, 56–7, 61, 78
lexicology 20, 78, 411
lexicon 49
and language attrition 215–16
and lexis 62
see also mental lexicon
lexis,
discourse description of 154–5
and lexicon 62
lexis-grammar boundary 115, 122, 124
LFEs (localized forms of English) 380
liberalism 430, 451, 471
“liberation linguistics” 370–1
Liberia, Vai script 595
Liddicoat, Anthony J. xiii, 19–20, 25–53
Likert scale items 526–7
limited English proficiency (LEP) 706
Lin, A. 789
lingua franca communication 373–4, 444, 446–7
Linguasphere 461
“linguicism” 360, 384–5
linguistic anthropology see anthropological linguistics
Linguistic Coding Difference Hypothesis 540
linguistic competence 404, 406, 432, 503, 506, 766
linguistic complexity index 228
linguistic criticism 413
linguistic imperialism 24, 423, 617, 757–8, 793–4, 799
of English 360–1, 373–4, 384–5, 440–2, 444, 577
linguistic relativity 22, 235–6, 236–8, 239–40
in applied linguistic research 249–51
cross-cultural 244–7
in educational practice 252–3
methodology 251
and moral relativism 255
and SLAR 249–51
see also Sapir-Whorf hypothesis
Linguistic Society of America (LSA) 699
linguistics,
aplications of see linguistics-applied
“autonomous” 752, 754
Chomskyan revolution 24
defining 5
and literary texts 329
as system 19–20
see also applied linguistics; critical linguistics; descriptive linguistics;
thoretical linguistics
linguistics-applied 2, 17–420
and applied linguistics 9–13
scope of 19–24
Linnaeus, Carolus 746
Liou, H.-C. 629, 637
lip-reading 173
LIPT see languages in-service programme for teachers
listeners, and speakers in co-construction of talk 263
listening,
academic tests 686
translation tests 681, 686
literacy 254, 743
acquisition through a second language 585–6
autonomous or ideological 158, 426, 594–5, 597
broad interpretations of 576, 594–8
in CALL 635–6
commercial 596
community and school 598
consequences of 595–6
critical approaches to 794–5
definition 576
and economic development 595–6, 598
free 745
and grammatical metaphor 287
home–school 598
initial 576–7
interpretations of the term 576
mass 745
and mobility 462
multimodal 598
new forms 794
and numeracy 596, 598, 711
pedagogy 426, 597–8
schooled 596
social dimensions in 426, 596–8
technological 637
traditional Koranic 596
vernacular 26–7, 650, 700–1
written 577–8
see also computer literacy; critical literacy; electronic literacy
literacy education,
national 753
and studies of written genres 148
literacy studies 424, 426, 576–603
children’s early literacy 578–80
reading 581–91
writing 591–4
“literariness” 329, 335
literary criticism 142, 330, 331, 795
literary languages, and national culture 745
literary studies  299, 598
literary theory, and stylistics  328, 332
literature,
canonical  743
“new”  369, 376–7, 389
stylistics of foreign language  23, 335–6
trans-cultural  369
Littlewood, William xiii, 424–5, 501–24
Liu, G.-Q.  554, 559–60
Liu, S.  86, 95
Llamzon, T.  369
Lo Bianco, Joseph xiii, 428, 429, 430, 738–62
loanshift  216
LOB Corpus  111
Loban, W.  592
localized forms of English (LFEs)  380
Locke, John  1
Lockhart, C.  399, 662
logical systems, language-specific  253–4
London  174
Long, M. H.  90, 553, 558, 561
Long, M. N.  333
longitudinal studies  86, 228, 389, 483
Longman Dictionary of Contemporary English (LDOCE)  69–70, 71–2, 75
Longman Lexicon of Contemporary English  62, 72–5
Lor, W.  542, 544
Lorge, I.  110
LOTE (Language Other Than English)  706
Lotherington, Heather xiv, 426, 428, 695–718
Louw, B.  121–2
Lozanov, Georgi  608
LSA (Linguistic Society of America)  699
LSP (Languages for Specific Purposes)  426, 427–8
critical approaches to teaching  678–80
defined  672–4
dictionaries in  65–6
genre-based approaches to teaching  677–8
issues in teaching  676–7
issues in testing  683–9, 763, 770
key features  674–5
the practice of  672–94
LTE see language teacher education
Lucy, J.  240, 242, 247
Luhman, R.  195
Lukács, Georg  354
Luke, A.  786, 792
Lumley, T.  687, 688
Lund Corpus  112
Lunzer, E.  588
Luxembourg  710
Luxembourgish  67
Lynch, B. K.  641
Macedonian  293
machine analysis, of language samples  298
machine translation  624
Machingaidze, T.  586
MacIntosh, A.  379–80, 400
MacIntyre, P.  540–1, 542
MacKay, I.  92
Mackey, A.  534
Mackey, W. F.  695–6
Macmillan English Dictionary for Advanced Learners  72, 76
MacNeil, R.  382–3
Macquarie Dictionary  67, 381, 382
Maffi, L.  461
Mahoney, B.  193–4
maintenance see language maintenance
Malaysian English  441, 442
Maley, Y.  287, 288
Malinowski, Bronislaw  10, 237
MALTED (Multimedia Authoring for Language Tutors and Educational Development)  631
Maltz, D.  316
Manchester  174
Mandarin Chinese  196, 700, 705
syllables  35
tones  32
Manes, J.  360
Mannheim, Bruce  239
Manning, E.  122, 123
Maori language  682, 701, 704, 720
Marinova-Todd, S. F.  667
markedness  214
Marsh, C.  610
Marshall, D. B. 667
Martin, J. R. 158, 286, 415
Martin-Jones, M. 596
Marxism,
  analysis of Standard English 358–9
  in discourse 351–4
  on imposition of a former national
  language 443
  linguistics 752, 797
  science and ideology 799
  vs. structuralism 349–51
Marzilli, A. 95
masculinity, norms 305, 309
Mason, I. 787–8
mass media,
  conversation analysis 278, 279
  ideologies of 243
  rape reports 320–1
  texts in corpora 112
matched-guise technique 189–91, 194, 724
  discursive perspective on 200–1
  language of testing 193
  use in police encounters 194
Mathews, M. M. 381
Mayan communicative practices 248–9
Mazrui, A. A. 360
McArthur, Tom 62, 368, 370, 371–2, 379
McCawley, J. D. 433
McConnell-Ginet, S. 308, 315
McCormick, D. E. 664
McCormick, K. 795
McCrum, Robert 369, 382–3
McDonough, J. 476–7
McDonough, S. H. 476–7
McElhinny, B. 307, 317
McHoul, A. 279, 792
McIntyre, D. 654, 657, 661
McKay, S. L. 410
McLaughlin, J. 98
McMenamin, G. R. 297
McNamara, Tim xiv, 6, 428, 429–30,
  564, 686–7, 763–83
McNeill, David 246
McRae, John xiv, 23, 328–46
  meaning,
    chainings of (Foucault) 756
    co-construction of 255
  in discourse analysis 149–51
  lexis and grammar 122–3
  negotiation of 518
  relations between words 49–50
  resources of a community 753
  specificity in language attrition
    215–16
  in a text 329
  theories of 49
  as use 109–10
  see also semantics
meanings,
  combining to form sentences 50
  as language-specific 49
Medgyes, P. 440, 443, 444, 446
media studies 410
  see also mass media
mediated activity 251
medical encounters 794
  conversation analysis 264, 278, 279
  RP in 193
  see also doctor–patient discourse
Medicine, B. 311, 313
medium of instruction, enforced 568
Mehan, H. 279, 552
Meinhof, U. 360
Melanesian Pidgin 703
member checking 485
memory 530, 533–4
  Phonological Short Term Memory
    (STM) 534
  in reading 598
  retrieval in language attrition
    214–15
  Verbal Working Memory 534
  see also declarative memory;
    procedural memory
Menomini 440
mental lexicon 62, 581
mentalism 558, 560–1
Messick, S. 764, 768–9
“mestiza” identities 361
metalanguage 49, 333, 376
natural semantic 246–7
metalexicography 55, 57–8, 78
  and dictionary typology 61
  and use of dictionaries 78
metaphors 49, 243, 356
  grammatical 287
methodology, fashions in language teaching 426–8, 604–22
   or method 604–5, 660
Mexican-American 197
Mexicano 309–10, 313
Mey, J. L. 792, 793
MGT see matched-guise technique
migration, and language shift 720
Mi’kmaq 461
Miles, Dorothy 176–8
Mills, S. 332
Milroy, L. 203
mind,
   as a container 243
   modularity thesis 407
minimal pairs 33–4
minimal series 33
Minimalism 42
minorities,
   autochthonous linguistic 456
   defined in terms of majorities 434
   ethnic and legal language 291–3
   ethnolinguistic 452
   language 423, 424, 451–75, 745
   and language maintenance 454–7
   and language rights 293
   and language testing 774–6
   minorities within 455
minority languages,
   bilingual solution 461–3, 709
   categorizing 463–70 (Table 18.1)
   community-based education 732–3
   defining 454–5, 457
   geographical 465–7
   globalization threat 415
   immigrant 451, 454, 455–6, 465, 466
   indigenous 451, 454, 455, 456, 465,
   466, 471
   and language shift 720
   and LSP tests 682
   maintenance programs 428, 457–61,
   732–3
   sign languages 165–86
   typology of 424, 456, 463–75
see also language maintenance;
   language shift
miscommunication 248
missioner to the deaf 182
“mistakes,”
   as language attrition 210, 213, 225–6,
   227
   tolerance saturation point 228
misunderstandings 503
Mitchell, D. C. 590
Mitchell, R. 650, 666
mixed languages 379
Miyake, A. 534
MLAT see Modern Language Aptitude Test
MLDs see monolingual learners’ dictionaries
Mo, Timothy 369
modality 41, 333, 342
and form 167–8
Modern Language Aptitude Test
   (MLAT) 526, 528, 531–2, 771
modernism,
   critical 798
   emancipatory 797, 798–9
   linguistic 752
modernization 458, 741, 743–4
modularity of mind thesis 407
Moffie, R. W. 195
Mohanan, K. P. 443
Molis, M. 88, 89, 92
monitor model see input hypothesis
monocentrism, vs. pluricentrism 368
monolingual learners’ dictionaries
   (MLDs),
   for advanced learners 68–9, 72–7
   features 68–9
monolingualism 240, 793
   and bilingual proficiency 712–13
   endurance of 462
Montesquieu, Charles Louis de Secondat 468
Montreal, French and English in 92, 189
Montrul, S. 92
Moock, P. R. 596
Moore, G. E. 397, 412, 413
Moore, H. M. 748
moral relativism, and linguistic relativity 255
Moran, D. 459
Morgan, Brian 790
Mori, Y. 543–4
Morocco 586
morphemes,
  acquisition of 511
  bound 36
  free 36
  grammatical 36
  lexical 36
  productivity 36, 38
  root modification 37
  types 36–7
  morphology 36–9
  and language attrition 217–18
  see also derivation; inflections
Morris, E. E. 381
Morris, P. 612
Morson, Gary 240
mother tongue see native language
motivation 504, 536–9
  in CALL 630–1
  defined 536–7
  extrinsic 536, 538–9
  individual in language attrition 222
  instrumental 705
  intrinsic 501, 536, 538–9
  and orientation 536–7
  process model 538
  questionnaires 529
  theories of 538
Motteram, G. 640
Mouton de Gruyter 7
Mufwene, S. 469
Mühlhäusler, P. 461, 462, 469, 747
Mujica, Mauro 383
Multi-Faceted Rasch Measurement 778
multicultural education 389, 695
multiculturalism 702–3
multilingual education 710
  and bilingual education 706–12
  and language teaching 360, 569–70
multilingualism 240, 361, 378, 567–9,
  698–9, 723
  and gender 309–13
  as a problem 744
multimedia authoring 625, 631
Multimedia Authoring for Language
  Tutors and Educational
  Development (MALT ED) 631
multimedia comprehension 634, 637
  and reading theory 640
multinationals 373
Munro, M. J. 92
Murray, J. A. H. 110, 381
Muysken, P. 215
Nagata, H. 532, 533–4
Nahir, M. 459, 749
Naiman, N. 545
Narayan, R. K. 436
narrative,
  learner autobiographical 529
  and legal language 286–7
  structure 333
  studies of 141, 147, 725
Nassaji, H. 158
nation, and language 359, 698–9, 743–4
nation building,
  role of lexicography in 66–7
  and status planning 742
Nation, I. S. P. 587
national culture, and literary languages
  745
national identity 359
  and discourse 134, 359
national languages 250, 359, 696, 743, 745
  imposition of former 443, 747
  policies 567–8, 746
National Languages (and Literacy)
  Institute of Australia 6–7
nationalism 471, 568, 745
  and bilingualism 698–9
Native Americans 311, 401, 720, 730
native language, effects in SLA 82–105,
  401, 402–3
native speaker 376, 423–4, 431–50
  the “apotheosis” of the 24, 250,
  402–4, 431, 441
  concept of the 388, 423–4, 447
  coping with loss of identity 442–7
  definitions 434–6
  as identity 431–4
  internalizations different from
  non-natives 378
  intuition 227, 228, 403–4, 433, 435, 436
  losing identity as 438–42
  or native user 445–6
  or native speaker-like 435–8
  and non-native speaker distinction
  432–3, 438, 789
power 439–42, 443, 445–6

use of conventionalized expressions 115

nativism (Chomskyan) theories 212, 402–4, 432

nativization, of English 375, 377, 388

natural language 49

dictionaries of 60

processing 624

use in corpora 111

naturalistic fallacy 413

Nauruan 704

Navajo 720

NBLT (networked-based language teaching) 623

needs analysis,

critical 790

in LSP 674, 677, 679–80, 681, 683, 765

negative, acquisition of the 510

negative transfer see interference

Nelde, P. H. 360

Nelson, C. 389, 557, 789

neo-colonialism 757

neo-empiricism, in applied linguistics 411–12

neo-Marxism 430, 797

neologisms 62

Nerbonne, J. 637

NESB (non-English-speaking background) 706

Netherlands, The, language policy 439

Nettle, Daniel 461, 700

networked-based language teaching (NBLT) 623

neuroimaging studies 98–100

Neustupny, J. V. 741

Neville, H. J. 98, 99

“new Englishes” 367, 369

New London Group 597–8

new rhetoric, and genre studies 148

New South Wales, Summary Offences Act (1988) 294

New Variety of English (NVE) 440, 441, 445, 446

New Zealand,

homestay learning 562

language nest model (Kohanga Reo) 701

Maori Language Commission 682, 704

Maori-English bilingual program 701

RP varieties 192

New Zealand English,
dictionary 381

triphthongs 29

Newcastle 174

Newfoundland English 434

Newman, I. 488–9

Newmeyer, F. J. 403, 405, 409, 752

Newport, E. L. 85, 88, 89, 90–1, 95

triphthongs 29

Newspaper language 123

“Newspeak” (Orwell) 352

Ngugi wa’ Thiongo, James 442

Nicaraguan Sign Language 168

Nichols, P. 314

Nida, E. A. 401

Niemeier, S. 240

Nigeria 369, 377, 379

Nigerian English 440

Niranjana, T. 788

Nixon, J. 651

Nixon, Richard 614

Noels, K. 538–9

non-English-speaking background (NESB) 706

non-native speakers 432–3, 789

multilingual 444

validity of model as teaching standard 423

normativity, in critical applied linguistics 802–3

norms,

and codification 388–9

endocentric and exocentric 376

enforcing of linguistic 347–8

gendered 305, 317–18, 319

intersubjective 354

and knowledge 752–6

linguistic in corpora 124

masculine 305, 309

standard language 434, 437

subjective 201

Norton, B., social identity model of language learning 426, 558, 564–5, 790

Norton Peirce, B. 559, 564, 791

Norwegian, negatives 510
Noss, R. B. 369
noun phrase (NP) 41
structure 42
nouns 39, 40
NP see noun phrase
nucleus 35
number 40
numeracy 596, 598, 711
Numrich, C. 664
Nunan, D. 476, 616
Nuttall, C. 586
NVE see New Variety of English

Oakland, California, Ebonics program 699
OALD see Oxford Advanced Learner’s Dictionary of Current English
O’Barr, W. M. 291, 357
Oberwart, Hungarian and German in 312, 725
object, grammatical 43
objectivity, “abstract objectivism” 349
in corpora 108
in structural linguistics 403–4
use of term 486–8
O’Brien, M. G. 95
observation 477
and intuition 108–9, 117
of patterns of language use in corpora 106–8, 115
see also participant observation
Observatoire Linguistique 461
Observer’s Paradox (Labov) 765
Occitan 466
Occupational English Test (OET) 686–7, 767, 770
Ochs, Elinor 249, 308–9
O’Donovan, V. 318
OET see Occupational English Test
offensive language 294–5
official languages 567, 568, 703, 730
OISE see Ontario Institute for Studies in Education
Okri, Ben 369
old age, discourse and 134
Old Variety of English (OVE) 440, 446
Olshtain, E. 153, 225, 665
O’Malley, J. M. 640
Ondaatje, Michael 369
Onions, Charles Talbut 370
online publishing 629
Ono, T. 275
onset 35
Ontario Institute for Studies in Education (OISE) 656
ontogeny 241, 263
Onwuegbuzie, A. 541
optionality, in SLA grammar 85
oral languages, number in the world 699–700
oral proficiency tests 772
preference organization 280
Oriental cultures 593
Orientalism 788
orientation, integrative or instrumental 536–7
Orsman, H. 381
orthographic system, “deep” or “shallow” 578–9
establishing a recognized 704
see also spelling
Orwell, George 355, 356, 743
Nineteen Eighty-Four 351–2
Osterhout, L. 98
Österreichisches Wörterbuch 67
output,
Comprehensible Output Hypothesis 559, 667
hypothesis of second language learning 518–19, 554
and input in language learning 558–9
OVE see Old Variety of English
overgeneralization 406, 507
in language attrition 217–18
Oxford Advanced Learner’s Dictionary of Current English (OALD) 69, 70, 71, 77
Oxford American English Corpus 71
Oxford English Dictionary 110
Oxford English Dictionary Online 57
Oxford, R. 545
Oyanadel, M. 299
Paget Gorman Sign System 179
Paikeday, T. M. 432, 442, 445
Pakistan 657
Palmer, A. 685
Palmer, H. E. 115
Panini 399
Papke, D. R. 287
Papua New Guinea, Viles Tok Ples Skuls project 700–1
paradigmatic information 62, 64
paragraph order, language-specific 253–4
paragraphs, structure and cultural thought patterns 593
parameter setting, and language attrition 211, 214
paraphrases 49
Parker, S. 360
parole 108, 109, 124, 349, 356, 424
participant observation 723, 724–5
parts of speech 124
tagging in corpora 114–15
see also word classes
passivization 43
Pattanayak, D. P. 744
Patton, J. 531
Pauwels, Anne xiv, 428–9, 719–37
Pavlenko, A. 245
Pear, T. H. 188
Pêcheux, Michel 353
pedagogy 4, 426–8
  appropriate assessment practices 624
  classroom-centred 617–18
  collaborative project design 624
  and learner autonomy 624
  of literacy 426, 597–8
  and methodology 605
  the politics of 594
  reading and writing 156–7
  and stylistics 334–41
  and world Englishes 368, 377
see also critical pedagogy; teaching methods
Pennington, M. C. 631, 635, 637
“Pennsylvania Project” 409
Pennycook, Alastair xiv, 154, 243, 360–1, 385, 430, 679, 784–807
Perani, D. 99–100
performance,
  Chomsky’s definition 111, 406
  or competence 215, 227–8, 406
  tests 763
performativity,
  of gender 304–5, 308, 313, 317, 318, 319
  postcolonial 794
  perlocutions 752
person perception,
  rating scales 189–90
  and speaker evaluation 188, 198–202
personality, and individual differences in L2 learning 541–2
perspectives,
  in critical discourse analysis 140
  of participants in conversation analysis 269–70
persuasion, politics of linguistic 347–8, 751, 757–8
persuasiveness, accent and 195
Peru 710, 732
Petman, Rev. C. 381
Pfukani, P. 586
Philippines 710
Phillips, S. 290
Phillipson, Robert 374, 410
Linguistic Imperialism 360, 384–5, 793, 799
philology,
  and corpora 109
  European tradition 9, 752
philosophy 397
philosophy of applied linguistics 24, 397–420
  defined 397–9
  ethical question 398–9, 413–15
philosophy of history 397
philosophy of language 405
philosophy of mind 407
philosophy of science 410–11
phonemes 33
phonemic awareness see phonological awareness
phonemic inventory 33
phonetic transcription, narrow or broad 26–7
phonetics 26–33
phonetic methods 577, 589
phonological awareness 578–9, 581
phonological encoding 587
phonology 33–5
discourse-based pedagogical description 154
phonemic inventories 33–4 (Table 1.4)
phonotactics 35
phrasal units, theory of abstract 115
phrase structure rules 41–2
phrase structure trees 41–2
phraseology 115
phrases, defined 118
in language corpora 117–21
positional frequency table 120–1
phylogeny 241, 263
Piaget, Jean 212
Pickering, J. 381
pidgin and creole studies, and world Englishes 368, 378–9
pidgins 379
Pienemann, M. 513
Pimsleur Language Aptitude Battery (PLAB) 771
Pinker, Steven 89, 94–5, 238
Pinto dos Santos, V. B. M. 675
Piper, A. 124
pitch 30, 32
pitch accent languages 32
PLAB see Pimsleur Language Aptitude Battery (PLAB)
plagiarism 124
plain language principles 289
Plass, J. L. 634, 640
Plato 412, 468, 745
PLATO (Programmed Logic for Automated Teaching Operations) 625
Platt, J. 369
pluralism 377, 424, 453, 702, 744
plurality 40
morphemes 37
pluricentric languages 67, 68, 368, 390
poetry, interpretations 339–41
linguistic analysis of 330
patterning 251
sign language 176–8
translation or paraphrasing cross-genre 339
point of view 333, 342
Polanyi, L. 321–2
police, cautions 288, 289
hyper-elaborate language 289, 299, 300
interactional gender styles 317, 318
interviews 287, 290, 300
use of MGT 194
politeness theory 136, 137, 139, 143, 157, 356
political context, and bilingual education 702–4
political correctness 742
political discourse, metaphors in 356
political language, critical discourse analysis 149, 154
political linguistics 754–5, 758
politics, of bilingual education 750–1
in discourse 134, 351–4, 354–8, 756–8
in grammar 354–8
language and 23–4, 347–66, 749–51
of language choice 358–61
and language testing 773, 775–6, 791–2
polis derivation 347
structuralist vs. Marxist divide 349–58
Pollatsek, A. 582, 591
Pollitt, K. 182
polysemy 50
polysynthetic languages 38
Poplack, S. 312
popularizers, and world Englishes 372, 382–4
Portugal, LTE in 649
Portuguese 700
positivism 252, 400, 790
positron emission tomography (PET) 95, 98, 99
post-Marxism 348, 353–4
post-Occidentalism 799
postcolonial societies, discourse planning in 756–8
nationalist reconstruction in 742
performativity 794
use of English in 373, 440–7
postcolonial theory  139, 387, 785, 788, 799
Poster, M.  797
postmodernism  8, 9, 134, 240, 410, 415, 739, 799, 800
poststructuralism  139, 348, 355–6, 410, 557, 786, 787
Potter, J.  201
poverty  430, 441, 744
power,
in critical discourse analysis  787
in discourse  135, 136, 146, 158, 610
gender and language  318–22
and ideology  754
issues in CALL  624
and knowledge (Foucault)  135, 139, 354–5, 414, 756, 800, 801
language and politics  355–6, 360–1, 746–7, 793–4
in language testing  791–2
and legal language  288–91
Marxist analysis  799
and minority languages  457, 459
of native speaker  439–42, 443, 445–6
“powerless language”  357, 594
Powlesland, P.  198, 199
Poynton, C.  794
Prabhu, N. S.  609
practice,
  problematizing  798–803
  and theory  133, 354, 412–14, 605
pragmatic competence  503
pragmatics  122, 250, 560
  and discourse analysis  136, 137, 143, 146, 151, 157
  and speaker evaluation  200
  and stylistics  328, 329, 332
Prator, Clifford  380
Pratt, M. L.  752
praxis, “moveable”  430, 803
prediction, in language tests  765, 771
prefixes  36–7
prejudice, and stereotypes  253–5
prepositions  59
prescription, versus description  25–6, 66
presentation-practice-production
(P-P-P)/Five Steps method  609, 614, 615
Pressley, M.  640
prestige,
  and language attrition  219, 223
  and language politics  348
  level of exposure to language of
    309–11
  women’s use of forms  315
prestige planning  742–3
Preston, D.  203
presuppositions, culturally-specific  137–8
Price, S.  193
Pride, J. B.  369
primary research  478, 479, 491, 496
  (Fig. 19.6)
principles and parameters  516–17
print culture  54, 696
Prinzivalli case  298–9
prior knowledge,
in reading  583–4, 589
and second language learning  504–5
Prior, S.  535, 536
probabilistic analysis  299
ProCALL (project-oriented CALL)  623, 635, 637, 641
procedural memory  97, 100, 215
Procter, Paul  69, 70
productivity  38
profession, definition  8
professional communication across
  cultural boundaries  134
professional development,
  and CALL  624, 636–8 (Table 25.3)
see also continuing professional
development (CPD)
professional discourse  134
professional identity formation  429
proficiency,
or aptitude  771
definition of construct  764
general proficiency tests  680, 766, 770
and LSP testing  681–3, 765, 770
second language  766
see also bilingual proficiency; LEP
  (limited English proficiency); oral
  proficiency tests; ultimate attainment
  in SLA
profiling, forensic linguistic  299–300
program evaluation  476, 477, 641
programmed instruction 624, 628
Programmed Logic for Automated Teaching Operations (PLATO) 625
Progressivism 611
project-oriented CALL (PrOCALL) 623, 635, 637, 641
pronouns, cohesive 338
gender and 357
as political 154, 356
pronunciation,
dictionaries of 62
phonemes and 33–4
role in communication 296–8
in SLA 92
and speech recognition software 634–5
and spellings 26–7
propaganda 348, 352, 356, 614
propensities, or abilities 529–46, 547
prosody,
in talk 275, 276
see also discourse prosody
protocol analysis 594, 772
prototypes 49
Psathas, G. 267
psycholinguistics 235, 432, 437–8, 439
model of language attrition 211, 214–15
processing constraints in L2 learning 512, 526, 554
reading research tradition 581
use of language corpora in 124
psychology 624
applied discursive 134
and bilingual education 704–5
and conversation analysis 262
hybridization of 256
and stylistics 328
publishing, online 629
Puerto Ricans, in New York City 311–12, 723, 725, 732
Py, B. 225
Qin Shihuangdi 745
qualitative research 140–1, 424, 479, 529
confirmability 494
continuum with quantitative research 486–91 (Fig. 19.5)
credibility 494–5
dependability 494
ethical issues in 141
exploratory research 494–5
paradigm 487 (Table 19.2)
subjectivity in 141
traditions 489 (Table 19.3)
transferability 495
validity in 141
vs. quantitative dichotomy 476, 486–8
quantitative research 424, 486–8
continuum with qualitative research 486–91 (Fig. 19.5)
experimental research 424, 486–8
generalizability 493–4
internal and external validity 493
methodology and instrumentation 526–9
paradigm 487 (Table 19.2)
reliability of instruments and of results 492
replicability 492
quantitative sociolinguistics see variationism
quasi-experimental research 477, 479
Québec,
French 191, 196, 197, 455, 457, 775
St Lambert French immersion kindergarten 696, 697–8, 714
Quechua 310–11, 720, 732
queer theory 785, 799
and ESL 557, 789
question tags,
and femininity 308, 357
in legal contexts 290, 292
questioning,
cultural reactions to 297–8
and gender in courtrooms 320
questionnaires 477, 526–7, 723–4
questions see interrogative sentences Quintilian 501
Quirk, Randolph 110, 382, 411
debate with Kachru 370–1, 377–8
Rabin, C. 459
racism 430
Radnofsky, M. 540, 541
Rahman, T. 657
Raimes, A. 594
Rajagopalan, Kanavill xiv, 24, 361, 397–420, 427, 440, 441–2
Rampton, B. 7–8, 158, 441, 563, 801
Rampton, M. B. H. 410, 415
Rao, G. S. 382
Rao, Raja 377
rape, reports in the media 320–1
Rassool, N. 793–4
rating scales 189–90, 724, 772
and rater variability 778
rational choice 748
rationalism 239, 250, 412
Rayner, K. 582, 591
re-writing exercise 339–41
Rea-Dickins, P. 777
Read, J. 686
readability 583
reader,
point of contact 333, 341–2
reception theory 332
response to text 329
Reader’s Digest Great Illustrated Dictionary 60, 66
reading 581–91
Aristotle’s “intromission” theory 589
attitudes to 587
background knowledge 583–4
compensatory interactive model 590
component approaches 581–8
concept-driven models 589–90
data-driven models 589
effects on writing 587
Euclid’s “extromission” theory 589
extensive 591
initial 576–7, 579
intensive 591, 613
interactive models 589, 590
L2 studies 582, 584–6
language competence in 581
for language learning 586–7
“language threshold” hypothesis of L2 584, 585
and literacy 577
phonic methods 577, 589
process models 588–91
“psycholinguistic guessing game” approach 588, 589–90, 591
skills and sub-skills 587–8, 590–1
spelling and development of 580
syntax 582
vocabulary 582–3, 586
word recognition 590–1
see also critical reading
reading aloud 607
reading comprehension, unitary aptitude hypothesis 588
reading styles 588, 591
reading theory 286
and multimedia comprehension research 640
“real” books method 577
“real English” 70
“real world” data 4, 7, 11, 13, 237, 432, 552, 688, 738, 800–1
reasoned action, theory of 201
recall, and speech style 192
received pronunciation, theory of 201
in medical encounters 193
status connotations 192–3
and white-collar crime 193
reception theory 332
reconstruction, of endangered languages 730
recordings,
in conversation analysis 268–9
quality of court evidence 298
reduplication, full or partial 38
reference,
and deixis 137
and sense 241
reference grammars 72
reference works,
electronic 62
lexicographical 60–3
reflexivity 22, 266
Reform Movement in language learning 607
regionalisms 62
register,
in corpora 115
and discourse analysis 138, 147, 149
and LSP 676
regression hypothesis of language attrition (Jakobson) 211–12
Reichardt, C. 486, 487
Reichmann, O. 58
Index

Reid, J. 535
relative clauses 44–5
relativity, or universalism 22, 22–3, 236, 752
relevance theory 137, 145
reliability,
of expert witness knowledge 296
quantitative research 492
of questionnaires and tests 527
religion,
and British Sign Language 172–3
and language 696, 697–8
Renan, Ernest 359
repair,
in classrooms 279–80
conversation analysis 266, 274–5
research,
categories 479 (Fig. 19.2)
definition 476, 477–8
Grotjahn’s designs 483, 484
(Table 19.1)
influences shaping 480–1 (Fig. 19.3)
interactive standards 495–6
(Fig. 19.6)
multisite/multimethod 476
researcher perspective 486
time orientation 485
types 478 (Fig. 19.1)
variable description 485
Widdowson–Fairclough debate 141, 146, 149, 150–1
see also qualitative research;
quantitative research
research ethics 398–9, 413–15, 424, 427, 497–8
analysis responsibilities 498
audience concerns 498
participant issues 497
research methods 423, 424, 476–500
Residential School for Jewish Deaf Children 172
resistance 140, 559, 797
teachers’ to new methods 616
to computer use 631
to linguistic imperialism 361, 442, 790
to taught strategies 546
revitalization 720, 741
bilingual programs 707
Rhaeto-Romance 67
rhetoric 751
Aristotle’s definition 348
cross-cultural 253–4
see also contrastive rhetoric; new rhetoric
rhetorical patterning 157
rhyme 35
Ribot, 211
Ricento, T. 385, 756–7, 792
Richards, J. C. 604, 605, 662, 663–4
Richmond, I. M. 628
rights, language 293, 360, 461, 471, 703
critical approaches to 792–4
Ritchie, W. C. 403
Rivera, K. 790
Rivers, W. M. 608, 617
Roberts, C. 463
Robins, R. H. 9–10, 461
Robinson, P. 532
Rodgers, T. 477, 479–80, 605
Role and Reference Grammar 42
Romaine, S. 215, 461, 700
Roman law 285, 287, 295
Romance languages 254, 358, 593
romanization 746
Romansch 457
Romanticism 349
Romany 466
Rosemount High School, Melbourne, Australia 712–13
Rosenthal, D. 467
Ross, Alan S. C. 354
Ross, S. 682
Rossi-Landi, F. 353
Rossing, C. 222
Rost, D. H. 588
rote-learning 607, 613
Rowlinson, W. 605–6, 613
RP see received pronunciation
Rubal-Lopez, A. 373
Rubin, Joan 740, 743
Rumelhart, D. E. 590
Rushdie, Salman 369
Russian 49, 246, 321, 625, 697, 698, 700
word order 47
Russian formalism 349
Ryan, E. B. 195, 197, 198
second language acquisition (SLA) (cont’d)
social influences on 425–6
sociocultural approaches 250–1
theory 4, 412
and ultimate attainment 82–105
and Universal Grammar 82, 85, 93–4, 250, 402–3
Second Language Acquisition Research (SLAR) 12, 20
and language relativity 249–51
and language teacher education 427, 666–9
and second language learning 501–2, 526, 554
second language education, and discourse 152–7
second language learning 501–24
bilingual education 705–6
cognition-oriented theories 515–18
context-oriented theories 518–20, 567
conversation analysis 280–1
debate on benefits of early 777
dictionaries in 65, 67–78
effects of classroom instruction 425, 512–14
elements and processes of 521
(Fig. 20.1)
individual differences 525–51
L1 effects on 401
outcomes 424–5
processes of 504–9
purposes of 616
reading ability 584–6
sequences of development 509–12
situatedness of 546–7
theories of 514–20
secondary research 478, 479
Seedhouse, P. 279
Seeing Essential English (SEE) 179
Seggie, I. 193, 194
Seidlhofer, B. 444, 447
selection, use of LSP tests in 681–3
self, sense of 423, 439–40, 564–5
self-assessment 724, 777, 778
self-efficacy/confidence 543–4
self-report data 221, 527, 722
Seliger, H. W. 213
Seligman, C. 193
Selinker, L. 86–7, 560
semantic differential response rating scale 724
semantic extension 215–16
semantic relativism 22
semantic roles, agent 43
experiencer 43
goal 43
and grammatical relations 42–4
patient 43
recipient 43
source 43
theme 43
semantic transparency 38
semantics 48–50, 122, 753
see also Formal Semantics; grammatical semantics; lexical semantics; truth-conditional/truth-value semantics
semilingualism 434
semiosis, and structure 753
semiotic relativity 241–3
Semitic 593
Senghor, L. S. 436
sense, and reference 241
sentence stress 32–3
sentences, combining meanings to form 50
semantic roles in construction 43
types 45
sequence organization, in conversation analysis 266, 272–4
sequencing in talk 137
service encounters, studies of 148
Seth, Vikram 369
sexist language 23, 320–2
sexual orientation, and British Sign Language 171
and ESL 557, 789
SFL see Systemic-Functional Linguistics
Shannon, S. M. 750
Shariah 285, 287
Sharwood Smith, M. 214
Sheen, R. 527
Shi, L. 673
Shilling, A. W. 382
Shohamy, E. 414, 791–2
Short, M. 331, 333, 334
shorthands, dictionaries of 60
Shumba, S.  586
Shuy, R.  293–4
Siegal, M.  313, 322
sign languages  26, 165–86
   computer generated signing avatars  183
dictionaries of  60
influence of artificial sign systems on  179–80
language planning and
   standardization  179–80
poetry in  176–8
   in the workplace  179
see also  gesture languages
signification, and value  405
signs, as ideological  350–1
silence  263, 271, 290
Silent Way  608, 660
SILL  see  Strategy Inventory for Language Learning
Silva, P.  381
simplification  425
   in institutional talk  272, 279
   in language attrition  213, 218, 228
   in second language learning  505, 508
Simpson, R. C.  680
Sinclair, John  70, 118, 122, 141, 147
Singapore English  434, 439, 441, 446
Singh, R.  445
Singleton, D.  667
Sioux  244, 311
situatedness  415, 425, 546–7, 553
situation-problem-solution-evaluation pattern, Moira incident  148
Skehan, P.  530, 531, 532–3, 534, 535–6, 608, 609, 771
skills,
   or abilities  587
generic  615
language  428
transfer hypothesis  585
skimming  591
Skinner, B. F.  238, 607, 614
Skutnabb-Kangas, T.  360, 385, 567, 699–700, 793
SLA  see  second language acquisition
Slabakova, R.  92
Slade, D.  147
SLAR  see  Second Language Acquisition Research
Slavic languages  625
Slobin, Dan  244–5
Smalkoski, K.  674
Smith, Dorothy  748
Smith, L. E.  368, 375, 390
Smith, N.  194
Smithson, J.  305
Smolicz, J. J.  727
Snow, C. E.  598, 667
social attractiveness, accent and  195
social boundary theory (Barth)  446
social class,
   and accent  197
   and British Sign Language  170
elaborated vs. restricted codes  239, 437
in language learning  425, 557, 789
struggle and language  350–1
social constructionism,
   and gender identity  304–9
   and learning  527, 632
social context  553, 560–1, 796–7
social control, and language testing  774–6
social distance  562
Social and Economic Efficiency, and
   human capital  611
social factors  504, 553, 560–1
social goods  140
social identity,
   and investment in language learning  559, 564–7
model of language learning (Norton)  426, 558, 564–5, 790
theory (Tajfel)  433–4
theory of second language learning  519–20
social influences, on language learning  425–6, 552–75
social interactionism  134
social judgment, effects of language on  22, 187–209
social movements, and language  742
social order, and discourse analysis  133–4
social problems  1, 10–11
Index

social psychology 137, 189, 201–3, 727–8, 740
and conversation analysis 262
of learning 536–7, 562–3
Social Reconstructionism 611, 617
social relations, critical approach to 796–7
social sciences, linguistic turn 21
social semiotics 138, 405, 753
social theory, linguistic turn 754
and stylistics 328
socialism 597
sociality 262–3, 264, 554–5
socio-cognitive theories, of instruction 626–9
socio-collaborative approaches 624, 626, 638
sociocultural artifacts, teaching methods as 613–15
sociocultural competence 503
sociocultural context, of bilingual education 701–2
sociocultural theory 519, 561, 639
sociolinguistic competence 503, 766
sociolinguistics 460, 752, 754, 792
approaches to world Englishes 373–9
factors in language attrition 218–26
gender and language 304–7
and language corpora 111, 113
and native speakers 432, 439
and speaker evaluation 198–203
survey 748
see also critical sociolinguistics; interactional sociolinguistics; variationism
sociology 235, 410, 748
and conversation analysis 262, 277
sociology of knowledge 400
sociology of language, and world Englishes 368, 373–4
Solan, L. M. 297
Soler, V. 675
solidarity, versus status 190, 198
Solomon Islands, Pijin and English 711
Somali 458
Sorace, A. 84
Sorjonen, M.-L. 278
sound–letter correspondence see alphabetic principle
sounds 27–33
study of see phonetics; phonology
transcription of 26–7
South Africa, apartheid regime 702, 746
educational centers 629
ESL classroom township studies in Cape Town 565–7
language-in-education policies 426, 567–70
medical encounters 794
multilingual army camp in Eastern Cape Province 563–4
Natal Dictation Test 775
native language groups 455
People’s English 559
South African English, dictionary 381
Southeast Asian Englishes 382
Soviet Union, former 454, 613
Soyinka, Wole 377
Spain, LTE in 649
Spanish 34, 49, 195, 244, 245, 681, 698, 700, 703
bound morphemes 36
and Catalan 99
and English reading tests 585
gender of nouns 40
indicative and subjunctive 41
learners 88, 92, 95, 96–7
and Mexicano 309–10, 313
natives 510
orthography 579
and Quechua 310–11
syllables 35
tense 50
in USA 454, 701, 709
Sparks, R. 531, 540
speaker attitudes see attitudes, language
speaker evaluation, mood and 199
perceived status 191–2
and person perception 188, 198–202
studies 187–209
speaker-hearer, the ideal 376
speakers, and listeners in co-construction of talk 263
role and point of view 329
self-reference 278
“SPEAKING” acronym 137–8, 146
special needs, use of CALL 632
specific purposes, languages for see LSP
spectograms 298
speech act theory 136, 137, 139, 143, 145, 332
Searle’s 137, 139
speech acts,
across cultures 250
projection and focusing in 753–4
second language learners 503
speech communities 145–6, 349, 376
 cultural diversity 189, 238
style judgments 191
speech pathology 27
speech recognition software 634–5
speech style,
gendered or contextually determined 307–9, 316–18
recall and cooperation 192
as a social cue 193–4
speech technologies, for language learning 634–5
spelling,
child acquisition of English 580
dictionaries of 62
English and the alphabetic principle 578–9, 580
identifying in forensic linguistics 299
and pronunciations 26–7
and reading development 580
Spender, D. 357
Spielman, G. 540, 541
Spivak, G. C. 800
Spolsky, B. 385, 409, 529, 553, 791
Spratt, J. E. 586
Sranan 379
Sri Lanka, Tamil 456
Stalin, Joseph 352
standard accent, the power of the 191–3
Standard English 353, 374
Marxist analysis of 358–9
respect for 378
“World” variety 368, 370, 386
standard varieties,
child socialization into 433
and different cultures 437
establishment of 66, 67
evolution of 745
formal or informal 434
Marxist approach to 359
versus non-standard varieties 198
women’s use of 314–15
standardization 25, 458, 741
and language planning in sign languages 179–80, 184
of language and of thought 352
power elites and acceptable form of language 198
of terms across languages 65
standards,
and bilingual education 704
“local” 389
as norms or as prescription 754
Stanley, J. C. 493
Stanovitch, K. E. 590
Stansfield, C. W. 686
statements see declarative sentences
status,
and minority languages 457, 458, 703, 729–30
and prestige 191, 751
versus solidarity 190, 198
status planning 742, 749–50
and bilingual education 703
use of dictionaries 66
Steffensen, M. S. 584, 597
Stein, P. 791
Stephens, M. 456
stereotypes,
gender 305–6, 308
and prejudice 253–5, 414
and speaker evaluation 22, 188, 193, 202
Stern, H. H. 553, 616–17, 706
Sternberg, R. 532, 533, 534
Stevens, R. 777
Stewart, W. 464, 467
Stockwell, P. 342
Stoessel, S. 222
Stokoe, E. 305
Storey, A. 673
Storyboard 626
storytelling, for the deaf 176
strategic competence 766
strategies, or skills 587
Strategy Inventory for Language Learning (SILL) 527, 528, 546
Street, B. 158, 426, 596, 598
stress 30–2
Strevens, Peter 10–11, 379–80, 400, 412
strings,
discourse functions 119
identifying in corpora 118–21
pragmatic functions 119
Strong, M. 541
Stroud, C. 470
structural linguistics 249, 349, 350–1, 400–1, 607, 752
structuralism 134, 348, 355–6
and CALL 427, 626, 627, 628, 630
and language testing 763
and politics in grammar and discourse 354–8
Saussurean 329, 349, 350–1, 355
vs. Marxism 349–51
structure, and semiosis 753
structure-dependency principle 516
Stubbs, Michael xv, 20–1, 106–32, 149
Stygall, G. 286
style, in corpora 115
style-switching 138
stylistics 23, 328–46
checklists 333, 334–5, 336
defining 328–30, 331
feminist 332, 333
in L1 and L2 335–6
and literature in a foreign language 23
new directions 341–2
objective criteria 328, 329–30, 331
and pedagogy 334–41
purpose 336, 339
strands 332–4
text, context, and interpretation 331–4
and textual analysis 336
use of language corpora in 124
see also affective stylistics; cognitive stylistics
sub-lemmas 56, 64
Sub-Saharan Africa, literacy acquisition through L2 585–6
subjacency 85
subject, grammatical 43
subjectivity,
in qualitative research 117, 141–2
use of term 486–8
subordination, types 44–5
suffixes 36
Suggestopedia 608
Sullivan, P. 673
Summer Institute of Linguistics 700
Summers, Della 70
suppletion 37
suprasegmentals 30–3
survey research 476, 478, 479, 526–7
surveys, large-scale 721–2
Sutton-Spence, Rachel xv, 21, 165–86
Swahili, orthography 579
Swain, M. 559, 608, 609, 667, 707–8, 712, 713–14, 766
Swales, J. 148, 156, 678, 680
Swan, M. 406
Swann, J. 372
Sweden, language policy 439, 746
Swedish 213, 218
Swedish Academy 746
Sweet, Henry 10, 370, 607
Switzerland 195
Sydney School 147, 158
syllables,
constituents of 35
suprasegmentals 30–3
syllabus,
internal 511–12
notional and functional 405
symbolic capital 139, 755–6
symbolic interactionism 251
symbols 241–3
synchronic approach 25, 242, 559, 754
synonyms, dictionaries of 62
synonymy 49
syntagmatic information 62, 64
syntax 39–45, 122
in initial reading 582
and language attrition 218, 228
linear or spatial 168
synthetic languages 38
systemic-functional grammar 355
Systemic-Functional Linguistics (SFL) 136, 138, 139, 145, 404–5, 610, 753
genre studies 148, 158
Tabouret-Keller, A. 223, 753–4
Taiwanese 544
Tajfel, H. 190, 196, 433–4
talk, co-construction of 263
context-shaped or context-renewing 269
gendered 319
of language learners 280–1
prosody in 275, 276
same-sex 306–7, 316–17
sequencing 137
simultaneous 263–4, 271, 272
as site of sociality 262–3, 264
social psychological study 240
speech exchange systems 279
temporality in 263–4
unit of see turn-taking, turn constructional unit
see also conversation analysis; institutional talk; legal talk
talk-in-interaction 264, 265–7
Tamil 358, 456
and Telegu 443
Tanaka, K. 544
Tannen, D. 306, 316, 357
target 5
Target Oriented Curriculum 609
target situations, language use in 674–5
and task in LSP testing 685–9
Tarone, E. 10, 554, 559–60
task, analysis procedures 642
authenticity 428, 632
definition 609, 632, 642
and target use situation in LSP testing 685–9
task-based learning 609, 611, 615
in CALL 629, 632, 642
Tatsuki, D. H. 639–40
Tauli, V. 740
taxonomies 423–4, 749
Taylor, B. 294–5
Taylor, D. M. 197, 467–8, 728
Taylor, T. J. 359
teacher education, discourse analysis and 153–4
instruction in the use of learners’ dictionaries 78
and learners’ beliefs 544
see also initial teacher education (ITE); language teacher education (LTE)
teacher supply 656–7
teachers, as action researchers 617, 661–2, 667–8
communicative skills 767
conditions of work 658
evaluation of pupils and speech style 193
expert 663–6
ideal native-English-speaking and ideal non-native-English speaking 443
influences on method choices 612
knowledge and beliefs 662–3, 665
language awareness for 389, 408
and language testing 776–7
as learners 663
macro-strategies for 618
as mediators of learning experience 617
motivation of students 539
native-speaking 612
pragmatism and eclecticism 617–18
as programmers 626
as reflective practitioners 617–18, 656, 659, 661–2, 664
resistance to new methods 616–17
role in CALL 636–8
stages in career 663–6
strategies of successful 660, 663
support from LTE 654
turn-taking by 279–80
Teachers of English to Speakers of Other Languages see TESOL
Teaching English as a Foreign Language see TEFL
Teaching English as a Second Language see TESL
teaching handbooks 636–7
teaching materials,
  authenticity 280, 631
  electronic 631

teaching methods,
  approach, design and procedure 605
  audiolingual method 401, 605,
    607–8, 612, 614, 628, 660
  choice of 616–18
  Community Language Learning 608
  Crazy English 605, 608
  and curriculum 610–12
  direct method 604, 607
  fashions in 604–22
  Functional-Notional Approach 405,
    609, 615
  generalizability of 604
  Gouin’s Series 607
  grammar-translation method 426,
    606–7, 610–11, 612, 613–14, 628,
    660
  origins of 606–10
  “Pennsylvania Project” 409
  and the politics of education 611–12
  presentation-practice-production
    (P-P-P)/Five Steps 609, 614, 615
  Silent Way 608, 660
  as sociocultural artifacts 613–15
  Suggestopedia 608
  task-based learning 609, 611, 615
  and technology 612
  total physical response method 608
  value of 616–18
  and value systems 610–11
  Teasdale, A. 777
  technology,
    access to 427
    impact 642
    and teaching methods 612
    as a teaching tool 426, 659
  technology-enhanced language learning
    (TELL) 623, 624
  TEEP (Test of English for Educational
    Purposes) 683
  TEFL (Teaching English as a Foreign
    Language), varieties-based approach
    380
  Telugu 443, 700

television,
  BSL on 174, 180, 183, 625–6
  captioning for the deaf 169
  Short Message Service (SMS) 169
  TELL (technology-enhanced language
    learning) 623, 624
  temporal and spatial orientation 244–5,
    249
  temporality, in talk 263–4
  tense 41
  terminology, biological and chemical
    746
  Terralingua: Partnerships for Linguistic
    and Biological Diversity 461
  TESL (Teaching English as a Second
    Language),
    the British heresy in 380
    varieties-based approach 380
  TESOL (Teachers of English to Speakers
    of Other Languages) 375, 390, 651,
    653, 699
    survey 477, 478
  Test of English for Educational Purposes
    (TEEP) 683
  Test of English as a Foreign Language
    see TOEFL
  Test of English for International
    Communication (TOEIC) 767
  testing, language 428, 429–30, 763–83
    coaching in 770
    as institutional practice 773
    LSP 680–9
    measurement in 777–8
    politics and ethics in 774–6, 791–2
    research developments 777–8
    research and language learning
      776–7
    theory and practice in 414
    validation research in 429, 769–73
    values and ideologies in 429–30, 773,
      778
    “washback” effect on teaching and
      learning 414
    web-based 642, 778
    within applied linguistics 763–9
    see also critical language testing
  tests, language,
    abuse of 775, 791–2
    aptitude or proficiency 771
computer adaptive 778
construct and criterion 765–7
(Fig. 31.1); 768–9
design 766–7
face validity 681
functions in education system 773
and identity 774–6
interpreting scores 770–3, 778
oral 280, 772
reasoning in 765–7
uses of 791–2
validation 769–73
validity theories 767–9 (Fig. 31.2)
text,
aesthetic properties 330–1
derived 144, 149
in discourse analysis 144, 149–51
and event 135
formal and linguistic properties 333,
337–9
lexical density 122
“literariness” of 328, 329, 335
long 149
never neutral 200
point of contact with the reader 333
re-writing exercise 339–41
and sociocultural context 333–4
stylistics 331–4
and writer control 144
text analysis 138, 786
ideologies in 355–6
“objective” methods 795
rhetorical patterns 139
stylistics and 336
and translation 787–8
text awareness 335, 336, 339
text cohesion 139, 154–5
text-as-record 141
text-linguistics 136, 139
text-type, in language corpora 122–3
textbooks,
authenticity of ESL 280
English-language publishing 390
political agendas and 611–12, 614,
790
simple reading 587
teaching methods and 611–12
Thai 32, 271
theoretical linguistics 348, 412
relationship of applied linguistics
with 398, 399, 400, 402–7, 409
use of language corpora in 124
text,
textbooks,
authenticity of ESL 280
English-language publishing 390
political agendas and 611–12, 614,
790
simple reading 587
teaching methods and 611–12
Thai 32, 271
theoretical linguistics 348, 412
relationship of applied linguistics
with 398, 399, 400, 402–7, 409
use of language corpora in 124
text,
textbooks,
authenticity of ESL 280
English-language publishing 390
political agendas and 611–12, 614,
790
simple reading 587
teaching methods and 611–12
Thai 32, 271
theoretical linguistics 348, 412
relationship of applied linguistics
with 398, 399, 400, 402–7, 409
use of language corpora in 124
text,
textbooks,
authenticity of ESL 280
English-language publishing 390
political agendas and 611–12, 614,
790
simple reading 587
teaching methods and 611–12
Thai 32, 271
theoretical linguistics 348, 412
relationship of applied linguistics
with 398, 399, 400, 402–7, 409
use of language corpora in 124
theory,
or data 4, 109
generation 485
and practice 133, 354, 412–14, 605
thesauruses 57, 62–3, 65
learners’ 72–5
theta roles see semantic roles
“think aloud” protocols 594, 772
Thompson, S. 275, 276
Thornborrow, J. 329–30
Thorndike, E. L. 110, 588
Thorne, B. 357
thought,
cultural differences in patterns and
writing 593
culture and language 22, 235–61,
351–2
effects of the use of a symbolic system
on 241–3
functional or discursive level 240,
247–9
linguistic or structural level 240,
244–7
semiotic or cognitive level 240, 241–3
Time-Shared, Interactive, Computer
Controlled Information Television
(TICCIT) project 625–6
Todd, L. 379
TOEFL (Test of English as a Foreign
Language) 642, 685, 776, 791
Spoken and Written Academic Corpus
682
validation research 769–70
TOEIC (Test of English for International
Communication) 767
Tok Pisin 379
Tolchinsky, L. 579–80
Tollefson, J. W. 360, 385, 792
Tomlinson, Lisa 704
tone 30, 32
Tong, Y.-Y. 196
Tongan 67
Tönnies, Ferdinand 452
Toohey, K. 565
Toolan, M. 334
topic 47–8
topic-comment structure 47–8
topic-management 137
Toronto, Meadowvale Senior Public School partial immersion program 708–9
total physical response method 608
transcription, in conversation analysis 268–9
“cooking” in the process of 141
courtroom 110
of sounds 26–7
transfer 505–6
and generalization 508
semantic 216
of skills hypothesis 585
transference 425
transformational grammar 404
transition relevance place (TRP), turn-taking 272
transitional education, bilingual programs 707, 711, 712
transitivity 43, 138, 333
translation, and authorship 788
critical approaches to 430, 787–8
discourse in 134
of legal language 291–3
and linguistic relativity 239
listening ability 681, 686
literary 65
as native speaker 436
or paraphrasing cross-genre 339
politics of 787–8
and structural linguistics 401
technical 65
use of dictionaries in 65
use of language corpora in 124
see also automatic machine translation
Trapman, H. 217, 225
Trappes-Lomax, Hugh xv, 21, 133–64
Oxford Learner’s Wordfinder Dictionary 75
triangulation 141
triglossia 710
trigraphia 747
trilingual education 710
Trim, John 10
triphthongs 29
Trudgill, P. 374
truth-conditional/truth-value semantics 50
Tucker, G. R. 193
Tunmer, W. E. 581
Turkey 674
Turkish 224, 244, 245, 585
creation of Modern 746
phrase structure rules 42
relative clauses 218
turn-taking 137, 264, 266, 271–2
cultural differences 271
in legal contexts 289–90
transition relevance place (TRP) 272
turn allocation 271
turn completion 271
turn constructional unit (TCU) 271, 275–6
turn design 275–6
type-token frequency 210, 216
typologies, utility of 463–71
UG see Universal Grammar
Uhlenbeck, E. 461
Ullman, M. T. 96–7
ultimate attainment in SLA 82–105
and cortical function 98–100
and the critical period hypothesis 87–9
defined 82, 85–6
dominant language and 97–8
study of 83–4
Uncertainty Principle (Heisenberg) 765
UNESCO, Experimental World Literacy Program 595–6
United Kingdom (UK),
language testing for immigrants 775
LTE 650, 655, 660
plain language movements 289
writing development in children 592
United States (USA),
applied linguistics in 6
citizenship and language proficiency 775
French and Spanish groups in 455
German language maintenance 726–7
immigrant women’s education 790
LTE 650, 659, 660
multiculturalism 454
novice teachers study 664
official English campaign 383, 454, 698–9, 749–50, 751
plain language movements 289
RP varieties 192
social stratification of school children 557
telephone-tapping and LSP 681
writing development in black children 592
Universal Grammar (UG),
and language attrition 211, 214
as a language faculty 435
and language learning 606
parameter settings 432–3
and SLA 82, 85, 93–4, 250, 402–3, 516–17, 558
universal semantic primitives 246–7
universalism 211, 239, 432
or differential approaches 526
or relativism 22, 236, 752
Urquhart, A. H. 584
usage planning 742
Uvin, J. 677
V-languages (verb-framed) 245
Vago, R. M. 213
validation research, in language testing 769–73
validity,
consequential 792
construct in language tests 765, 768
content 768
criterion-related 768–9
of expert witness knowledge 296
facets 768 (Fig. 31.2)
internal and external 493
predictive 771
in qualitative research 141
of questionnaires and tests 527
theories in language tests 764, 767–9
value, and signification 405
values,
“core value” theory 727
cultural 255
and facts 413
and ideologies in language testing 429, 769, 775–6, 778
and teaching methods 610–11
van Buren, P. 214
van Dijk, T. A. 787
van Els, T. J. M. 439
Van Essen, A. 637
van Lier, L. 409, 412, 481–2, 489, 661
Van Patten, B. 660, 667
Van Wuijtswinkel, K. 91
variable definition research 485
variable description 485
variable operationalization research 485
variation studies 374–5
variation theory, and communities of practice 314–16
variationism 10, 557, 739
language and gender 304, 314–16
studies of discourse 141
varieties,
institutionalized and non-institutionalized 378, 382
language attitudes to 187–209, 358
LSP as 676–7
norm-providing, norm-developing, and norm-dependent 376
the power of non-standard 194–5
Vasilachis de Gialdino, I. 290
Vellutino, F. R. 581, 582, 583
Venezky, R. L. 577
Ventola, E. 148
Venuuti, L. 788
verbal art 251
verbs 39, 41
most frequent in English 123
Verhoeven, L. 585
vernacular black English 592
vernacular languages 373, 388
literary 696
standards for 704
vernacular literacy 26–7, 650, 700–1
Vienna EliF corpus 444
Vietnamese 456, 682, 700, 703
writing 746–7
vilification 295
visemes 21
visual languages 167–8
vitality 198, 224, 467–8, 702, 710
see also ethnolinguistic vitality (EV) theory
Vlachopoulos, S. 292–3
vocabulary 62
controlled defining 69, 70–1
in extensive reading 586
in initial reading 582–3
testing knowledge 764
Voegelin, C. 469
Voegelin, F. 469
voice onset time 30
“voiceprints” 298
Voloshinov, Valentin N. 747, 752
  Marxism and the Philosophy of Language 349, 350–1
Voltaire 776
vowels 27–8
  cardinal 27–8 (Fig. 1.1)
criteria 27
  nasal 27
  southern British English 27, 28
    (Fig. 1.2)
  voiceless 28
Vygotsky, L. 156, 239, 241–2, 253, 519, 561, 609

Wagner, D. A. 586
Wagner, J. 280, 560
Wakefield, H. 68
Walcott, Derek 369
Wales, K., Dictionary of Stylistics 330, 331
Wales, RP in 195
Wallace, M. J. 659
Walsh, B. 294
Walsh, C. 790
Walsh, Michael 297–8
Walters, J. 650
Wareing, S. 329–30
Warlpiri,
  dual number 40
  phonemic inventory 34 (Table 1.4)
Warschauer, M. 623, 637, 642
web-enhanced language learning (WELL) 623
Weber, H. 369
Weber-Fox, C. M. 98, 99
Webster, Noah 67, 381
  Webster’s Third New International Dictionary 66
Wehmeier, Sally 71
Weinberger, S. H. 403
Weinreich, U. 215, 406
Weinstein, B. 360
WELL see web-enhanced language learning
Wells, G. 158
Wells, John 370, 372
Welsh 193, 194, 196, 440, 456, 461, 466
Welsh, A. K. 562
Weltens, B. 222
Wernike’s area 99
Wertsch, James 239, 242
West, C. 306
West, M., General Service List 110
West, R. 677
West African English, dictionary 382
West Coast Functionalists (USA) 275
Wetherell, M. 201
Whaley, L. 461, 470
Wharton, G. 545–6
Whelan, Kerry 300
White, L. 91–2
White, P. 465
Whiteman, M. F. 592
Whitworth, G. C. 382
Whorf, Benjamin Lee 235, 236, 237–8, 242, 245, 354
Widdowson, H. G. 144, 145, 153, 329, 371, 387, 405
  on applied linguistics 9, 10, 252, 408, 552, 795–6, 800, 802
  debate with Fairclough 142, 146, 149, 150–1
  on LTE 657
Wiegand, H. E. 58
Wierzbicka, Anna 246–7, 254–5
Wilkins, D. A. 408
Wilkinson, A. 593
Williams, A. 195, 592, 598
Williams, Eddie xv, 424, 426, 576–603
Williams, F. 194
Williams, G. 463
Williams of Mostyn, Lord 166
Williams, Raymond 352, 597
Williams, William Carlos, “This is Just to Say” 339
Willing, K. 535
willingness to communicate 542
Willis, D. 115
Willis, G. 610
Wilson, P. 194, 197
Wisegarver, R. 197
witnesses, coercive questioning of 290–1
ear or eye 298
expert 295–6
Wittgenstein, Ludwig 110
Wodak, R. 794, 799
Wolfson, N. 360
Woll, Bencie xv, 21, 165–86
women, cooperative speech styles 307, 316
as cultural brokers 311–12, 313
exclusion from power 309–11
as innovators in social change 312–13, 556–7
language use and male dominance 306, 357
literacy rates in Sweden 746
marginalization in the workplace 794
women’s language, discourse analysis of 171, 357
Wong, J. 280
Wong, S. 557
Wood, H. 552
Woodward, M. 359
Woolard, D. 319
Woolard, K. A. 196
Woolf, Lord 289
word, defining a 583
word classes 39–41
and subclasses 39
universal and language-specific 39–40
word order, simplification in language attrition 218
word recognition 579, 581
automatic 579, 587, 590–1
word-frequency lists 115–17
unlemmatized 116
word-processing 635
wordbanks 57
WordNet 57
wordnets 57
words, in context 69
in language corpora 115–17
with related propositional meanings 108
Wordsworth, William, “Ode to Daffodils” 337–9, 345
work, discourse and 134
workplace settings, critical approaches to 794–5
world Englishes 24, 367–96
applied linguistics approaches 379–91
and critical linguistics 384–5
English Studies approach 370–2
“features-based” approaches 374–5
from theory to practice 387–91
and futurology 386–7
Kachruvian approach 367, 375–8, 390
lexicographical approach 381–2
local attitudes and official practices 24, 442–7
and pedagogy 377
and pidgin and creole studies 378–9
and popularizers 372, 382–4
sociolinguistic approaches 373–9
sociology of language and 373–4
status of 423
use of term 367–70, 375–6
World Englishes (journal) 368, 375, 379, 385, 390
World Language English see World Englishes
World Standard Spoken English (WSSE) 386
world-wide-web, concordancer 114
patterns for corpora 113–14
search engines 114
test materials 778
worldviews, different cultural 247–9, 255
Wren, H. 385
writing 591–4
academic 594
audience in 593
as composing 593–4
computer-based 631, 635
and drawing stages 579–80
effects of extensive reading on 587
electronic 591–2
in ESL 577
evolution of Vietnamese system 746
initial 576–7, 579–80
writing (cont’d)
  language development in 592
  names of letters and sounds 580
  personal growth in 593
  process and product approaches 577
  “productive” and “reproductive” 591
  Romanized 744
  as social interaction 156–7
  standardized 745
written language,
  children’s ideas about 579–80
  forensic examination of 299–300
  handwriting identification 299
  literacy in 578–9
  norms of Englishes 446
  priority in grammar-translation
  method 606–7
WSSE see World Standard Spoken
  English
Wu Chinese 700
Wu, M. W. 686
Wurm, S. 461
Wyld, Henry 370
Xhosa 563–4, 566, 794
Yağmur, K. 218, 220, 224
Yang, Li 608
Yang, N. 544
Yeni-Komshian, G. H. 86, 95
York Language Aptitude Test 771
Young, A. 179
Young, L. 468
Young, R. 560
Yule, H. 382
Yuma 39
Zambia 586
Zentella, A. 311–12, 313, 725
zero morphemes 37
Zgusta, L. 58
Zimbabwe 586
Zimmerman, D. 306
Zipf, G. K. 116
zone of proximal development 519,
  559
Zyngier, S. 339–41
THE LEADING REFERENCE SERIES IN LINGUISTICS

Offering original, state-of-the-art essays by an international collection of leading scholars, the outstanding Blackwell Handbooks in Linguistics series covers all the major subdisciplines within linguistics today.

THE HANDBOOK OF APPLIED LINGUISTICS
Edited by Alan Davies and Catherine Elder

THE HANDBOOK OF PRAGMATICS
Edited by Laurence R. Horn and Gregory Ward

THE HANDBOOK OF BILINGUALISM
Edited by Tej K. Bhatia and William C. Ritchie

THE HANDBOOK OF SECOND LANGUAGE ACQUISITION
Edited by Catherine J. Doughty and Michael H. Long

THE HANDBOOK OF HISTORICAL LINGUISTICS
Edited by Brian D. Joseph and Richard D. Janda

THE HANDBOOK OF LANGUAGE AND GENDER
Edited by Janet Holmes and Miriam Meyerhoff

THE HANDBOOK OF LANGUAGE VARIATION AND CHANGE
Edited by J. K. Chambers, Peter Trudgill, and Natalie Schilling-Estes

THE HANDBOOK OF DISCOURSE ANALYSIS
Edited by Deborah Schiffrin, Deborah Tannen, and Heidi E. Hamilton

THE HANDBOOK OF LINGUISTICS
Edited by Mark Aronoff and Janie Rees-Miller

THE HANDBOOK OF CONTEMPORARY SYNTACTIC THEORY
Edited by Mark Baltin and Chris Collins

THE HANDBOOK OF JAPANESE LINGUISTICS
Edited by Natsuko Tsujimura

THE HANDBOOK OF MORPHOLOGY
Edited by Andrew Spencer and Arnold Zwicky

THE HANDBOOK OF PHONETIC SCIENCES
Edited by William J. Hardcastle and John Laver

THE HANDBOOK OF SOCIOLINGUISTICS
Edited by Florian Coulmas

THE HANDBOOK OF CONTEMPORARY SEMANTIC THEORY
Edited by Shalom Lappin

THE HANDBOOK OF PHONOLOGICAL THEORY
Edited by John A. Goldsmith

THE HANDBOOK OF CHILD LANGUAGE
Edited by Paul Fletcher and Brian MacWhinney

FORTHCOMING:

THE HANDBOOK OF PIDGINS AND CREOLES
Edited by Silvia Kouwenberg and John Victor Singler

THE HANDBOOK OF SPEECH PERCEPTION
Edited by David B. Pisoni and Robert E. Remez

For more information about all these titles, visit www.blackwellpublishing.com/reference