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SUMMARY
Placebo-controlled trials are the ideal for evaluating medical treatment efficacy. They allow for control of the placebo effect and are most efficient, requiring the smallest numbers of patients to detect a treatment effect. A placebo control is ethically justified if no standard treatment exists, if the standard treatment has not been proven efficacious, there are no risks associated with delaying treatment or escape clauses are included in the protocol. Where possible and justified, they should be the first choice for medical treatment evaluation. Given the large number of proven effective treatments, placebo-controlled trials are often unethical. In these situations active-controlled trials are generally appropriate. The non-inferiority trial is appropriate for evaluation of the efficacy of an experimental treatment versus an active control when it is hypothesized that the experimental treatment may not be superior to a proven effective treatment, but is clinically and statistically not inferior in effectiveness. These trials are not easy to design. An active control must be selected. Good historical placebo-controlled trials documenting the efficacy of the active control must exist. From these historical trials statistical analysis must be performed and clinical judgement applied in order to determine the non-inferiority margin $M$ and to assess assay sensitivity. The latter refers to establishing that the active drug would be superior to the placebo in the setting of the present non-inferiority trial (that is, the constancy assumption). Further, a putative placebo analysis of the new treatment versus the placebo using data from the non-inferiority trial and the historical active versus placebo-controlled trials is needed. Useable placebo-controlled historical trials for the active control are often not available, and determination of assay sensitivity and an appropriate $M$ is difficult and debatable. Serious consideration to expansions of and alternatives to non-inferiority trials are needed. Copyright © 2003 John Wiley & Sons, Ltd.
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1. INTRODUCTION
The randomized clinical trial (RCT) is one of the most important advances in the twentieth century [1–3]. Its importance grew as evidence-based medicine became the norm for establishing efficacy of drugs, biologics and medical devices. In the early 1900s the efficacy of
medical treatments was based on anecdotal evidence, often gathered on one or several patients (medical reports and case series). Some treatments had profound effects such that evidence based on few patients was convincing (for example, penicillin). In general this was not the case. Later, more rigorous studies followed in which several patients were given the same treatment and evaluated. Many of these studies, however, were uncontrolled. Bradford Hill pointed out the problems of these and set the stage for RCTs in the medical arena [4]. Others illustrated the importance of RCTs and the potential deception of uncontrolled clinical trials by contrasting the ‘positive results’ reported in uncontrolled trials versus RCTs [5–7]. Spilker gave a review in four major clinical areas: psychiatry; depression; respiratory distress, and rheumatoid arthritis [5]. In each area, a substantially higher proportion of positive findings were reported in uncontrolled trials as compared to RCTs. For example, in psychiatric therapy trials, 83 per cent of uncontrolled trials reported positive findings, as compared to only 25 per cent of RCTs [6]. In rheumatoid arthritis trials, 62 per cent of uncontrolled trials reported positive findings, as compared to only 25 per cent of RCTs [7]. The RCT can distinguish the effects of a medical treatment from other effects, such as spontaneous changes in the course of the disease, the body’s natural healing, improvement due to participating in a study (that is, the placebo effect), and biases in observation and measurement. Few now doubt the virtues of RCTs for assessing medical treatment efficacy.

The United States’ Food and Drug Administration (FDA) emphasizes the need for RCTs for medical treatment (drugs, biologics and devices) approval. For example, the Code of Federal Regulations (CFR) Title 21, Part 314, outlines the procedures for applications to the FDA for approval to market new drugs and Section 126 outlines the criteria of ‘adequate and well-controlled’ studies [8]. Focus is on the RCT. The same emphasis holds in the international setting. The International Conference on Harmonisation (ICH) is attempting to consolidate procedures for the registration of pharmaceuticals in the European Union, Japan and the United States. The ICH E9 guidance document discusses statistical principles for clinical trials [9]. The ICH E10 guidance document discusses the selection of appropriate controls in clinical trials [10, 11]. The latter document describes five types of controls (placebo, no treatment, dose–response, active and historical), and outlines the advantages and disadvantages of each. The first four controls are concurrent controls. These controls in randomized clinical trials are preferable to historical controls as patients for both the test and control treatments are drawn from the same population and studied under similar conditions, thereby minimizing bias in the comparison. Of all the possible RCTs, to many the ideal is the placebo-controlled RCT.

In the presence of effective treatments, placebo-controlled RCTs are uncontroversial. When, however, a proven effective treatment exists, the ethics of the placebo-controlled trials are questionable. In this setting, the attacks against placebo-controlled trials are many and substantial [12–15]. Of most importance is the Declaration of Helsinki [16]. Article II.3 of this states ‘In any medical study, every patient – including those of a control group, if any – should be assured of the best proven diagnostic and therapeutic method. This does not exclude the use of inert placebo studies where no proven diagnostic or therapeutic methods exists’. Many interpret this to mean that when an effective treatment exists the use of a placebo is unethical and should not be included in a RCT. Others, including prestigious groups such as the American Medical Association and the World Health Organization, leave room for the possible use of placebo-controlled RCTs under certain circumstances (see Section 2) [17–21].

The active-controlled trial has been one response to the attack on placebo-controlled trials. Here the new experimental treatment is compared to a proven active control treatment. The
new treatment may not be superior to the active treatment in terms of efficacy, but it may be equivalent. Borrowing ideas from the field of bioequivalency, medical researchers including clinicians and statisticians developed equivalency trials with their design issues and the necessary statistical testing procedures [22–27]. Upon further clarification of the issues, it became clear that what was desired were non-inferiority trials (or more precisely, non-inferiority active-controlled RCTs), even if the term ‘equivalency trials’ is often used. The objective of a non-inferiority clinical trial is to establish that the effect of the new treatment, when compared to the active control, is not below some pre-stated non-inferiority margin.

The designing, implementation and analysis of non-inferiority trials have presented substantial challenges and issues for the pharmaceutical, biologics and medical device industries. The FDA and its scientists are well aware of these [11, 28, 29]. In our roles as academic consultants, industry sponsors are constantly seeking advice to decide when a non-inferiority trial is warranted, to clarify for them the unique design concepts and the issues involved, to help design, implement and perform the trial and ultimately to aid in the analysis and interpretation of the study. In this paper we focus on the design concepts and issues involved. We illustrate these with real world examples, many that we have encountered.

In Section 2 we review the usefulness of the placebo-controlled trial and the situations where they may be justified, even when proven active treatments exist. Section 3 discusses two major issues in active-controlled non-inferiority trials: (i) the statistical hypotheses and tests involved in a non-inferiority trial and (ii) the selection of the non-inferiority margin. The latter includes discussion of clinical meaningfulness, assay sensitivity (which relates to establishing that the active treatment and in turn the experimental treatment would have been superior to placebo had a placebo been used in the trial), and the fear of what is called ‘biocreep’. Section 4 concerns the putative placebo analysis as a means of establishing that the new treatment is superior to placebo. Section 5 deals with selecting the appropriate sample to use for the statistical analysis. In Section 6 we discuss the role of interim analysis. Then in Section 7 we expand the non-inferiority trial to consider safety issues and also review some alternatives to non-inferiority trials. Finally, in Section 8 we give a brief closing discussion and some recommendations.

2. PLACEBO-CONTROLLED TRIALS

An appropriate control group is always essential and, when feasible, a placebo control is optimal. Figures 1 and 2 demonstrate the problem when a study does not contain a placebo control. The comparison of the active control $C$ with the test treatment $T$ in Figures 1 and 2 indicates that the two treatments are similar. However, if a placebo group is not included in the study, then one can never be sure if the new treatment is better than the placebo, as Figure 1 indicates, or not different from the placebo, as Figure 2 indicates. Figure 1 corresponds to both $C$ and $T$ being effective, Figure 2 to neither being effective.

Historically, a placebo control group was the usual optimal control group for establishing efficacy of an experimental treatment. It has been the basis for many FDA approvals. Superiority of the experimental treatment over placebo in two well controlled and performed RCTs justified approval. At times it was essential to establish that the trial had sensitivity (or sometimes called assay sensitivity) and an active control was added as, for example, in analgesic studies [30, 31]. Here the comparison of the active control to the placebo was an
essential component of the analysis. The comparison of the active control to the experimental treatment was not required. The ideal was a study with a placebo, an active control and an experimental treatment.

Now with the large array of proven effective treatments, ethical considerations cast doubts on the appropriateness of using a placebo control. Dose response trials are possible alternatives, but they also raise ethical problems since the low dose may not be any different than a placebo. So when is a placebo control justified in the presence of proven active treatments? We agree with Ellenberg and Temple [21]. 'That placebo controls are ethical when delaying
or omitting available treatment has no permanent adverse consequences for the patient and as long as patients are fully informed about the alternatives’. We also believe escape clauses should be included in the protocol.

An active control arm may be included in the RCT, but the active control is there for reasons such as assay sensitivity. It is not necessary for comparison with the experimental treatment. Thus for many over-the-counter drug situations such as pain, headaches, upset stomach and the treatment of the common cold, placebo-controlled trials are ethical. Ellenberg and Temple [20, 21] discuss numerous prescription drug situations involving, for example, antidepressants and short term trials (such as some anti-hypertensive trials), and settings where the available ‘effective treatment’ may not be uniformly accepted as standard treatment and so placebo-controlled trials are justified.

3. ACTIVE-CONTROLLED TRIALS/NON-INFERIORITY TRIALS

Now let us move to the situation where the placebo control is considered unethical or for some other reason is deemed inappropriate. This leads us to active-controlled trials in which the experimental treatment is compared directly to a proven effective active control. If the sponsor believes the experimental treatment is superior to the active control, then a standard superiority trial with the objective of showing that the experimental treatment is statistically and clinically superior to the active control is appropriate.

What, however, if anticipated superiority is not the case? Then a non-inferiority trial (that is, a trial with the objective of showing that the experimental treatment is statistically and clinically not inferior to the active control) may be appropriate. A sponsor of an experimental treatment may logically decide to conduct a non-inferiority trial even when he believes the active control’s efficacy cannot be surpassed. Why? The new product may offer safety advantages. For example, a new anti-infective product may produce no resistant bacteria, a new respiratory distress product for premature infants may be synthetic as opposed to animal derived and pose less risk, a new asthma treatment inhaler may have no chlorofluorocarbons in contrast to the standard product [23]. In the case of HIV treatments, new products may have simpler regimens promoting adherence and potentially reducing resistance. It is even possible that costs, marketing and potential profits are the underlying reasons. For example, the costs of the new product may be less expensive or the sponsor may have better access to the markets.

3.1. Statistical algorithm for assessing non-inferiority

The statistical algorithms for assessing non-inferiority (and equivalency) are in Blackwelder’s paper [22]. We give a brief summary here and in Table I. Let \( T \) and ‘Test’ represent the value of the efficacy variable for the new (experimental) treatment. Similarly let \( C \) and ‘Control’ and \( P \) and ‘Placebo’ represent the values of the efficacy variable for the active control and placebo, respectively. Further, say we have a trial where higher values of this efficacy variable are desirable. The standard null and alternative hypotheses for proving non-inferiority are

\[
H_0: C - T \geq M \quad (C \text{ is superior to } T)
\]

\[
H_1: C - T < M \quad (T \text{ is not inferior to } C)
\]
Table I. Hypotheses for a non-inferiority trial.

\[ H_0: C - T \geq M \text{ (C superior to T)} \]
\[ H_1: C - T < M \text{ (T not inferior to C)} \]

Here \( T \) is the new treatment, \( C \) is the active control and \( M \) is the non-inferiority margin.

Here, \( M \) is the non-inferiority margin, that is, how much \( C \) can exceed \( T \) with \( T \) still being considered non-inferior to \( C \) \((M > 0)\). The null hypothesis states that the active control \( C \) exceeds the experimental treatment \( T \) by at least \( M \); if this cannot be rejected, then the active control is considered superior to the experimental treatment with respect to efficacy. The alternative hypothesis states that the active control may indeed have better efficacy than the experimental treatment, but by no more than \( M \). In such a case, we say the investigational product is not inferior to the active control. Rejection of the null hypothesis is needed to conclude non-inferiority.

One of the major issues today in non-inferiority clinical trials is the choice of \( M \). We discuss this in Section 3.2. We should note here that the above displays the statistical hypotheses as differences between the treatments. The hypotheses could be in terms of means or proportions of successes. Also, depending on the application the hypotheses could be stated in terms of ratios \((C/T \geq M)\), logs \((\log C - \log(T) \geq M)\), etc.

In order to assess if non-inferiority is met (that is, whether the null hypothesis is rejected) we can perform a one-sided hypothesis test at \( \alpha \) level of significance. Equivalently, we can compute a \( 100(1 - 2\alpha) \) per cent two-sided confidence interval for the difference \((C - T)\). If the confidence interval’s upper bound is less than \( M \), then with \( 100(1 - 2\alpha) \) per cent confidence, we say the active control is more efficacious than the investigational product by no more than \( M \), hence allowing us to claim non-inferiority of the experimental product as compared to the active control at an \( \alpha \) level of significance.

3.2. Choosing the non-inferiority margin \( M \)

Prior to mounting the active-controlled non-inferiority trial (or at least before the blinding of the trial is broken) we need to state the non-inferiority margin \( M \), that is, how close the new treatment \( T \) must be to the active control treatment \( C \) on the efficacy variable in order for the new treatment to be considered non-inferior to the active control. The ICH documents offer two guidelines [10]:

1. The determination of the margin in a non-inferiority trial is based on both statistical reasoning and clinical judgement, and should reflect uncertainties in the evidence on which the choice is based, and should be suitably conservative.
2. This non-inferiority margin cannot be greater than the smallest effect size that the active drug would be reliably expected to have compared with placebo in the setting of a placebo-controlled trial.

While the first guideline mentions ‘clinical judgement’ we have never seen a case where this has actually been employed. There is often talk that \( C \) and \( T \) should be within some percentage of one another (for example, the sponsor says 20 per cent while the FDA says 10
Figure 3. Considerations in the determination of non-inferiority margin $M$. (a) Assay sensitivity in a non-inferiority trial. The ability of a specific trial to detect a difference between treatments if one exists (that is, assay is working and can detect a difference). (b) Assessment of non-inferiority and putative placebo comparison.

per cent), clinical judgement does not seem to be the deciding factor. Rather, the determination becomes a statistical discussion usually focusing on trying to extract information from historical data. To the dismay of some, the statisticians seem to have taken control of this issue.

Attempts have been made to take a statistical approach; specifically to combine data from historical placebo-controlled trials of the active drug $C$ and determine $M$ so that it reflects the uncertainty in the historical data and is not greater than the smallest reliable effect size of the active treatment versus a placebo [32, 33].

3.2.1. Our summary of the determination of the non-inferiority margin $M$. In our review of the field, the determination of $M$ must address three steps or issues. We present them here and display them in Figure 3.

First, in the non-inferiority trial we must have assurance that the active control would have been superior to a placebo if a placebo were employed. This is the need to demonstrate or establish assay sensitivity. The use of past placebo-controlled trials often accomplishes this. We must have available historical data in which it has been established that the active control $C$ is superior to the placebo $P$. Further, we must evoke a very strong assumption, the constancy assumption, namely, that the historical difference between the active control and placebo is assumed to hold in the setting of the new trial if a placebo control had been used. This is step 1 in Figure 3.
Second, the non-inferiority active-controlled trial should demonstrate that the new treatment \( T \) is within the non-inferiority margin \( M \) of the active control \( C \) (step 2 in Figure 3). This margin should have clinical relevance.

Third, it is then necessary to use the \( C \) versus \( T \) data (step 2 of Figure 3) in conjunction with the \( C \) versus \( P \) historical placebo-controlled trial data (step 1 of Figure 3) to demonstrate that \( T \) is superior to \( P \). This step is the putative placebo comparison. In conjunction with this step it is often necessary to establish that not only is the new treatment superior to the placebo, but that it also retains at least a certain amount of the superiority of the active control over placebo (say, 80 per cent or 50 per cent). Figure 3, step 3, illustrates this last step. If we think of \((C - P)\) as representing the difference between the active control and the placebo and \((T - P)\) as the difference between the new treatment and the placebo, then the amount retained by the new treatment is \((T - P)/(C - P)\). Jones et al. favour 50 per cent [32]. This seems to be where the clinical community is leaning.

One way of viewing \( M \) is that it should be no larger than \( X(C - P) \) where \( C \) and \( P \) are based on historical placebo-controlled trials of the active control \( C \) versus the placebo \( P \) and \( X \) is 1 minus the amount of the difference \((C - P)\) we desire to retain with the experimental treatment (for example, \( X = 1 - 0.8 = 0.2 \) or \( 1 - 0.5 = 0.5 \)).

To employ the above, the historical difference \((C - P)\) in Figure 3 must be estimated and this estimate must incorporate the variability in the historical data. Ideally, good historical placebo-controlled data from more than one study are available. In such an ideal situation \((C - P)\) could be estimated as follows. Estimate \( C - P \) for each study and its corresponding two-sided 95 per cent confidence interval. Of all the confidence intervals, use the ‘smallest’ lower bound (that is, the lower bound that yields the smallest value of \( C - P \)). This is the most conservative estimate of \((C - P)\). Another approach would be to perform a meta-analysis of the historical studies and use the average estimate of \((C - P)\) or the lower confidence limit. Hauck and Anderson [24] discuss more formal approaches for estimating \((C - P)\) and \( M \) from previous active versus placebo trials, accounting for both within-trial and across-trial variability. At the present time there is no universally accepted way of doing this.

3.2.2. Some caveats. These are caveats:

1. **Assay sensitivity.** As we mentioned above, in some areas, such as the analgesic field, there is a need to include both a placebo control and an active control in the same trial in order to ensure assay sensitivity [30]. No matter how much historical data exists there is no assurance that the next trial will have assay sensitivity. One can argue, for those fields, the use of historical data does tell us about the historical difference between the active and placebo controls, but not necessarily anything about assay sensitivity for the non-inferiority trial.

2. **Constancy assumption.** With the rapid changes in medical practice and standard of care we may not be correct in saying that the historical difference between the active control and placebo is valid for the present day. In our experience this constancy assumption is often a major issue, at times putting an end to a discussion for a formal determination on \( M \).

3. **Variability of \((C - P)\).** Suppose the estimate of \( C - P \) differs markedly across previous active versus placebo clinical trials. Which is the most appropriate estimate to use for
determining $M$ for the non-inferiority study? To be conservative, the smallest estimate of $(C - P)$ should be used, but is that too conservative? What if the smallest estimate of $(C - P)$ is not statistically significant? What if the smallest difference is a case where assay sensitivity was not established?

4. Small number of available historical placebo-controlled studies. Historical placebo-controlled trials are often not plentiful; it is the experience of the authors that for many indications, only one historical placebo-controlled trial exists. The estimate of $(C - P)$ from only one study often is called into question by regulatory agencies since there is not an adequate estimate of the variability of estimate of $C - P$.

5. No available placebo-controlled studies. In our experience there are cases where there are no placebo-controlled studies. In such situations, one may try to work with previous dose response studies of the active control where the marketed dose of the active control was compared with a low dose. Here the low dose effect may or may not be an adequate substitute for a placebo effect.

3.2.3. Biocreep. Biocreep is the phenomenon that can occur when a slightly inferior treatment becomes the active control for the next generation of non-inferiority trials and so on until the active controls become no better than a placebo. This is a real possibility, except it is easy to address. The active control comparator should always be the ‘best’ comparator.

3.2.4. Two examples. Example 1: No available placebo-controlled trials. Studies in vancomycin-resistant-enterococcal (VRE) infection (where the outcome is success defined as cure of the infection) often use the marketed product linezolid as the active control comparator. Unfortunately, there are no published placebo-controlled studies of linezolid. The results of a study have been published comparing high dose (that is, the marketed dose) linezolid versus low dose. The results showed a difference in success rates of 14 per cent. While this approach is conservative and may underestimate the true $C - P$, it is better than a simple guess at $C - P$. The best value to use for $M$, however, is still not clear. For example, is one-half of 14 per cent too conservative? At the very least, 7 per cent will lead to very large sample sizes, which is problematic due to the very small number of patients with VRE. In this particular example, because there is only one study comparing the marketed dose with a low dose, the reliability of the estimate is also questionable.

Example 2: $M$ and the history of anti-infective trials. The choice of a margin is quite difficult and somewhat controversial in anti-infective trials. To underscore this fact, consider a non-inferiority anti-infective trial comparing an experimental product to an active control (the non-inferiority study design is quite common for anti-infectives, given the large number of generic and non-generic anti-infectives already marketed). Suppose the outcome is cure or improvement of infection (dichotomous ‘success’) at the ‘test-of-cure visit’ (which occurs at a predetermined time interval after the last application of study treatment). Although there are no official guidelines for the choice of $M$, a common recommendation from regulatory agencies is to use $M = 10$ per cent, regardless of the specific type or severity of infection. Until recently, however, the FDA considered a ‘step function’ for $M$. Here $M = 0.10$ (or 10 per cent) when it was thought that the cure rate of the active control and investigational drugs were $\geq 90$ per cent, an $M$ of 15 per cent when the cure rate was thought to be between 80 and 90 per cent, and an $M$ of 20 per cent when the cure rate was 80 per cent or below. The
FDA no longer suggests this step-down function for non-inferiority trials and has disclaimed it on its web site.

The removal of the step-down function, and the unofficial FDA guideline of an $M$ of 10 per cent, caused a major concern in the anti-infective industry [34]. The FDA is now being more conservative with $M$ because of its concern over biocrep. This concern is understandable. However, the concern over biocrep can be counteracted by the FDA regulation of the choice of a comparator in such trials (for example, always use the ‘best’ comparator). Overall the anti-infective industry is very concerned with using $M = 0.10$, especially in rare, serious infections, since the sample size, cost and time implications can be enormous. For example, if the success rate of both treatments is assumed to be 70 per cent and a non-inferiority margin of $M = 15$ per cent is used in the trial, then the number of evaluable subjects required is approximately 400 (this assumes a one-sided significance level of 0.025 and power of 0.90). The sample size increases to approximately 900 evaluable subjects when the non-inferiority margin is reduced $M = 10$ per cent. Enrolling such numbers of patients can be practically impossible for rare, serious infections.

4. PUTATIVE PLACEBO ANALYSIS

Assay sensitivity of the active control is determined from the historical active- versus placebo-controlled trials. In the above, the putative placebo comparison of the new experimental treatment to the placebo was satisfied by requiring that the new experimental treatment retains a portion of the active control’s superiority to the placebo. A second approach due to Lloyd Fisher [35] has been published by Hasselblad and Kong [36]. This method involves estimating the effect of the new experimental treatment compared to the placebo by a set of ratios as follows:

$$T \text{ versus } P = T/P = T/C \times C/P$$

$T/C$ and $C/P$ can be, for example, the relative risks comparing treatments. Note $T/C$ is from the non-inferiority trial and $C/P$ is from a meta-analysis of the historical placebo-controlled trials, so the $Cs$ are from different data sets. The approach is very clever for from the above we can in fact obtain an estimate of the variance of the effect of the new treatment to placebo. We obtain this simply by taking logs

$$\ln(T/P) = \ln(T/C) + \ln(C/P)$$

and

$$\text{var}(\ln(T/P)) = \text{var}(\ln(T/C)) + \text{var}(\ln(C/P))$$

Here var denotes variance. Note that all the quantities on the right side of the equations are obtainable from existing data. Odds ratios can be dealt with using ratios directly. Others have suggested similar methods [24, 37] and even a Bayesian approach has been developed [38].

For Hasselblad and Kong the active control versus the placebo control comparison (assay sensitivity) is obtained by a meta-analysis and the new treatment versus the placebo comparison (putative placebo comparison) is obtained using the method just described.

4.1. CAPRIE trial

Hassleblad and Kong use as one of their major examples the remarkable clopidogrel versus aspirin in patients at risk of ischaemic events (CAPRIE) study [39]. This study was not designed as a non-inferiority study, rather it appears to be a superiority study with clopidogrel hypothesized to be superior to aspirin. The subjects of the study were patients with myocardial infarction (MI), ischaemic stroke (IS) or peripheral arterial disease (PAD). The primary endpoint of the study was a composite endpoint of the incidence of MI, IS or vascular death over 1 to 3 years of follow-up (mean follow-up of 1.91 years; total sample size = 19185). There was no placebo control group in this trial. An intent-to-treat analysis showed that clopidogrel patients had an annual 5.32 per cent risk of IS, MI or vascular death versus an annual risk of 5.83 per cent in aspirin patients (risk reduction of 8.7 per cent with a 95 per cent confidence interval of 0.3–16.5 per cent, \( p = 0.043 \)).

To estimate assay sensitivity and perform the putative placebo analysis of clopidogrel as compared to placebo on the composite endpoint, a meta-analysis of all published and unpublished studies through 1990 was conducted. Placebo-controlled aspirin studies from the Antiplatelet Trialists’ Collaboration (APTC) [40] in patients with prior MI, prior stroke or transient ischaemic attack, or intermittent claudication were included. The total number of studies included in the meta-analysis was 41, and each had clear definitions of endpoints and well defined statistical methodology. There was no significant heterogeneity across these 41 studies with respect to the aspirin–placebo treatment difference, justifying the meta-analysis [35]. Figure 4 displays odds ratios and their 95 per cent confidence intervals for various
cardiovascular endpoints for (a) clopidogrel versus aspirin as estimated from the CAPRIE trial, (b) aspirin versus placebo as estimated from the meta-analysis (assay sensitivity), and (c) clopidogrel versus placebo estimated using the meta-analytic methods of Hasselblad and Kong (putative placebo). The \( p \)-values given in the table are reported to assess the significance of the clopidogrel versus placebo odds ratio.

4.2. Concerns with CAPRIE study application of putative placebo analysis

While the meta-analysis approach by Fisher/Hasselblad and Kong is a major advancement, its application, especially to the CAPRIE study, raises many problems that call into question this particular application and the general application of the method. In fact the problems and concerns are universal to the practice of using historical controlled studies.

1. Assay sensitivity. Many of the APTC studies were performed before the 1990s when the CAPRIE study was undertaken. Today, the baseline (placebo) rates for the cardiovascular events would most likely be lower than what the meta-analysis produced. A true measure of the assay sensitivity of aspirin versus placebo may not be obtainable from the data.

2. Constancy assumption. Again, because of the age of the APTC studies and the changes in the health care systems, new medical practices, changes in the recognition and diagnosis procedures, and even changes in the disease process, it is hard to argue that the constancy assumption holds.

3. Consistency of diagnosis and retrospective attainment of primary endpoint. The primary outcome of the CAPRIE trial was the composite endpoint of IS, MI or vascular death. Many of the APTC trials did not have IS, MI or vascular death as an outcome and hence did not collect its incidence. The original investigators were asked to generate retrospectively this data for the subjects in their study, leading to potential immeasurable biases in the results. It is hard to imagine another setting in the drug approval process where retrospective data of this nature would be acceptable.

4. Heterogeneity across study populations: effect of peripheral arterial disease (PAD). Another issue is the potential for heterogeneity across study populations. In the APTC trials there was no significant difference between aspirin and placebo for the PAD subjects. Yet, in a subset analysis of the CAPRIE trial, the only entry group that attained statistically significant differences for clopidogrel versus aspirin was the PAD group. Figure 5 shows the relative risk reduction for the CAPRIE trial by stratified by entry criteria. The significance of the PAD group is not shared by the other entry groups (MI or IS) [39]. Further, there was a significant interaction between treatment and entry groups. The overall significance of the CAPRIE trial may relate to a subset for which the significant difference between aspirin and placebo has not been demonstrated.

5. Interpretation of the \( p \)-levels from the putative placebo analysis. The reported level of significance for the putative placebo comparison is given in Figure 4 as \( p < 0.000001 \). This \( p \)-level is obtained from using the meta-analysis data that contains all the problems enumerated above. This \( p \)-level does not have the interpretation that comes from a well-controlled RCT that would normally be presented in a drug approval application and should not be interpreted as such.
4.3. Concerns with historical active versus placebo control trials

In general, when considering historical placebo-controlled trials to estimate the effect of an experimental treatment versus placebo, the following questions need to be considered:

1. Is the disease/condition being studied now the same as in the historical studies? Have there been changes in the diagnosis of the disease? Course of the disease?
2. Have there been changes in what is the standard of care or treatment of the disease/condition?
3. Is the same population being studied? Are the new study subjects from similar settings, same age, same gender etc.?
4. Is the dose and route of administration of the active control in the historical trials the same as in the current study?
5. Are the outcomes and modes of data collection consistent across studies? Will we allow retrospective collection of outcomes in the historical controlled studies? If so, what is the effect on our estimate of assay sensitivity?
6. Which historically placebo-controlled studies do we use? If not all, how do we select the ones of interest? If some studies showed no significant effect of active control versus placebo (due to lack of efficacy of the active drug or due to a high placebo effect), then do we include these studies? What are the implications of their inclusion or exclusion?

In general, inherited biases in using historical placebo-controlled studies cannot be fixed by statistical adjustments and must be carefully thought out.
5. APPROPRIATE ANALYSIS SAMPLES: INTENT-TO-TREAT VERSUS PER-PROTOCOL

In an intent-to-treat analysis (ITT), patients are analysed according to the treatment to which they were assigned, regardless of whether they received the assigned treatment [41]. Some definitions of ITT exclude patients who never received treatment. The per-protocol (PP) analysis includes all patients who completed the full course of assigned treatment and who had no major protocol violations. In non-inferiority trials the ITT analysis tends to be ‘liberal’. That is, by inclusion of those who do not complete the full course of the treatments, the ITT tends to bias towards making the two treatments (new treatment and active control) look similar. The PP removes these patients and is more likely to reflect differences between the two treatments.

The above suggests that the PP analysis may be preferable in the non-inferiority trial setting. Such logic is in direct opposition to current thinking that the ITT should be the preferable analysis. The current thinking of regulatory agencies is that the study objective should be achieved in both the ITT and PP populations, especially in a non-inferiority trial. The Committee on Proprietary Medical Products Points-to-Consider (CPMP, 2000)[42] specifically states: ‘...similar conclusions from both the Intent-to-Treat and Per-Protocol are required in a non-inferiority trial’. This approach makes sense, as the ITT tends to give an (albeit, perhaps not ideal) estimate of the overall effect that the experimental treatment will have on the population, since not all people taking the experimental product in the population will take it for the full course as prescribed. The PP results estimate the overall effect of the full course of experimental treatment. Both sets of results are important and should be considered when assessing if the study objective is met. Thus, the sponsor of an experimental product should ensure sufficient sample size exists in both the ITT and PP samples. Because there are fewer patients in a PP analysis, sample size computations should be performed to ensure sufficient numbers of subjects in the PP population and then increased for the ITT population. Jones et al. [32] provide formulae for determining required samples sizes for equivalence and non-inferiority studies for both normally distributed and binary outcomes.

6. INTERIM ANALYSES

Interim analyses are often performed in superiority trials in order to stop the trial in the case where the experimental treatment is causing more harm than good, or in the case where the experimental treatment is far superior to the control. In the former case, the study is stopped for safety concerns; in the latter case, the study is stopped in order to approve the experimental treatment and get it to market as quickly as possible. Also, it is considered unethical to continue giving patients the control when the experimental treatment is far superior. For interim efficacy analyses, the alpha is split across the analyses so the overall alpha spent is no more than 0.05, often using the Lan–DeMets spending function [43].

Interim analyses are also important in a non-inferiority trial for safety reasons, either to ensure the experimental treatment is not doing more harm than good, or that it is superior with regard to specific adverse events. For efficacy reasons one can argue that there is no real necessity for interim analyses in a non-inferiority trial. This is because there is no real ethical issue with seeing the trial to completion from an efficacy perspective, since we will not
find that the experimental treatment is superior to the active control (since the active control usually has a high success rate to begin with) but rather that the experimental treatment is not inferior to the active control. In other words, there is no real ethical need to ‘get the experimental treatment to the market’ as quickly as possible from an efficacy perspective. Nevertheless, if an interim efficacy analysis is desired, it can be done where the alpha is split across the interim analyses. For example, suppose a study is conducted with one planned interim analysis and one final analysis. It is recommended that the alpha (say, 0.05) be split in such a way that a two-sided 99.95 per cent confidence interval is calculated in the first interim analysis, and a 95.05 per cent confidence interval is calculated in the final analysis. As with a superiority trial, it is desired to keep as much alpha as possible for the final analysis; a Bonferroni-type even split of the alpha could lead to not claiming non-inferiority when in fact there really is non-inferiority. The issue with this approach is that, in reality, the experimental treatment would need to be vastly superior to the active control in order to declare non-inferiority in the first interim analysis, given the high degree of confidence (and hence a very wide confidence interval that in all likelihood will cover the non-inferiority margin \( M \)). Thus, if a sponsor truly believes the experimental treatment is not superior to the active control, then most likely the cost and time to carry out an interim analysis for efficacy will not be justified.

7. EXPANSION OF AND ALTERNATIVES TO THE NON-INFERIORITY TRIAL

A new medical treatment may have benefit even if it does not have efficacy superiority over the active control. These benefits can include cost, safety or some indication-specific reason. Here we discuss briefly strategies for establishing efficacy of a new experimental treatment that does not depend solely on non-inferiority trial methods discussed above.

7.1. Safety superiority

Often, in our experience with non-inferiority trials, a sponsor will have a composite objective of showing that the experimental treatment, while being non-inferior to the active control, has a significantly lower incidence of specific adverse events or adverse events in a specific body system (for example, a pharmacological stress-inducing agent for magnetic resonance imaging of the heart may have fewer cardiovascular events than the active control). The question arises as to whether or not the alpha level (for example, 0.05) needs to be split evenly across the two objectives (non-inferiority and safety) using a Bonferroni approach. Our recommendation to the sponsor is to perform the assessment of efficacy non-inferiority and safety superiority each at an alpha of 0.05. With such an approach, the overall alpha across the study is controlled at 0.05.

In such a non-inferiority trial with an added objective of safety superiority, the sample size must be determined to ensure adequate power in both the efficacy and safety objectives. This can be achieved by calculating the sample size separately for each objective, and then choosing the maximum of the two sample sizes to carry out the study.

Using safety as an outcome in what may be considered an efficacy trial setting raises issues and problems. We do not suggest the above will automatically work. We suggest it as a point and possibility for discussion.
7.2. Different setting

Another strategy is to locate the study in a region or setting where the active control is not the usual standard of a care and perform a superiority trial of the experimental treatment against the best standard of care for the region. This may well require moving the study to a non-U.S. or non-European setting. Sponsors often point out for such trials that the control treatment (standard of care) may be a much better treatment than is usually given in the area. This type of study is full of ethical concerns and can raise serious problems for the sponsor; just ask the sponsors of such trials who have had the trials reported in the *New York Times*.

There is a twist to this latter strategy that can work reasonably well. Specifically, the control treatment is an approved efficacious drug that is not the best in the field. Such a superiority trial is ethically sound.

7.3. Historical control without a placebo control

There are situations where the standard of care is untested and the populations are extremely small. This is the situation with, for example, Fabrye disease. There are only 3500 cases in the entire United States. There are no placebo-controlled trials for the major endpoints of renal disease or cardiovascular disease. There are, however, studies where experimental treatments have demonstrated superiority on surrogate endpoints. Under the accelerated approval process, a phase IV study is needed to demonstrate clinical benefit. A non-inferiority trial with the new treatment versus the ‘unproven’ standard of care drug or a superiority placebo-controlled trial is suggested. Interpretation of the former is problematic and attempting to perform the latter may be unethical and not feasible given the drugs have already produced acceptable phase III studies. Because the disease is well studied in special locations (specialized clinics, hospitals), the possibility of obtaining good historical (contemporary) control data appears feasible. Comparison of these with matched series of cases treated with the experimental treatment may be a valid means of treatment evaluation.

8. DISCUSSION AND RECOMMENDATIONS

Placebo-controlled trials are the ideal for evaluating medical treatment efficacy. They allow for control of the placebo effect and are most efficient requiring the smallest numbers of patients to detect a treatment effect. A placebo control is ethically justified if no standard treatment exists, if the standard treatment has not been proven efficacious, there are no risks associated with delaying treatment and/or escape clauses are included in the protocol. Where possible and justified to use, they should be the first choice for medical treatment evaluation.

There are instances when a placebo is not justified or is unethical, and in these situations an active control is used. Non-inferiority trials offer a possibility for evaluating the efficacy of new treatments versus active controls. Large samples are usually needed for these studies. In addition serious considerations are needed for deciding upon the active control, determining the non-inferiority margin \( M \), assessing assay sensitivity, evaluating the constancy assumption, and carrying out the study non-inferiority hypothesis testing and putative placebo analysis.

In assessing assay sensitivity and in determining the non-inferiority margin \( M \), the presence of multiple, well carried out, historical trials comparing the active control to placebo that are
consistent with the present active control trial under study will alleviate many problems. The presence of such historical trials will allow for a reliable estimate of the efficacy difference between the active control and placebo, thereby allowing for: (a) estimation of the difference between the experimental treatment and placebo using methods such as the Fisher/Hasselblad and Kong method; and (b) assignment of $M$ as a fraction (for example, one-half) of the difference between the active control and placebo. However, in our experience, the presence of such historical trials is rare for a number of conditions, thereby making determination of assay sensitivity and an appropriate $M$ difficult and debatable. Serious consideration to expansions of and alternatives to non-inferiority trials are needed.
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