Much attention has been given in recent years to meta-analysis in medical research, however, numerous methodologic issues particularly with respect to biases and the use of meta-analysis are still controversial.1–4 One of the issues is whether meta-analysis from published data is sufficient for such an exercise or whether individual patient data are necessary. The latter type of meta-analyses has been performed for several clinical and epidemiological data sets and added considerably to our knowledge of the use of some therapies5,6 as well as to the role of some aetiologic factors, as for example in the recently published analysis on breast cancer and oral contraceptive use.7 The Cochrane Collaboration is an important outcome of this discussion.8 The use of meta-analysis of observational epidemiological studies has been increasing recently, however, its use is less accepted than in the area of clinical trials. Numerous discussions and publications have occurred regarding the merits of meta-analysis of epidemiological studies.9–16 A series of papers has been published in the British Medical Journal mainly concerning meta-analysis of clinical data, but many of the aspects are also relevant for a meta-analysis using observational data.17–20 Some authors consider a meta-analysis the best possible use of all available data for assessing risk factors and their associations with disease outcomes while others regard the results of meta-analyses sceptically and question whether they add to scientific knowledge. The majority of the controversy centres on
meta-analyses of published data, however, some of the critical arguments also apply to meta-analyses of individual patient data.

The use of review articles and meta-analysis has become an important part of epidemiological research. One of the main reasons for their increased use in summarizing the evidence in a particular area is the need to assess risks that are small but that may have large public interest or have important implications for public health, such as passive smoking and lung cancer, the use of oral contraceptives and breast cancer or low-dose radiation exposure and leukaemia.

In this paper we will discuss four different methods for summarizing the evidence. These are:

Type I  Qualitative summary, the narrative review article.
Type II  Quantitative summary of published data (usually called meta-analysis).
Type III  Re-analysis of individual data based on primary studies. This is sometimes called meta-analysis, but in epidemiology the term 'pooled analysis' is more often used.
Type IV  Prospectively planned, pooled analysis of several studies, where pooling is already a part of the protocol. Data collection procedures, definition of variables, questions and hypotheses are standardized for the individual studies.

Type IV is different in several respects to a classical multicentre therapy study since the single studies are analysed and published separately. In many situations, the design of the studies is slightly different because of local or regional circumstances.

In this paper we summarize and compare the different types of reviews in epidemiological research and evaluate their usefulness for assessing risk factors. First, we give the major reasons and some general rules for conducting a meta-analysis. Then we describe the similarities and differences between the various types. We compare the advantages and limitations of the four types and illustrate our arguments with an example. Finally, we discuss the need for further research to establish standards for performing meta-analysis in epidemiology.

Rationale for Meta-analyses
The main reason for conducting a review, a meta-analysis or a pooled analysis is to reconcile previously conducted studies that have inconsistent results. Such a situation may arise when the sample sizes of individual studies are too small to find stable results or if the results from single studies vary considerably.

Meta-analyses and reviews are mainly used to assess weak risk factors that have a large public health impact (such as passive smoking, the exposure to low-level ionizing radiation, use of contraceptives, exposure to electromagnetic fields or to indoor radon). In contrast to qualitative reviews, meta-analyses are mainly performed to obtain a combined estimator of the quantitative effect of the risk factor such as standardized mortality ratio (SMR) or the relative risk (RR). Some meta-analyses are also used to investigate more complex dose-response functions. The majority of meta-analyses or pooled analyses conducted thus far examined dichotomous (or categorical) risk factors. Briefly, the main reasons for conducting a meta-analysis or a review are:

1) To assess qualitatively whether a factor has to be considered as a risk factor.
2) To provide more precise effect estimates and increased statistical power and to analyse dose-response relations.
3) To investigate the heterogeneity between different studies.
4) To generalize results of single studies.
5) To investigate rare exposures and interactions.
6) To investigate risks associated with rare diseases.

Characterization and Limitations of the Four Types

Review (Type I)
Traditional narrative reviews provide a qualitative but not a quantitative assessment of published results. They are influenced by publication bias and file-drawer problem. If there is not an a priori strict protocol for the review, narrative reviews are only a subjective judgement of the included studies. However, if they are carefully done, they can give quite an extensive overview of the current state of the research within a short time frame and at low cost. Methodologic guidelines for reviewing papers have recently been published and may add to the quality of reviews.

Meta-analysis from published data (Type II)
An important goal of these studies is to calculate a quantitative pooled estimate of the effect of interest. This type of review can be performed from published data without the cooperation and even without the agreement of other study groups or study coordinators. However, attempts should be made to obtain additional information from study coordinators when necessary. Meta-analysis of published papers has several severe limitations. One limitation is that publication bias is particularly important in epidemiological research since some analyses may be done in a very explorative way and may be only published selectively. As mainly unexpected significant results may be selected for publication, an overestimation of the risk estimate is likely. An additional problem is that studies may differ considerably in their designs, data collection methods and the definition of the exposure and confounder variables. A special dilemma arises when separate studies adjust for different confounding factors. No systematic investigation has been performed to determine whether the simple (crude) estimates or ‘best estimates’ should be used for combining results of individual studies. We believe that a pooled estimate should not be published if the heterogeneity between studies is high. In many publications of meta-analysis the problem of heterogeneity is not sufficiently assessed. A pooled estimate is often published even when strong—statistically significant—heterogeneity between study results was found (and reported).

Meta-analyses with individual data (Type III)
Some of the problems that arise with Type II meta-analysis are avoidable if individual data from all studies are available. Several recent publications have used this approach. Publication bias may be reduced in comparison to Type I and II meta-analyses as even unpublished data can be included. The cooperation between different study centres and research coordinators may also help to identify further studies that are only known to some investigators. With individual data, statistical re-analysis can be performed. This includes some inclusion criteria for all studies, a unified definition of the variables, and new statistical
modelling. With a large sample size the effect of rare exposures can also be examined, which is often not possible in single studies. New hypotheses may be formulated with these types of pooled analyses and specific subgroups, such as age groups, may also be analysed.

A major obstacle for this kind of meta-analysis, is the fact that it is more expensive, time-consuming, requires close cooperation between study coordinators and several years to complete. In addition, improvement of data quality is not possible, however, some errors in the data or analysis can be partially eliminated. Furthermore, adjustment for confounding variables that have been delineated since the original studies were performed can now be done if those covariates were originally collected. Differences between the study results can be actively discussed between study coordinators and reasons for these differences can be elucidated. In general, it is possible to estimate risk coefficients from pooled data and to calculate a variance and confidence interval.

**Prospectively planned pooled analysis (Type IV)**

This type of analysis has not been called a meta-analysis, despite the fact that it has several aspects in common with Type III meta-analyses. Several examples of large international case-control studies and occupational cohort studies have used this approach. The main difference from Type III meta-analysis is a joint planning of the data collection and analysis to avoid large differences between the studies. The experience of many researchers is used in the planning to ensure comparability in designs, data collection, data analysis and reporting across all centres. In contrast to multicentre clinical trials, more heterogeneity in the individual study centres will still exist. This heterogeneity arises from differences in populations (e.g. race is not a confounder factor in Germany but is in the USA) or differences in design (e.g. no methods of random population sampling exist in the USA, no overall cancer registration in Germany). An assessment of any remaining sources of heterogeneity is possible. The costs for Type IV meta-analyses are very high. The planning can be substantial, even difficult and the time incurred can be long. Another disadvantage of this type of meta-analysis is that errors in the design of single studies are multiplied. An alternative approach is to have individual studies but a joint core protocol for questions of common interest. This design allows individual coordinators to investigate specific hypotheses and permits some variation across individual studies. Moreover, once such a meta-analysis has been performed it will be more difficult to justify a new individual study with the same topic.

**Methods for an Overview**

All types of overview—whether quantitative or qualitative—have some steps in common that should be followed in their planning and conducting. Each individual type has some aspects of the conduct that are different and these are described later.

**Steps in performing a meta-analysis**

Each type of overview needs a clear study protocol that describes the research question and the design, including how studies are identified and selected, the statistical methods to use and how the results will be reported. This protocol should also include the exact definition of the disease of interest, the risk factors and the potential confounding variables that have to be considered. A main component of the protocol is the exact definition of the inclusion criteria for single studies. As described by Friedenreich, the following steps are needed for a meta-analysis/pooled analysis:

1. Define a clear and focused topic for the review.
2. Locate all studies (published and unpublished) that are relevant to the topic.
3. Select all studies that are relevant according to the explicit inclusion criteria.
4. Abstract necessary information from the published papers or obtain the primary data from the original investigators. Meta-analysis of published data may also include contacting the original project leaders to obtain data or information that have not been published in sufficient detail. For a pooled analysis, agreement to use the original data is needed.
5. Tabulation of relevant elements of each study, including sample size, assessment procedures, available variables, study design, publication year, performing year, geographical setting, etc.
6. Define protocol for the analysis of all studies and estimate the study-specific effects (relative risks adjusted for relevant confounder variables).
7. Investigate the homogeneity of study-specific effects and determine whether these effects can be combined to perform a pooled analysis.
8. Presentation of published results, e.g. graphically.
9. Investigate and reduce (if possible) the heterogeneity between studies.
10. Decide about remaining heterogeneity components: Coping with different designs, study types, confounders, etc.
11. Estimate a pooled effect with adequate statistical methods if the studies are efficiently homogeneous.
12. Conduct a sensitivity analysis.

For traditional reviews, only the first two steps with the qualitative assessment are done. For a meta-analysis from published data, data abstraction will be done from publications, however, if data are needed that are not given in the publications, contact with the project manager of the studies should be made. For Type III and IV meta-analysis, all steps are necessary. For Type IV meta-analysis, the two first steps involve writing a study protocol for the individual and the pooled studies. This protocol should include a joint questionnaire (with questions used for the pooled analysis and additional questions added by single investigators), a common study design and permitted deviations from the study design for local reasons. As the data collection is conducted in each centre, an additional step required for Type III and IV meta-analysis is the pooling of all data with subsequent data processing and management.

**Statistical analysis**

The statistical analysis of aggregated data from published studies was first developed in the fields of psychology and education. These methods have been adopted since the mid-1980s in medicine primarily for randomized clinical trials but also used for observational epidemiological studies. We will give a brief outline of some issues of the analysis; further details will be the subject of a subsequent publication.
Single study results
The first step of the analysis is the description of the characteristics and the results of each study. Tabulations and simple graphical methods should be employed to visualize the results of the single studies. Plotting the odds ratios and their confidence intervals (so-called forest plot) is a simple way to spot obvious difference between the study results. The radial plot\(^3\) is a more sophisticated means of investigating the heterogeneity and the contribution of each study to the overall estimate.

Heterogeneity
The investigation of heterogeneity between the different studies is a main task in each review or meta-analysis.\(^3\) For the quantitative assessment of heterogeneity, several statistical tests are available.\(^3\) A major limitation of formal heterogeneity tests is, however, their low statistical power to detect any heterogeneity present. Therefore, heterogeneity should be investigated informally, e.g. by comparing results from studies with different designs, within different geographical regions. In addition, graphical methods should be used to visualize heterogeneity, such as plots with single studies grouped or ordered according to special covariables (e.g. type of study, publication time), funnel plots to indicate publication bias, and radial plots to indicate studies which are very influential on this heterogeneity (see example).

In meta-analysis of published data (Type II) only sensitivity analysis can be performed to investigate the degree of heterogeneity. However, if individual data are available (Type III, IV), the sources of heterogeneity can be investigated in detail and some degree of heterogeneity can be reduced by using the same statistical model for all single studies. For Type IV meta-analysis, the analytic strategy and definitions can be determined a priori for all of the individual studies. Hence, an identical multiple regression analysis can be used in each centre. This approach avoids heterogeneity that could be introduced by inconsistent modelling strategies (e.g. different variable selection and definition, confounder adjustment).

Pooling
Whether the data can be pooled should be decided after investigating the homogeneity of the study results. If the results vary substantially, no pooled estimate should be presented or only estimates for selected subgroups should be calculated (e.g. combining results from case-control studies only). Methods for pooling depend on the data available. In general, a two-step procedure has to be applied. First, the risk estimates and variances from each study have to be abstracted (Type II) or calculated (Type III, IV). Then, a combined estimate is obtained as a (variance based) weighted average of the individual estimates. The methods for pooling based on the 2 × 2 table include the approaches by Mantel-Haenszel and Peto.\(^3\) If data are not available in a 2 × 2 table, but as estimates from a more complex model (such as an adjusted relative risk estimate), the Woolf and DerSimonian-Laird approach can be adopted using the estimates and their (published or calculated) variances resulting from the regression model.\(^3\) For these methods, variance estimates of the pooled estimator are available and allow the calculation of confidence intervals.

Two different statistical models can be used to estimate combined risks. In the fixed effects model, it is assumed that the underlying true exposure effect in each study is the same. The overall variation and, therefore, the confidence intervals reflect the random variation within each study but not any potential heterogeneity between the studies. If individual data are available, the pooled estimator and its variance can be obtained using regression models by incorporating an additional dummy variable for each centre. This analysis can be done with either Poisson regression or a (conditional) logistic regression. Random effects models incorporate variation between the studies. It is assumed that each study has its own (true) exposure effect and that there is a random distribution of these true exposure effects around a central effect. The observed effects from the different studies are used to estimate this distribution. In other words, the random effects model allows non-homogeneity between the effects of different studies.

The most common random effects model to combine the single estimates is the method of moments approach given by DerSimonian and Laird.\(^3\) The important difference is that for this model study-specific weights are calculated as a sum of the variance within the studies and a term for the variance between the studies, \(\tau^2\). The between-study variance \(\tau^2\) can also be interpreted as a measure for the heterogeneity between studies.

Comparison between fixed effects and random effects models
- Random effects methods yield (in general) larger variance and confidence intervals than fixed effects models because a between-study component \(\tau^2\) is added to the variance.
- If the heterogeneity between the studies is large, \(\tau^2\) will dominate the weights and all studies will be weighted more equally (in random effects model weight decreases for larger studies compared to the fixed effects model)
- A major critique of the random effects model is that it is not sufficient to ‘explain’ the heterogeneity between studies, since the random effect merely quantifies unexplained variation by estimating it.\(^3\) Heterogeneity between studies should yield careful investigation of the sources of the differences. If a sufficient number of different studies are available, further analyses, such as ‘meta-regression’, may be used to examine the sources of heterogeneity.\(^3\)

If individual data are available, the fixed effects estimate can be calculated from a regression model with dummy variables. So far, there is no comparable approach available for the random effects model. Here, the two-step procedure is used even with individual data available.\(^3\)

Several other methods have been proposed to estimate the overall effect based on maximum-likelihood models or on Bayesian methods.\(^3\) Recent investigations have demonstrated that, for practical purposes, the differences between these methods are not very large. So far, only rather sophisticated software is available for these approaches.\(^3\)

Sensitivity analysis
An important method for investigating heterogeneity is sensitivity analysis, e.g. to calculate a pooled estimate only for subgroups of studies (according to study type, quality of the study, period of publication, etc.) to investigate variations of the odds ratio. An extension of this method is meta-regression as proposed by Greenland.\(^3\) However, meta-regression has limitations because of the small number of studies included in most meta-analyses.
Comparison and Assessment of the Four Types of Meta-analysis

A comparison of different literature review methods is outlined in Table 1.

**Design, conduct and literature search**

For each type of review, the hypothesis, question and conduct should be summarized and defined in a strict protocol in which clear inclusion and exclusion criteria for the studies and the details of the literature search are described. This component of the review process is important for each study type, but is especially needed if quantitative results are required. It should also be decided whether and which data will be required from the investigators of the individual studies.

An important problem of meta-analysis is publication bias. This bias has received a lot of attention particularly in the area of clinical trials. Protection bias occurs when studies that have non-significant or negative results are published less frequently than positive studies. For randomized clinical trials, it has been shown that even with a computer-aided literature search only some of the relevant studies will be identified. For...
epidemiological observational studies additional problems exist. Very often a large number of variables will be collected in questionnaires as potential confounders. If one or several of these potential confounders yield significant or important results, they may be published in additional papers, which have often not been planned in advance. If these confounders yield expected or negative results they are usually not published. Some regional studies may not be published in international journals and are seldom found by a literature search for a meta-analysis. This situation is mainly a problem for ‘replication studies’ being conducted more frequently in epidemiology. These studies are usually not published in international journals as they do not add anything new to existing knowledge.

Inclusion criteria, data collection methods and statistical analyses cannot be changed if published data are used for a meta-analysis. In many situations, it is even difficult to determine exactly what has been done in the study based on the published information. The methods section in many papers is often short and critical evaluation is not always possible. Errors in the original work cannot be corrected or checked and may yield to bias in the results of the meta-analysis. For Type III meta-analysis, the inclusion criteria for the single studies can be modified (for different age groups, tumour sites, latency times, etc.). They can also be redefined and checked. It is also possible to evaluate or adopt the statistical analysis for Type III and Type IV meta-analysis. Possible sources of a systematic bias can be eliminated if a detailed statistical analysis of the single studies can be done. The evaluation of possible bias attributable to lack of control for confounding is only possible in Type III and Type IV meta-analysis.

Validation of comparability of the single studies

Since many study designs are possible in epidemiological research it is necessary to evaluate the comparability of the single studies before conducting a review. This evaluation can be made partly from published data if enough detailed information is available in the papers. If individual data are available, an analysis of the single studies in one common model is possible. A major reason for different results across studies is that different statistical methods/models have been used. Hence, heterogeneity can be significantly reduced in a pooled analysis by using the same model for all studies. A pooled analysis is only possible if similar data are available from all studies and are provided to the investigator of the pooled analysis. The investigation of study-specific heterogeneity can be done only to some extent in Type II meta-analysis, mainly by a sensitivity analysis.

Quantitative risk estimation

Narrative reviews (Type I) are not designed to give a quantitative estimate of the effect of risk factors or to describe a dose-response relation. They only allow a descriptive comparison of the results of available research. All other types of meta-analysis allow the calculation of a pooled risk estimate, provided that the data are sufficiently homogeneous. However, calculating an overall risk estimate is not always possible if different statistical models were used in the original studies. An improvement in the precision of the risk estimate is not always achieved. Pooling decreases the variation caused by random error (increasing the sample size) but does not eliminate any bias (systematic error). Indeed, in some situations the pooled estimate is less precise than estimates of the included single studies as was shown by Gilbert in the radiation leukaemia studies.

A less precise pooled estimate is likely if a crude categorization (e.g. 2 × 2 tables) is needed and no other data have been published. Bias may increase if different methods have been used in the individual studies to assess and control confounding but cannot be forwarded to the pooled estimator. A better estimate of the effect is only possible when individual exposure data are available (Type III and IV). Furthermore, to estimate a dose-response relation, individual subject data are needed, particularly if individual studies have used different exposure categories. The dose-response relation cannot be estimated with sufficient precision with published data only. Likewise an investigation of interaction and confounding requires individual subject data. With published data, the measurement methods and exposure categorization are usually different across studies. Hence, it is misleading to use 2 × 2 tables for the pooled estimate, if confounders play an important role. Prospective multicentre meta-analyses (Type IV) have the advantage that design, measurement methods, exposure assessment and the definition of all variables can be agreed upon before data collection. Consequently, the data can be more easily combined at a later stage. It should also be noted that subgroup analysis, which is often a goal of a planned meta-analysis, can only be performed if the data are published with sufficient detail.

Investigation of consistency

To investigate whether the results are consistent across studies, published data can be used for a narrative review (Type I) as well as for Type II meta-analysis. The method of choice is a sensitivity analysis in which the results are compared for different strata, e.g. same study design, same risk assessment method, same statistical analysis. Possible means for a sensitivity analysis include: exclusion of studies with particular heterogeneous results (outliers), conducting a separate analysis for case-control and for cohort studies or combining studies from similar geographical areas or for similar time periods. However, it is only possible in Type III and Type IV meta-analyses to change exposure and confounder variable categories or use the same or similar confounder and examine interaction in a multivariate statistical model and perform detailed analysis of important subgroups. A valid judgement of the consistency of results in complex questions requires such a detailed statistical analysis.

Many authors have pointed out that investigating heterogeneity is the most important aspect of meta-analysis (e.g. Thompson). In our opinion such an investigation is particularly important for meta-analyses of epidemiological data. Statistical methods to investigate heterogeneity can be based on aggregated data. However, statistical tests have low power and may not be able to detect heterogeneity between studies. Type III meta-analysis allows different strategies to be used to eliminate differences and at least to give results in a unified way. It should be noted that it is sometimes difficult to compare results from different epidemiological studies since different data presentation methods are used across publication. Even in a single study different strategies for modelling can yield rather different results. Therefore, for a meaningful meta-analysis it is necessary to eliminate this source of heterogeneity. Such a comparison is only possible if the same risk factors and confounding factors are available from all single studies.
Example: Oral Contraceptive Use and Breast Cancer

The role of oral contraceptive (OC) use as a risk factor for breast cancer remains a controversial issue despite many years of research. Several epidemiological studies of this association have been conducted. These studies have yielded inconsistent results; in most studies, odds ratios varied around one with large confidence intervals. Previously conducted studies have also varied in the type of exposure information obtained. Information on OC use ranged from 'ever-never' use to more detailed information on duration and frequency of use, dosage, age at first use, type of OC, etc. These differences in exposure data make it difficult to compare results across studies. In addition, different analytic models were used since different confounders were available for the analysis. Some, but not all, studies adjusted for variables such as age, age at first birth, parity, breastfeeding, age at menopause or other confounders. As the prevalence of OC use is high in many societies, a quantitative risk estimator is needed and important for personal and health policy decisions. Since large methodologic differences exist across studies, summarizing the results in an overall quantitative estimate is difficult.

Several reviews and meta-analyses have been published.\textsuperscript{45,46} We will here compare one Type II meta-analysis\textsuperscript{47} and a pooled analysis including individual data (Type III) from over 50 epidemiological studies\textsuperscript{7} to illustrate some of the issues discussed above. Rushton and Jones\textsuperscript{47} included 27 case-control studies that have been published between 1980 and 1989, however, they included only subsets of these studies for specific research questions. For example, only 20 of the studies included age as a confounder, and only 24 studies had at least some information on the duration of OC use. Only a few of the 27 studies measured all the important confounder variables, such as parity. In this meta-analysis, the authors dichotomized all variables and estimated an overall pooled odds ratio (RR 1.10; 95% CI : 1.04–1.17). They also estimated odds ratios for different subgroups of the data, including by age (RR 1.16; 95% CI : 1.07–1.25 for women <45 years), by parity (RR 1.21; 95% CI : 0.99–1.47 for women without children), and by length of OC use (RR 1.27; 95% CI : 1.12–1.44 for duration >8 years). Rushton and Jones found significant heterogeneity across individual studies that could not be explained by the design factors that they investigated.

The pooled analysis of the Collaborative Group on Hormonal Factors in Breast Cancer\textsuperscript{7} used individual data from 54 studies (case-control and cohort studies), including data from more than 50 000 breast cancer cases and 100 000 controls. The authors estimate that these comprise about 90% of all studies that have been performed on this topic by the time of their analysis. The pooled analysis used the same statistical models, identical definition of risk factors (OC use) and inclusion criteria. Also, the same confounder variables were considered (study centre, age at first diagnosis, parity, age at first birth, age at menopause, family history of breast cancer, duration of pill use, time between last use and breast cancer diagnosis, age at first and age at last use). For all data combined, a small increase in risk of breast cancer was observed for women during OC use (RR 1.24; 95% CI : 1.15–1.33). They also found that 10 years after the exposure to OC use stopped, the risk was no longer increased (RR 1.01; 95% CI : 0.96–1.05) compared to women who never used OC. The authors also investigated several types of interaction between OC use, family history, parity, etc. These analyses were possible since individual data were available and could be re-analysed.

The results from the studies are rather homogeneous (after using the same model for each analysis), but there is some remaining heterogeneity. This is shown in the forest plot (Figure 1) where the study-specific risks and their confidence intervals are plotted.

---

**Figure 1** Relative risk of breast cancer in ever-users compared with never-users of combined oral contraceptives—forest plot
grouped by different study types. Results differ slightly between case-control studies with different controls (population versus hospital controls) and between case-control studies and cohort studies. The radial plot (Figure 2, see Galbraith31 for details) indicates some ‘outlying’ studies, especially hospital-based case-control studies. Heterogeneity cannot be explained by differences in study design since the analysis was performed similarly across the different studies. However, the pooled analysis was restricted to variables that have been collected in the individual studies.

From this it is clear that pooled analysis of individual data is preferable to meta-analysis from published data. The latter may in general be insufficient for calculating pooled estimates but can give a structured overview of available published literature.

Recommendations for Future Research and Conclusion

This paper has described different review methods for observational epidemiological studies. It is clear from this discussion that all available data and information will be needed for full assessment of weak risk factors with a high prevalence and that pooled analysis will become increasingly important. There is an immense need to evaluate the risk associated with many exposures, particularly where the previously conducted epidemiological studies have provided inconsistent results. To assess risks, summaries of available and published data need to be conducted. As discussed, a major impediment for meta-analysis of epidemiological data is the heterogeneity across studies in their design, data collection methods and analyses performed. Meta-analyses using published data are, therefore, restricted and seldom useful to produce a valid quantitative estimate or to investigate exposure relations such as dose-response. Nonetheless, as we have discussed, a Type II meta-analysis of published data may be more reproducible than a Type I qualitative review. Type II meta-analysis also has the distinct advantage of being less expensive and time-consuming to perform than meta-analysis with individual data (Type III, IV). Consequently, many researchers will continue to perform meta-analyses and, on the other hand, more and more public health regulators and decision-makers may rely on or require their results for decision-making.

Future research in this field needs to focus on the deficiencies of each type of review method in order to improve this methodology. In particular, the errors and biases that can be produced when studies are combined that have used different design, methods and analytic models need to be addressed. Other areas for consideration in future studies include the influence of different baseline risks, the different quality and type of the exposure measurements made, the methods for pooling studies that have measured different confounding variables. Simulation studies or more theoretical approaches may be required to assess all of those factors and their influence on the results obtained from different types of meta-analysis. Statistical methods for pooling data from different sources have to be refined and new approaches, such as Bayesian methods may need to be implemented. More practical experience is also needed with these different approaches. Despite advances in computer technology, pooled analysis with individual data remain difficult when large numbers of variables and complex statistical models are run. The methods to use for the proper conduct and reporting of meta-analyses of published or individual data from epidemiological studies still require more refining, consensus and widespread use by the scientific community. Significant progress has been made in the systematic approaches for meta-analyses of clinical studies. It is now increasingly important that these methods for epidemiological studies have equally rigorous standards since more public health decisions will be relying.

Figure 2 Relative risk of breast cancer in ever-users compared with never-users of combined oral contraceptives—radial plot
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