
www.elsevier.com/locate/forsciint

Forensic Science International 165 (2007) 216–224
Validation of new methods

Frank T. Peters a,*, Olaf H. Drummer b, Frank Musshoff c

a Department of Experimental and Clinical Toxicology, Institute of Experimental and Clinical Pharmacology and Toxicology,

University of Saarland, Building 46, D-66421 Homburg (Saar), Germany
b Victorian Institute of Forensic Medicine and Department of Forensic Medicine, Monash University,

57-83 Kavanagh Street, Southbank, Melbourne 3006, Australia
c Institute of Legal Medicine, Rheinische Friedrich-Wilhelms-University, Stiftsplatz 12, D-53111 Bonn, Germany

Received 30 January 2006; accepted 10 May 2006

Available online 16 June 2006
Abstract
Reliable analytical data are a prerequisite for correct interpretation of toxicological findings in the evaluation of scientific studies, as well as in

daily routine work. Unreliable analytical data might not only be contested in court, but could also lead to unjustified legal consequences for the

defendant or to wrong treatment of the patient. Therefore, new analytical methods to be used in forensic and/or clinical toxicology require careful

method development and thorough validation of the final method. This is especially true in the context of quality management and accreditation,

which have become matters of increasing relevance in analytical toxicology in recent years. In this paper, important considerations in analytical

method validation will be discussed which may be used as guidance by scientists wishing to develop and validate analytical methods.
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1. Introduction

Reliable analytical data are a prerequisite for correct

interpretation of toxicological findings in the evaluation of

scientific studies, as well as in daily routine work. In scientific

work, unreliable results may lead to over- or underestimation of

effects, to false interpretations, and to unwarranted conclusions.

If such errors are not obvious, they might remain undetected

during a scientific study or case investigation. Unless officially

contested by other experts in the field, they may thus be

multiplied within the scientific community, or become part of

the accepted general knowledge in a certain area of research

and thus cause further misinterpretations. In routine daily work

in clinical and forensic toxicology, unreliable analytical data

might not only be contested in court, but could also lead to

unjustified legal consequences for the defendant or to wrong

treatment of the patient. Because of all these considerations the

importance of high quality analytical data cannot be over-

estimated.
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The basis for high quality data is reliable analytical methods.

Therefore, new analytical methods to be used in clinical and/or

forensic toxicology require careful method development to be

followed by a thorough validation of the final method. At this

point, it must be stated that the quality of an analytical method

largely depends on method development and not so much on its

validation. Therefore, it is imperative that the method itself is also

fit for purpose. However, only validation can objectively demon-

strate the inherent quality of an analytical method by fulfilment of

minimum acceptance criteria and thus prove its applicability for a

certain purpose. Since such objective performance data are

essential for assessment of a method’s quality, the importance of

validation, at least of routine analytical methods, cannot be

overestimated. This is especially true in the context of quality

management and accreditation, which have become matters of

increasing relevance in analytical toxicology in recent years. Not

surprisingly, peer-reviewed scientific journals have reacted by

increasing requirements concerning method validation.

In this paper, important considerations in analytical method

validation will be discussed. These considerations may be used

as guidance by scientists wishing to develop and validate new

analytical methods. These will then also be suitable for

publication in peer-reviewed journals.
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2. Method validation

Owing to the importance of method validation in the whole

field of analytical chemistry, a number of guidance documents

on this subject have been issued by various international

organizations and conferences [1–7]. All of these documents

are important and potentially helpful for any method validation.

However, only few specifically address analysis of drugs,

poisons, and/or their metabolites in body fluids or tissues

[1,5,7]. Of these, the most influential guidance documents are

the reports on the conference on ‘‘Analytical methods

validation: bioavailability, bioequivalence and pharmacoki-

netic studies’’ held in Washington in 1990 (Conference Report)

[1] and the follow-up conference in 2000 (Conference Report

II) [5], in which experiences and progress since the first

conference were discussed. Both of these reports were

published by Shah et al. and had an enormous impact on

validation of bioanalytical methods in the pharmaceutical

industry. Because of the close relation to bioanalysis in the

context of bioavailability, bioequivalence and pharmacokinetic

studies, Conference Report II is probably also the most useful

guidance paper for bioanalytical method validation in clinical

and forensic toxicology. It was therefore also used as basis for

the guidance document recently issued by the German-

speaking Society of Toxicological and Forensic Chemistry

(GTFCh) [7], and to the authors’ knowledge, the only available

comprehensive guideline specifically addressing method

validation in analytical toxicology.

Besides these official guidance documents, a number of

review articles have been published on the topic of analytical

method validation [8–13]. Again, all of these papers are

interesting and helpful for any method validation, while only

part of them specifically address analysis of drugs, poisons,

and/or their metabolites in body fluids or tissues [8,9,13]. This

includes the excellent review on validation of bioanalytical

chromatographic methods which includes detailed discussions

of theoretical and practical aspects [8]. The other two deal with

the implications of bioanalytical method validation in clinical

and forensic toxicology [9] and with theoretical and practical

aspects in method validation using LC–MS(/MS) [13]. The

latter also describes a proposed experimental design for

validation experiments, as well as statistical procedures for

calculating validation parameters.

2.1. Validation parameters

Analytical methods in clinical and forensic toxicology may

either be used for screening and identification of drugs, poisons

and/or their metabolites in biological fluids or tissues, for their

quantification in these matrices, or for both. For quantitative

bioanalytical procedures, there is a general agreement, that at

least the following validation parameters should be evaluated:

selectivity, calibration model (linearity), stability, accuracy

(bias), precision (repeatability, intermediate precision) and the

lower limit of quantification (LLOQ). Additional parameters

which may be relevant include limit of detection (LOD),

recovery, reproducibility, and ruggedness (robustness)
[1,5,8,14]. For qualitative procedures, a general validation

guideline is currently not available [12], but there seems to be

agreement that at least selectivity and the LOD should be

evaluated and that additional parameters like precision,

recovery and ruggedness (robustness) might also be important

[3,12,15,16]. For methods using LC–MS, experiments for

assessment of possible matrix effects (ME), i.e. ion suppression

or ion enhancement, should always be part of the validation

process, particularly if they employ electrospray ionisation

(ESI) [5,13,17–19].

Another issue often raised in the context of analytical

method validation is measurement uncertainty. However,

measurement uncertainty is not a validation parameter of

itself. It can be obtained from validation data, most notably bias

and precision, or from routine QC data obtained during

application of the analytical method. For this reason, it is not

covered in detail here. Interested readers are referred to the

EURACHEM/CITAC guide to quantifying uncertainty in

analytical measurement [20].

2.1.1. Selectivity

In the Conference Report II [5], selectivity was defined as

‘‘the ability of the bioanalytical method to measure unequi-

vocally and to differentiate the analyte(s) in the presence of

components, which may be expected to be present. Typically,

these might include metabolites, impurities, degradants, matrix

components, etc.’’. It should be noted that the term specificity is

often used interchangeably with selectivity, although in a strict

sense this is not correct [21]. One approach to establish method

selectivity is to prove the lack of response in blank matrix

[1,5,7–9,11,14], i.e. that there are no signals interfering with the

signal of the analyte(s) or the IS. The second approach is based

on the assumption that for merely quantitative procedures,

small interferences can be accepted as long as accuracy (bias)

and precision at the LLOQ remain within certain acceptance

limits [4,6,8,9,11]. However, in clinical and forensic toxicol-

ogy, analysis is often mainly performed to prove the intake of a

substance and qualitative data are, therefore, most important.

Here, the approach to prove selectivity by absence of interfering

signals seems much more reasonable [9].

While the requirement established by the Conference Report

[1] to demonstrate selectivity by analysing at least six different

sources of blank matrix has become state-of-the-art during the

last decade, the probability of relatively rare interferences

remaining undetected is rather high when only analysing such a

small number of matrix blanks [8]. For this reason, it has been

proposed to evaluate at least 10–20 sources of blank samples

[22], which seems reasonable regarding the great importance of

selectivity in the field of analytical toxicology and that even

relatively rare matrix interferences are not unlikely to occur if

large numbers of samples are analysed in routine application.

Because samples from clinical and forensic toxicology cases

often contain many different drugs, poisons and/or their

metabolites, it may also be important to check for possible

interferences from other xenobiotics which may be expected to

be present in authentic samples [9]. This can be accomplished

by analysing blank samples spiked with possibly interfering
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compounds at their highest expectable concentrations. Another

way to exclude interference from other drugs or their

metabolites is to check authentic samples containing these

but not the analyte of interest. This approach is preferable, if the

suspected interfering substance is known to be extensively

metabolized, as it also allows excluding interferences from such

metabolites, which are usually not available as pure substances.

Stable-isotope-labelled analogues of the target analytes are

often used as internal standard (IS) in MS-based methods. They

can ideally compensate for variability during sample prepara-

tion and measurement, but still be differentiated from the target

analyte by mass spectrometric detection. However, isotopically

labelled compounds may contain the non-labelled compound as

an impurity or their mass spectra may sometimes contain

fragment ions with the same mass-to-charge ratios (m/z) as the

monitored ions of the target analyte. In both cases, the peak area

of the analyte peak would be overestimated, thus compromising

quantification. The absence of such interference caused by the

IS should be checked by analysing so-called zero samples, i.e.

blank samples spiked with the IS. In a similar way as described

above, the analyte might interfere with a stable-isotope-labelled

IS. This even becomes a principle problem with deuterated

analogues when the number of deuterium atoms of the analogue

or one of its monitored fragments is three or less [23]. Blank

samples spiked with the analyte at the upper limit of the

calibration range, but without IS, can be used to check for

absence of such interferences.

An important problem that may affect the IS, even though in

strict sense not because of insufficient analytical selectivity, is

the use of therapeutic drugs as IS, as it is often described in

literature [17]. This practice is not acceptable, because even if a

drug is not marketed in a certain country, its presence in the

specimen to be analysed can never be fully excluded in times of

increasing international travel and globalization. In this case,

the signal of the IS will be overestimated, inevitably leading to

underestimation of the analyte concentration in the sample. In

order to avoid such problems, the chosen IS must never be a

therapeutic drug. In methods employing mass spectrometry, the

IS should always be chosen from the pool of available

isotopically labelled compounds. These are available in a large

variety of structures with different physicochemical properties

so it should not be a problem to find an appropriate IS in this

pool of compounds. The only drawback of the isotopically

labelled analogues as IS is that they may contribute to the

analyte signal to a certain extent if the number of isotope labels

is low (see above).

2.1.2. Calibration model (linearity)

The choice of an appropriate calibration model is necessary

for reliable quantification. Therefore, the relationship between

the concentration of analyte in the sample and the correspond-

ing response (in bioanalytical methods mostly the area ratio of

analyte versus IS) must be investigated. A detailed discussion

on the strategy for selecting an appropriate calibration model is

beyond the scope of article, so only the most important aspects

are discussed here. Interested readers will find more details in

Refs. [8,13].
There is general agreement that for bioanalytical methods,

calibrators should be matrix-based, i.e. prepared by spiking of

blank matrix. Calibrator concentrations must cover the whole

calibration range [5,7–9,13] and should be evenly spaced across

it [6–8]. Most guidelines require a minimum of five to eight

concentration levels [3–7,9,11,14] and some specify that at

least two to six replicates should be analysed per level [6–8].

Generally, it is advisable to use fewer concentration levels with

more replicates than vice versa [8]. After a sufficient number of

calibration levels have been measured with a sufficient number

of replicates, it is necessary to find a mathematical model that

adequately describes the relationship between analyte con-

centration in the samples and response. Usually, linear models

are preferable, but, if necessary, the use of non-linear (e.g.

second order) models can be used. In many publications in the

field of analytical toxicology, the use of a linear ordinary, i.e.

un-weighted, least squares regression model is reported, which

is not appropriate in many cases. Ordinary least squares

regression models are only applicable for homoscedastic data

sets, i.e. if there is homogeneity of variances across the

calibration range. As a rule of thumb, this can be expected for

calibration ranges spanning not more than one order of

magnitude. However, most methods in analytical toxicology

span at least two or three orders of magnitude which are usually

associated with significant heteroscedasticity. In such cases the

data should mathematically be transformed or a weighted least

squares model should be applied [4–6,8]. Usually, the factors

1/x or 1/x2, i.e. the inverse of the concentration or the inverse of

the squared concentration, respectively, adequately compensate

for heteroscedasticity.

The appropriateness of the chosen calibration model should

always be confirmed by statistical tests for model fit. For details

see Ref. [24]. The widespread practice of evaluating a

calibration model via its coefficients of correlation or

determination is not acceptable from a statistical point of

view [8]. Once a calibration model has been established, the

calibration curves for other validation experiments (precision,

bias, stability, etc.) and for routine analysis can be prepared

with fewer concentration levels and fewer or no replicates [8].

2.1.3. Accuracy (bias) and precision

In a strict sense, the accuracy of a method is affected by

systematic (bias) as well as random (precision) error

components [8], but the term is often used to describe only

the systematic error component, i.e. in the sense of bias

[1,2,5,14,21]. In the following, the term accuracy will be used

in the sense of bias, which will be indicated in brackets. Bias is

‘‘the difference between the expectation of the test results and

an accepted reference value’’ [25]. It is usually expressed as a

percent deviation from the accepted reference value. Precision

is ‘‘the closeness of agreement (degree of scatter) between a

series of measurements obtained from multiple sampling of the

same homogenous sample under the prescribed conditions and

may be considered at three levels: repeatability, intermediate

precision and reproducibility’’ [2]. It is usually measured in

terms of imprecision, expressed as an absolute or relative

standard deviation (R.S.D.) and does not relate to reference
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values. ‘‘Repeatability expresses the precision under the same

operating conditions over a short interval of time. Repeatability

is also termed intra-assay precision’’ [2]. Within-run or within-

day precision are also often used to describe repeatability.

‘‘Intermediate precision expresses within-laboratories varia-

tions: different days, different analysts, different equipment,

etc.’’ [2]. In a strict sense intermediate precision is the total

precision under varied conditions, whereas so-called inter-

assay, between-run or between-day precision only measure the

precision components caused by the respective factors (see

below). However, the latter terms are not clearly defined and

obviously often used interchangeably with each other and also

with the term intermediate precision. ‘‘Reproducibility

expresses the precision between laboratories (collaborative

studies, usually applied to standardization of methodology)’’

[2]. Reproducibility only has to be studied, if a method is

supposed to be used in different laboratories. Unfortunately,

some authors also use the term reproducibility for within-

laboratory studies at the level of intermediate precision, which

should be avoided to prevent confusion.

Precision and bias can be estimated from the analysis of QC

samples under specified conditions. The QC samples should

ideally be obtained from an independent source rather than

produced by the same person(s) performing the validation. This

includes preparing a batch(s) from a different batch of standard.

This approach more properly assesses any bias due to weighing,

dilution or even impurities in standards.

QC samples should be evaluated at least near the extremes of

the calibration range, but preferably also near the middle

[1,3,5,7,8,11,14]. In clinical and forensic toxicology, it seems

reasonable to also quantify concentrations above the highest

calibration standard after appropriate dilution or after reduction

of sample volumes as described by Dadgar et al. [26]. The

acceptance criteria for precision (15% R.S.D., 20% R.S.D. near

LLOQ) and accuracy (bias within � 15% of the accepted

reference value, within � 20% near LLOQ) specified by the

Conference Reports have been widely accepted in bioanalysis

[1,5].

There are two principle approaches for precision data. In the

first approach, five [1,5] to ten [4] independent determinations

are performed for each concentration level under each

repeatability and intermediate precision conditions. In this

straightforward approach, the corresponding precision data can

simply be calculated as R.S.D.s of the values obtained under

these stipulated conditions. The corresponding bias values can

be calculated as the percent deviations of the observed mean

values from the respective reference values. This yields two

bias values for each concentration level, one from the mean

value of the repeatability experiment (within-day or within-run

bias), and one from the mean of the factor-different

intermediate precision experiment (between-day or between-

run bias).

In the second approach, replicates at each concentration

level are analysed on each of a number of different occasions,

e.g. duplicate measurements at each concentration level on

each of eight days [8] or in a number of successive runs [6].

Using one-way analysis of variance (ANOVA) with the varied
factor (e.g. day, run) as the grouping variable, such experi-

mental designs allow separate calculation of repeatability and

of the precision component caused by the grouping variable

from the same data sets, as well as the calculation of factor-

different intermediate precision as the combination of the

previous two. For details of calculations see Refs. [7,13,27–29].

In this approach, the bias values can be calculated as the percent

deviation of the grand means at each concentration level from

the respective reference values. In the opinion of the authors,

the second approach is preferred, because more information can

be derived from this approach with a comparable number of

analyses. Furthermore, the repeatability estimate obtained in

this approach is based on data acquired not only on a single but

on several occasions and thus more likely reflect the actual

repeatability performance of the method.

Unfortunately, in many publications, a mixture of the

abovementioned approaches is used. The experimental design

is the same as in the second approach, with replicates being

analysed on several occasions, but calculations are performed

as in the first approach [4]. Only the replicates from the first

occasion are considered when estimating repeatability, which is

statistically correct but still a waste of valuable information,

because the other occasions are not taken into account. The

calculation of intermediate precision as the (R.)S.D. of all

observations is even more problematic. This way of calculation

treats all observations as independent, which they are in fact

not, because they were obtained in groups on several occasions.

This is not only statistically incorrect, but leads to under-

estimation of intermediate precision [27]. For these reasons, the

mixed approach should not be used in any validation study.

Furthermore, publications describing validated assays should

not only report the experimental design and results of precision

studies but also a detailed description on how the results were

calculated. Otherwise comparison between precision data in

different publications will not be possible.

2.1.4. Lower limit of quantification (LLOQ)

The LLOQ is the lowest amount of an analyte in a sample

that can be quantitatively determined with suitable precision

and accuracy (bias) [2,5]. There are different approaches for the

determination of LLOQ. In the first and probably most practical

approach, the LLOQ is defined as the lowest concentration of a

sample that can still be quantified with acceptable precision and

accuracy (bias) [1–3,5,8]. In the Conference Reports [1,5], the

acceptance criteria for these two parameters at LLOQ are 20%

R.S.D. for precision and �20% for bias. In the second and also

very common approach, the LLOQ is estimated based on the

signal-to-noise ratio (S/N) [3,14]. S/N can be defined as the

height of the analyte peak (signal) and the amplitude between

the highest and lowest point of the baseline (noise) in a certain

area around the analyte peak. For LLOQ, S/N is usually

required to be equal to or greater than 10. A third approach to

estimate the LLOQ is the concentration that corresponds to a

response that is k-times greater than the estimated S.D. of blank

samples [3], where a k-factor of 10 is usually applied. The

concentration is obtained by dividing this response by the slope

of the calibration curve. This approach is only applicable for
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methods where S.D.bl can be estimated from replicate analysis

of blank samples. It is therefore not applicable for most

quantitative chromatographic methods, as here the response is

usually measured in terms of peak area units, which can of

course not be measured in a blank sample analysed with a

selective method. Finally, the LLOQ can be estimated using a

specific calibration curve established using calibration samples

containing the analyte in the range of LLOQ. For details and

calculations, see Refs. [3,7]. One must not use the calibration

curve over the whole range of quantification for this

determination, because this may lead to overestimation of

the LLOQ.

2.1.5. Upper limit of quantification (LLOQ)

The ULOQ is the maximum analyte concentration of a

sample that can be quantified with acceptable precision and

accuracy (bias). In general, the ULOQ is identical with the

concentration of the highest calibration standard [5].

2.1.6. Limit of detection (LOD)

Quantification below LLOQ is by definition not acceptable

[1–3,5,8]. Therefore, below this value a method can only

produce semiquantitative or qualitative data. However,

particularly in analytical toxicology, it can be very important

to know the LOD of the method, which can be defined as the

lowest concentration of analyte in a sample which can be

detected but not necessarily quantified as an exact value [2] or

as the lowest concentration of an analyte in a sample, that the

bioanalytical procedure can reliably differentiate from back-

ground noise [5]. The approaches most often applied for

estimation of the LOD are basically the same as those

described for LLOQ with the exception of the approach using

precision and accuracy data, which cannot be used here for

obvious reasons. In contrast to the LLOQ determination, for

LOD a S/N or k-factor equal to or greater than three is usually

chosen [3,4,6,8,11]. At this point it must be noted that all

these approaches only evaluate the pure response of the

analytes. In toxicology, however, unambiguous identification

of an analyte in a sample requires more complex acceptance

criteria to be fulfilled. Such criteria have recently been

reviewed by Rivier [16]. Especially in forensic toxicology and

doping control, it would certainly be more appropriate to

define the LOD as the lowest concentration of analyte in a

sample, for which specific identification criteria can still be

fulfilled.

2.1.7. Stability

In Conference Report II stability was defined as follows [5]:

‘‘The chemical stability of an analyte in a given matrix under

specific conditions for given time intervals’’. Stability of the

analyte during the whole analytical procedure is a prerequisite

for reliable quantification. Unless data on analyte stability are

available in the literature, full validation of a method must

include stability experiments for the various stages of analysis

including storage prior to analysis. For long-term stability, the

stability in the sample matrix should be established under

storage conditions, i.e. in the same vessels, at the same
temperature and over a storage period at least as long as the one

expected for authentic samples [1,5,8,14,21,22,26]. Since

samples are often frozen and thawed, e.g. for reanalysis,

freeze/thaw stability of analytes should be evaluated over at

least three freeze/thaw cycles at two concentrations in triplicate

[1,5,8,22]. In-process or bench-top stability is the stability of

analyte under the conditions of sample preparation (e.g.

ambient temperature over time needed for sample preparation).

This type of stability should be evaluated to find out, if

preservatives have to be added to prevent degradation of analyte

during sample preparation [5,8,22]. Finally, instability cannot

only occur in the sample matrix, but also in processed samples.

It is therefore important to also test the stability of an analyte in

the prepared samples under conditions of analysis (e.g.

autosampler conditions for the expected maximum time of

an analytical run). One should also test the stability in prepared

samples under storage conditions, e.g. refrigerator, in case

prepared samples have to be stored prior to analysis [5,8,22,26].

A detailed account of experimental designs and statistical

evaluations of stability experiments is beyond the scope of this

article and can be found in Refs. [8,22,26].

2.1.8. Recovery

As already mentioned above, recovery is not among the

validation parameters regarded as essential for method

validation. Most authors agree, that the value for recovery is

not important, as long as the data for LLOQ, (LOD), precision

and accuracy (bias) are acceptable [5,8,26]. It can be calculated

as the percentage of the analyte response after sample workup

compared to that of a solution containing the analyte at a

concentration corresponding to 100% recovery. Therefore,

absolute recoveries can usually not be determined if the sample

workup includes a derivatization step, as the derivatives are

often not available as reference substances. Nevertheless, some

guidance documents request the determination of the recovery

at high and low concentrations [7,14] or even specify that the

recovery should be greater than 50% [7].

In LC–MS(–MS) analysis, a different experimental design

must be used to determine recovery, because part of the change

of the response in prepared samples in comparison to respective

standard solutions might be attributable to ME. In the validation

of LC–MS(–MS), it is therefore more appropriate to perform

the recovery experiments together with ion suppression/

enhancement experiments as described below.

2.1.9. Ruggedness (robustness)

Ruggedness is a measure for the susceptibility of a method to

small changes that might occur during routine analysis, e.g.

small changes of pH values, mobile phase composition,

temperature, etc. Full validation must not necessarily include

ruggedness testing, but it should be performed if a method is to

be transferred to another laboratory [2,3,21,30,31]. Further-

more, it can be very helpful during the method development/

pre-validation phase, as problems that may occur during

validation are often detected in advance. A detailed account and

helpful guidance on experimental designs and evaluation of

ruggedness/robustness tests can be found in Ref. [31].
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2.1.10. Matrix effects (ion suppression/enhancement)

Suppression or enhancement of analyte ionisation by co-

eluting compounds is a well known phenomenon in LC–MS(–

MS) analysis mainly depending on the sample matrix, the

sample preparation procedure, the quality of chromatographic

separation, mobile phase additives, and ionisation type

[18,19,32–39]. While ESI has been reported to be much more

prone to such effects, they may also occur with atmospheric

pressure chemical ionisation (APCI) [18,19,32–35,37,38]. It is

obvious that ion suppression, as well as ion enhancement, may

affect validation parameters such as LOD, LLOQ, linearity,

precision and/or bias – the latter three especially in the absence

of an isotopically labelled IS. Therefore, studies of ion

suppression/enhancement should be an integral part of the

validation of any LC–MS(–MS) method. In the literature, two
Table 1

Summary of proposed experiments, evaluations, and acceptance criteria for full va

Validation parameter Experiments

Selectivity Analysis of at least 6, preferably 10–20 sources of

blank matrix; analysis of 1–2 zero samples (blank

matrix + internal standard); analysis of blank samples

spiked with compounds expected to be present in real

samples, if applicable; analysis of real samples with

suspected interference but without analyte, if applicable

Calibration model At least 4–6 concentration levels; analysis of

at least 5–6 replicates per level

Accuracy (bias) and

precision

QC samples at low, medium and high concentrations

relative to calibration range; analysis of duplicates

on each of 8 different days

LOD Analysis of spiked samples with decreasing

concentrations of analyte

LLOQ Use of accuracy and precision experiments with QC

samples with analyte concentration near LLOQ;

alternatively, analysis of spiked samples with

decreasing concentrations of analyte

Recovery/extraction

efficiency

Low and high concentrations relative to calibration

range; extraction of 5–6 spiked samples, preferably

using different blank matrix sources; analysis of

5–6 100% controls

Processed sample

stability

Processing of samples containing low and high

analyte concentrations; repeated injection of processed

samples at certain time intervals

Freeze/thaw stability QC samples at low and high concentrations relative to

calibration range; analysis of six replicates before

(control) and six replicates after three freeze/thaw

cycles (treatment)

For additional validation experiments on matrix effect to be performed for LC–M
approaches have been used to study ion suppression/enhance-

ments. In the first approach, a solution of the analyte is

constantly infused into the eluent from the column via post-

column tee connection using a syringe pump. The continuous

post-column infusion leads to a constant signal in the detector,

unless compounds that elute from the column suppress or

enhance ionisation, which would lead to a decreased or

increased detector response, respectively [32–36,40–42]. A

comprehensive strategy for the second approach was recently

published by Matuszewski et al. [19]. This paper provides

excellent guidance on how to perform and evaluate studies on

ME in LC–MS(–MS) analysis. The principle approach involves

determination of peak areas of analyte in three different sets of

samples, one consisting of neat standards (set 1), one prepared

in blank matrix extracts from different sources and spiked after
lidation of new analytical methods intended for routine use

Evaluation Acceptance criteria

Checking for interfering signals Absence of interfering

signals

Identification/elimination of outliers;

analysis of behavior of variances across

calibration range; evaluation of weighting

factor in case of heteroscedastic data;

evaluation of linear model; evaluation of

non-linear model, if linear model not

applicable; statistical test of model fit

Statistical model fit;

acceptable accuracy

and precision data

Calculation of bias as percent deviation

of mean calculated value from nominal

value; calculation of precision data using

ANOVA approach

Bias within �15% of

nominal value (�20%

near LLOQ); precision

within 15% R.S.D.

(20% near LLOQ)

Checking for compliance with identification

criteria; alternatively, evaluation of S/N

Compliance with

identification criteria;

alternatively, S/N � 3

Use of accuracy and precision data of QC

samples with analyte concentration near

LLOQ; alternatively, evaluation of S/N in

spiked samples

Compliance with

accuracy and precision

criteria near LLOQ, see

above; alternatively,

S/N � 10

Calculation of recovery as percentage of

response in extracted samples as compared

to control samples; calculation of

respective R.S.D.

Acceptable sensitivity;

reproducible recovery

Linear regression analysis of response

plotted vs. injection time

Negative slope

significantly different

from 0 indicates

instability

Calculation of percentage of mean

concentration in treated samples as

compared to mean concentration

in control samples; calculation of

respective 90% confidence interval

Stability assumed when

mean of treated samples

within 90–110% of

control samples and

95% CI within 80–120%

of control mean

S(/MS)-based methods see Section 2.1.10.
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extraction (set 2), and one prepared in blank matrix from the

same sources but spiked before extraction (set 3). From these

data, one can then calculate the ME (ion suppression/

enhancement) as a percentage of the response of set 2 samples

in relation to those of set 1 samples, the recovery as a

percentage the response of set 3 samples in relation to that of set

2 samples, and finally the so-called process efficiencies as a

percentage of the response of set 3 samples in relation to set 1

samples. For details on the experimental design and calcula-

tions see Ref. [19].

With two well-established procedures for studying ME, the

question arises which one of them is best suited for validation

studies. In the authors’ opinion, the post-column infusion

experiments are very useful during method development,

because it provides information on the retention times where

ion suppression/enhancement is expected, which can then be

avoided by optimizing the separation system. For a validation

study, the alternative approach seems to be more suitable,

because it yields a quantitative estimation of ME and their

variability and is thus more objective. However, no matter

which approach is used in validation studies, it is essential to

evaluate several sources of blank matrix [18,19] just as it has

been described for the selectivity experiments.

2.2. Experimental design for full method validation

While quite a number of guidance documents and reviews on

analytical method validation are available in the literature, there

is little guidance of practical aspects of designing validation

experiments. A paper on a rational experimental design for

bioanalytical methods validation was first published by Wieling

et al. [43]. This experimental design was later modified by

Peters based on considerations discussed in his review article
Table 2

Summary of proposed experiments, evaluations, and acceptance criteria for validati

rare analytes

Validation parameter Experiments E

Selectivity Analysis of at least six sources of blank

matrix; analysis of 1–2 zero samples

(blank matrix + internal standard)

C

Calibration model At least 4–5 concentration levels; analysis

of duplicates at each level

E

no

Accuracy (bias) and

precision

QC samples at low and high concentrations relative to

calibration range; analysis of 5–6 replicates per level

under repeatability conditions

C

ca

of

LOD Analysis of spiked samples with decreasing

concentrations of analyte

C

al

LLOQ Use of accuracy and precision experiments with QC

samples with analyte concentration near LLOQ;

alternatively, analysis of spiked samples with

decreasing concentrations of analyte

U

w

ev

For additional validation experiments on matrix effect to be performed for LC–M
on method validation [9]. The modified design has become the

basis for method validation in a series of methods published by

the working group of Maurer in the last few years [44–50]. A

detailed description of the latest version of this experimental

design, which also contains ion suppression/enhancement

experiments is described in Ref. [13]. A summary of proposed

experiments, evaluations, and acceptance criteria for a full

validation study is given in Table 1. It is recommended to start

the validation studies with the selectivity and ion suppression/

enhancement experiments, because if any of these two

parameters are not acceptable, major changes of the method

might be required. If the method is found to be selective and

free of relevant ME, the processed sample stability should be

assessed to ensure stability of processed samples under the

conditions on the autosampler tray during analysis of large

batches of samples. If the processed samples are stable, one can

proceed to the linearity experiments and evaluation of the

calibration model (linearity experiments). After establishing an

appropriate calibration model, the early validation phase is

complete and the main validation phase can be started, in which

bias and precision as well as freeze/thaw stability are evaluated.

2.3. Validation of methods to be used for single case

analysis

The full validation of a new analytical method is associated

with a considerable workload. The experimental design

described in Ref. [13] comprises a total number of more than

200 sample injections, although the number of samples has

been reduced to the minimum number required for sound

statistics and reliable estimations of validation parameters.

Such extensive validation studies are certainly justified if an

analytical method is to be used routinely, e.g. for analysis of
on of new analytical methods to be used in single case studies or for analysis of

valuation Acceptance criteria

hecking for interfering signals Absence of interfering

signals

valuation of linear model; evaluation of

n-linear model, if linear model not applicable

Acceptable accuracy

and precision data

alculation of bias as percent deviation of mean

lculated value from nominal value; calculation

precision data as R.S.D.

Bias within �15% of

nominal value (�20%

near LLOQ); precision

within 15% R.S.D.

(20% near LLOQ)

hecking for compliance with identification criteria;

ternatively, evaluation of S/N

Compliance with

identification criteria;

alternatively, S/N � 3

se of accuracy and precision data of QC samples

ith analyte concentration near LLOQ; alternatively,

aluation of S/N in spiked samples

Compliance with

accuracy and precision

criteria near LLOQ, see

above; alternatively,

S/N � 10

S(/MS)-based methods see Section 2.1.10.
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common drugs of abuse in driving under the influence of drugs

cases in forensic toxicology, for therapeutic drug monitoring of

antidepressants in clinical toxicology, or for analysing samples

from pharmacokinetic studies in research projects. Further-

more, extensive validation is required if the method is to be

published.

For methods used for analysis of rare analytes or in

publications of case reports, it is certainly acceptable to reduce

the extent of validation experiments. A summary of proposed

experiments, evaluations, and acceptance criteria in such

situations is given Table 2. Here, it would not be necessary to

perform stability and recovery experiments. In addition, the

number of concentration levels and replicates in the linearity

experiments might be kept at minimum, e.g. four to five levels

with duplicate measurements at each level. In some situations it

might even be sufficient to use one point calibration. Finally, it

should be acceptable to limit the precision and accuracy

experiments to evaluation of repeatability and bias at two

concentration levels with five or six replicates per level.

However, a minimum of validation experiments are necessary

even in the mentioned situation, because the reliability of single

case data must be ensured, considering that only such data are

available for some analytes.

2.4. Validation in analysis of partly decomposed or

putrefied post-mortem specimens

A special situation in the context of method validation is

post-mortem analysis of partly decomposed or putrefied

samples since the composition of such specimens may vary

considerably from case to case [51]. It is questionable if the

validation parameters acquired in a validation study using

matrix samples from one or several post-mortem cases would

be representative for others. For this reason, a useful approach

would be to use the method of standard addition [52], in which

calibration and quantification are performed in the sample

matrix of the case in question. The standard error of the

predicted concentration in the sample might be used as a rough

estimation of precision. In these post-mortem cases accurate

quantification is not necessary since the degradation of the

specimen has already affected the drug concentration. Hence,

all such data should be reported as approximate no matter how

well the analysis has been conducted.

3. Conclusions

Validation of new methods in analytical toxicology is an

integral part of quality assurance, accreditation, and publica-

tion. Methods intended for routine use or publication must be

fully validated to objectively demonstrate their applicability for

the intended use. For methods used for analysis of rare analytes

or in single cases, the number of validation experiments and

parameters to be evaluated may be reduced, but a minimum

validation is necessary to ensure sufficient quality of the results.

Only for post-mortem analysis, method validation is proble-

matic, because not only is acquisition of representative

validation data virtually impossible owing to varying composi-
tion of samples but also the concentration of drug is no longer

what it was at the time of death.
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