Critical reading of epidemiological papers  
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Many clinicians, medical practitioners and decision makers have no formal training in epidemiology but need to understand and sometimes evaluate results in epidemiologic studies. This paper attempts to give guidance to non-epidemiologists on how to read and evaluate the quality of epidemiologic studies and their results critically. Different methodological issues for evaluating whether the results of a study are causal or by bias, chance or confounding are given. This includes criteria for the choice of an appropriate study design followed by problems of the definition of the study population and the sample selection. We will also point to potential sources of bias in the data collection procedure and list some principles for statistical analysis. Finally, we include comments on how the results should be presented and issues which are related to public health and ethical questions. Although it is not usually possible to perform a perfect study and the correct approach to study design and analysis is often highly dependent on specific features of the population and the surroundings, our paper should help to distinguish between weak and strong investigations and papers.
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Many clinicians, medical practitioners and decision makers have no formal training in epidemiology. Nevertheless, they are users of the results of epidemiologic studies. Their understanding of the results may have an impact on political or regulatory board decisions, on the setting of occupational limits for exposure to chemical or physical carcinogens and on therapeutic decisions. This paper attempts to give guidance to non-epidemiologists on how to read and evaluate the quality of epidemiologic studies and their results critically. The focus is on 'classical' epidemiology which is primarily concerned with the statistical relationship between disease agents and non-infectious risk factors. An example is investigation of the association between alcohol consumption and breast cancer or between oral contraceptive use and ovarian cancer. We will use the case control design as our main example to bring specific issues to the readers' attention and to help them discover the potential biases and pitfalls as well as strengths of epidemiologic studies.

So far, only a few journal articles have offered help in systematically assessing the quality of epidemiologic studies. They vary from short checklists to detailed papers focusing on specific aspects such as data quality and communication of results. Most work has been done in the field of occupational medicine. Subject-specific guidelines have been published for the evaluation of health care technologies and for drug research. There are also guidelines specifically dealing with the quality of statistical analysis. This paper covers criteria for the choice of an appropriate study design and highlights potential sources of bias in the selection of subjects, data collection and analysis. Although it is not usually possible to perform a 'perfect' study and the 'correct' approach to study design and analysis is often highly dependent on specific features of the population and the surroundings, our paper should help to distinguish between weak and strong investigations and papers. Our paper is not sufficient for a clinician to carry out his/her own study. We strongly recommend consulting with an epidemiologist or biostatistician already in the planning phase of a study.

CRITERIA FOR EVALUATION

The main question in an evaluation of the results of any epidemiologic study is judging whether the observed association between the exposure and the disease is causal or whether it is induced by a systematic error, a random error or by confounding. Systematic errors can be caused by the way subjects are selected for the study or in the way the information is obtained from them. Random error plays a major role if the study size is small or the individual variation is high. An observed association could also be induced due to differences between subjects in one other variable (confounder) which was not measured or not taken into account in the analysis. The following sections will consider different methodological issues for evaluating whether the results are causal or not.
Criteria for selection of a study design

The main types of investigation in analytical epidemiology are case control studies and cohort studies or derivatives thereof. Many factors influence the decision for a study design; reasons for the choice should be presented—particularly when non-standard designs are used. Table 1 provides a list which helps in evaluating whether a design is appropriate. Deviations from these rules are sometimes needed but the reasons for other designs should be well explained.

Definition of the study population and sample selection

The distinction between the study population (target population, i.e. population for which results are wanted), the sample population (brut sample, i.e. population selected to be included in the study) and the population for which data are available and on which the analysis is based (net population, i.e. sample population minus subjects which are eligible but do not participate) is helpful in evaluating for which population the results are valid and to what degree they can be generalised.

Each quantitative study requires a careful decision about the required sample size. Power calculations should be based on requirements either for significance testing or for precision. The investigation should be large enough to find important associations but should not be larger than needed. A good report should include a formal power calculation and provide pragmatic reasons for the final decision on the study size. The power calculation should take non-response rates into account, as well as a possible subgroup analysis. For a case-control study with a 1:1 ratio of cases:controls and a significance level (probability of type I error) of 5%, the sample size required to avoid a type II error is shown in Table 2.

Note that large numbers are needed when the prevalence of the exposure is rare and/or the relative risk is small. If subgroup analysis is performed, the numbers in Table 2 are needed for each subgroup. The value of extensively small studies is questionable and they should not be performed in the first place.

Most epidemiological studies are of observational nature and based on comparisons between exposed and non-exposed or between diseased and non-diseased subjects.

Table 1: Appropriate design for different investigations

<table>
<thead>
<tr>
<th>Purpose of the investigation</th>
<th>Study type</th>
</tr>
</thead>
<tbody>
<tr>
<td>Investigation of a rare disease such as cancer</td>
<td>Case-control study</td>
</tr>
<tr>
<td>Investigation of a rare exposure such as industrial chemicals</td>
<td>Cohort study in population where exposure is present</td>
</tr>
<tr>
<td>Investigation of multiple exposure such as combined effects of oral contraceptive and smoking</td>
<td>Case-control study</td>
</tr>
<tr>
<td>Investigation of multiple outcome such as mortality risk for several causes</td>
<td>Cohort study</td>
</tr>
<tr>
<td>Estimating incidence rates in exposed populations</td>
<td>Cohort study only</td>
</tr>
<tr>
<td>Investigation of covariates varying over time</td>
<td>Preferably in cohort study</td>
</tr>
</tbody>
</table>

Evidently, the correct choice of groups to be compared is crucial in order to achieve valid results. In case-control studies, the presence of exposure among cases should be compared with the presence of exposure among persons which are similar in all aspects except that they do not have the disease. In theory this would be best achieved by drawing a random sample from the population in which the disease occurs. As this is not always possible, an important issue is to judge whether the selection of the sample population may have introduced a bias.

To evaluate this, authors should provide a comprehensive description of the study population and the sample population in terms of age distribution, place of residence, time period, nationality and ethnicity. In addition, the total numbers of the brut and net sample populations and of important subgroups should be given. The reader should then check whether the sample population is a random sample of the study population, i.e. that all members of the study population had the same chance of being included in the sample. This condition is possibly violated in case-control studies if, for example,

- controls are selected from an incomplete list (telephone directories, lists, and drivers licence registries),
- control selection does not include institutions, e.g. homes for elderly persons,
- diseased subjects are excluded from control selection,
- healthy subjects are excluded from control selection ("hospital controls"), and
- interview times are not suitable for persons on shift work.

It is often not feasible to draw a random sample from the total eligible population. However, any compromise in sampling may introduce bias. The magnitude of the bias can be assessed by checking whether

- the same selection and inclusion criteria are used for cases and controls, e.g. for age, race, place of residence, social class, ownership of telephone, etc.,
- the percentage of persons included in the sample is the same for major subgroups such as for females and males and for different age groups (unless this was explicitly planned differently), and
- for hospital controls, a large variety of distinct diagnoses are included in the control group.

A good paper should contain a description of persons that are not included in the study.

Data collection, exposure assessment and information bias

The outcome variable, which is usually the diagnosis of the disease of interest or the cause of death, will be...
Measurement errors are a major source of variability in epidemiologic results. Errors are so-called 'non-differential' if they are the same for diseased and non-diseased persons in case-control studies. In this situation the estimates are biased towards no effect, the precision is decreased and the power is reduced. If misclassification is not the same for cases and controls, the bias may have any direction and even reverse the true effect. In cohort studies, differential misclassification can occur when death certificates are used for one group but health insurance data are used for the comparison group. In case-control studies, this problem can arise when cases are interviewed by a questionnaire and controls by telephone but also if they recall life events differently. The reader should pay major attention to this problem when evaluating the results.

The correct technique of exposure assessment is highly dependent on the risk factors of interest (e.g. diet, occupational exposure to chemicals, radiation and smoking habits). However, a few criteria are applicable to most measurement problems, including diagnosis and exposure assessment. Quality of data collection is often improved if the sampling procedures and the data collection methods have been tested in a pilot study and if additional investigations to validate the instruments, e.g. the questionnaire or the diagnosis procedures, are performed.

To assess whether misclassification may have occurred and to decide whether it is likely to be non-differential or not, one should examine whether the data collection is identical (or at least similar) for cases and controls. For example, the following:

- The same persons should interview cases and controls.
- The interview techniques (e.g. whether person-to-person or telephone interview) should be the same for everybody.
- Cases and controls should be interviewed at the same place (at home or in hospital).
- If possible, interviewers should not know the disease status of the interviewees.
- The data sources used for cases and controls should be the same, e.g. if blood group is needed, a differential error is introduced if controls are asked about their blood group and medical records are inspected for cases.

In addition, non-differential errors may appear if non-response rates differ between cases and controls or the percentage of missing values for some variables differ between cases and controls.

In some circumstances, the above-mentioned deficiencies cannot be avoided, but may be reduced. For example, if interviews with next of kin (proxy interviews) were performed, then proportions of these interviews should be reported, a validation study regarding the quality of the proxy interviews should be performed and the analysis with and without proxies should be compared.

### Statistical Analysis

The statistical analysis should summarise the crude data in a clear way; assess how likely it is that differences between groups (e.g. in exposure levels) are merely due to chance (random variability) and assess whether differences persist (or appear) when confounding variables are controlled for. Statistics cannot make up for samples which are too small or control bias in the study design.

The protocol for the statistical analysis should have been fixed prior to the analysis. A clear distinction should be made between formal hypothesis testing and a more explorative analysis. In most investigations, explorative modelling will be performed and the limitations of these results should be discussed. The statistical analysis should always start with a comprehensive description of the data, including response rates, but and net samples and deviation of the achieved from the intended sample population. In the second part, crude and stratified analyses should be performed and statistical models used to investigate the association between the risk factors and the disease. The following are some criteria for assessing whether an acceptable standard of statistical analysis is achieved:

- The overall strategy for analysing as intended should be outlined.
- A clear distinction between planned and ad hoc analysis should be given in the paper.
- The description of the analysis should be sufficient to understand precisely what has been done and to be reproducible. For example, statistical tests and estimation procedures should be described, variables used in the analysis should be listed, transformations of continuous variables (such as logarithm) should be explained, rules for categorisation of continuous variables should be presented, deleting of outliers should be elucidated and how missing values are dealt with should be mentioned.
- Is the analysis adjusted for relevant confounders? Although it is rather difficult to assess whether the confounder adjustment is appropriate, clarification of several points are needed: Which confounders are mentioned? How are confounders defined as being relevant? and Was adjusting done, e.g. by matching, multivariate modeling or stratification?
- If statistical models are used, the model building process should be transparent. It should be stated how variables were included or excluded from the multivariate model and results from different models should be described and compared. Sensitivity analyses could be used to investigate the model assumptions.
- Confidence intervals should be given for all estimations.
- If numbers are small (say below 30), exact tests should be used, if available.
- Potential bias and its influence on the results should be investigated, e.g. by using results from a validation study or by performing some sensitivity analysis.
Author's critical assessment of the results

- Critical discussion of the findings

The last part of a publication should include two major parts. First, the authors need to discuss the results, i.e. whether they confirm or contradict existing knowledge about the association between the disease and risk factors and what the study has added to existing knowledge. The authors should discuss the consistency between their findings and those of other studies, but also unexpected observations. Second, the authors should carefully discuss the limits of as well as biases and potential flaws in their study design, data management and analysis. Some important points are as follows.

- The findings should be compared with current knowledge.
- Not only significant but also non-significant results should be presented. (There is a danger of so-called 'publication bias', meaning that significant results are more likely to be presented. It is important for further research that negative studies and non-significant results are also reported in an adequate way.)
- The limitations of the study should be outlined and the influence of these potential limitations should be discussed (but not only with some standard phraseology).
- A clear distinction between 'no effect' and 'no observed effect' should be made (i.e. non-significant results due to a too small sample size).
- Suggestions for further research which arise from the study should be presented.

- Public health relevance

The quality of an epidemiologic study goes beyond technique. Of equal importance is its actual benefit to the health of the population: do the findings contribute towards prevention or improved management of cases? An epidemiologic study may have been carried out in a methodologically sound way and achieved statistically significant results. This does not imply its importance for public health or clinical care. The term 'significant' has a meaning in statistics which is different from its everyday meaning, namely 'relevant' or 'important'. Even a small increase in relative risk can be statistically significant if the sample size is large enough; however, if the exposure is rare, the association may be of little (if any) practical importance. Nevertheless, such findings (e.g. a slightly elevated risk of childhood leukemia near nuclear installations) often have enormous emotional impact on experts as well as on the public. The additional information required from a public health point of view is the fraction of cases which could be prevented if the exposure were removed. A prerequisite for this calculation is which the association under study is causal, which would have to be supported by additional evidence. Finally, to be of public health interest, the exposure under study has to be vulnerable to intervention.
- How prevalent is the exposure under study in the study population (or in the general population if the study population is a representative sample thereof)?

- How large is the attributable risk among the exposed or the population attributable fraction?
- Can the exposure under study be modified or removed?

- Ethical issues

Many ethical imperatives in epidemiologic research are self-evident, e.g. minimising harm or comparing treatments in a clinical trial (or interventions in a community trial) only in the absence of evidence that one intervention is better than the other. An outright unethical study should not have been conducted in the first place. Still, a reader may wish to see whether i) the most important ethical aspects are discussed (consent, benefit to the population under study and potential for harm), ii) an ethics committee had overseen the study, and iii) whether the study was large enough to investigate the question of interest (small studies are unethical if it is known in advance that they would not be able to investigate the question of interest and are a waste of money and resources).

Final remarks

This paper is intended as a guide for non-epidemiologists evaluating publications of epidemiological studies. It focuses on the most important issues regarding scientific quality and is intended to help users distinguish between methodologically strong studies and particularly weak and biased studies which can be identified by carefully inspecting a published paper along the lines presented here. Decision makers may wish to exclude studies with many flaws or deficiencies from their considerations. This guide is not sufficient for planning and conducting epidemiologic research. For this purpose readers will need to refer to textbooks to obtain background information. We recommend the books by Rothman and Greenland for epidemiologic methods, Kirkwood for basic statistical methods and Clayton and Hills for further statistical modelling. Breslow and Day have provided a comprehensive description of statistical methods in cohort and case-control studies.
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