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Data Deluge Enabling New Challenges
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(Courtesy of Judy Qiu, Indiana University, 2011)
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From Desktop/HPC/Grids to
Internet Clouds in 30 Years

HPC moving from centralized supercomputers \
to geographically distributed desktops, desksides,
clusters, and grids to clouds over last 3

R/D efforts on HPC, clusters, Grids, P
machines has laid the foundation of cloud
that has been greatly advocated since 2007

Location of computing infrastructure in areas wi
lower costs in hardware, software, datasets,

space, and power requirements —moving fro
desktop computing to datacenter-based cloud



Interactions among 4 technical challenges :
Data Deluge, Cloud Technology, eSeience,
and Multicore/Pareallel Computi

(Courtesy of Judy Qiu, Indiana University, 2(
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Technology Convergence toward HPC for
Science and HTC for Business

Web services
Datacentres =R
Ltility Computing l};lfs(m:fl:s
Service Computing and HPC in
Grid Computing Scientific
P2P Computing Applications
(oud Computing

Computing Paradigms

B Ubiquitous : Reliable and Scalable
B Autonomic : Dynamic and Discovery
B Composable : QoS, SLA, etc.

Attributes/Capabilities

(Courtesy of Raj Buyya, University of Melbourne, 2011)
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2011 Gartner "IT Hype Cycle” for Emerging Technologies
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Improvemeant in processor and nebwork lechnologies over 33 years.
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Figure 1. 8 Five micro-architeciures that are cunrent in use in modern processors that exploit
both ILP and TLP supported by multicore and multithreading technologies
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Architecture of A Many-Core
Multiprocessor GPU interacting

with a CPU Processor
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FIGURE 1.9
GPU and CPU performance in Gllops/Wallt/core, compared with €0 Gllops/Wall/core projected in future
Exascals syslems.
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Datacenter and Server Cost Distribution
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Virtual Ma hitecture
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Primitive Operations in Virtual Machines:
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FIGURE 1.13

VM mult plexing, suspension, provision, and migration in a dietributed computing environment.
| Courtesy of M. Rosenbium, Keynote address, ACM ASPLOS 2006 [41])
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Concept of Virtual Clusters

Cluster 1

4 '..r' ,.“ '..' S 5 ‘ . n
Fig.1. A Campus Area Grid Fig.2. Virtual machines in a cluster
environment

(Source: W. Emeneker, et et al, “Dynamic Virtual Clustering with Xen and Moab,
ISPA 2006, Springer-Verlag LNCS 4331, 2006, pp. 440-451)
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Table 1.2 Classification of Distributed Parallel Computing Systems

Functionality,
Applications

Multicomputer
Clusters [27, 33]

Peer-to-Peer
Networks [40]

Data/Computational
Grids [6, 42]

Cloud Platforms
1, 9,12, 17, 29]

Architecture,
Network
Connectivity
and Size

Network of compute
nodes interconnected
by SAN, LAN, or
WAN, hierarchically

Flexible network of
client machines
logically connected by
an overay network

Heterogeneous clusters
interconnected by high-
speed network links over
selected resource sites.

Virtualized cluster of
servers over datacenters
via senvice-level
agreement

Control and

Homogeneous nodes

Autonomous client

Centralized control,

Dynamic resource

and network-
centric services

computing, search
engines, and web
senvices, efc.

business file sharing,
content delivery, and
social networking

computing, global
problem solving, and
datacenter services

Resources  |with distributed control,|nodes, free in and out, |server oriented with provisioning of servers,
Management |running Unix or Linux |with distnbuted self- |authenticated secunty, storage, and networks
organization and static resources over massive datasels

Applications |High-performance Most appealing to Distributed super- Upgraded web search,

utility computing, and
outsourced computing
Senices

Representative
Operational
Systems

Gooqgle search engine,
SunBlade, IBM Road
Runner, Cray XT4, etc.

Gnutella, eMule,
BitTorrent, Mapster,
KafaA, Skype, JXTA,
and .NET

TeraGrd, GriPhyN,
Uk EGEE, D-Grid,
ChinaGrid, efc.

zoogle App Engine, |IBM
Bluecloud, Amazon Web
Service{ AWS), and
Microsoft Azure,

Copyright © 2012, Elsevier Inc. All rights reserved.




A Typical Cluster Architecture
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FIGURE 1.15

A cluster of servers interconnected by a high-bandwidth SAN or LAN with shared I/0 devices and disk amays;
the cluster acts as a single computer attached to the Internet.
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FIGURE 1.16
Compultational grid or data grid providing computing ulility, data and information services through resource
sharing and cooperalion among participaling organizations.
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A Typical Computational Grid

1. Weather sensors feed data to

workstation at Caltech that is per-

-
.I"

lu.-rmr:‘ MNmo ,‘:}u«vic‘ simulation:

[ Universty of Wisconsin 1o heip

|

S.Linux machines crunch data \
from server and transfer output

to Laltech workstetion

\/

Q/
s,/ ”°°

_

\s\

Q

¥

4. Server atUmversity of lllinois
: the simulation
fetches resules from Wisconsin

computers

2. Workstation enlists computers at

£

3. Dozens of computers
scatber=d across Wisconsin

campus perform pleces of

Figure 1.17 An example computational Grid built over specialized computers at three
resource sites at Wisconsin, Caltech, and lllinois. (Courtesy of Michel Waldrop,

“Gnd Computing”, IEEE Computer Magazine, 2000. [42])
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FIGURE 1.17

The structure of a P2P System by mapping a physical 1P network 1o an overlay network built with virtual
Lirks.

(Courtesy of Zhenyu Li, Institute of Computing Technology, Chinese Academy of Sciences, &
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Table 1.5 Major Categories of P2P MNetwork Families [42]

aystem
Features

Attractve
Apphcatons

Operational
Problems

Example
Syaterms

Distributed File
sharing

Content
distribution of MP3
MUSICc, Video, open
aoftware, &tc.
Loose secunty and
senous anline
Copynght wolatons

Ginutella, Mapster,
ehMule, Bit Tomeant,
Aamster, Kadad,
etc.

Collaborative
Platform

Irnstant messaging,
collaboratve
desKn and gaming

Lack of trust,
aisturbed by
spam, prvacy, and
peer collusion

120, AN, Groowe,
Magl, Multiplayer
Games, Skype,
etc.

Distributed P2P
Computing

Scientific
exploraton and
socal networking

Securty holes,
selfish partners,
and peer collusion

SETI@home,
Geonome@home,
(=] (ol

P2P Platform

Open networks for
publc resources

Lack of standands
or protecton
protocols

JHTA, NET,
FightingAid@home,
etc.

Copyright © 2012, Elsevier Inc. All rights reserved.




The Cloud

Historical roots in today’s
Internet apps

Search, email, social networks

File storage (Live Mesh, Mobile
Me, Flicker, ...)

A cloud infrastructure provides a
framework to manage scalable, reliable,
on-demand access to applications

A cloud is the “invisible” backend to many
of our mobile applications

A model of computation and data storage
based on “pay as you go” access to
“unlimited” remote data center
capabilities

Copyright © 2012, Elsevier Inc. All rights reserved.



Basic Concept of Internet Clouds
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The Next RevolutioninIT
Cloud Computing

Classical Computing Cloud Computing

Buy & Own Subscribe

Hardware, System Software, Use
Applications often to meet peak

needs.

O
Install,l@onfigure, Test, Verify,

Evalu
c

Manag®

. 0
FinallyrUse it

>\
$$$$...E)$(H|gh CapEx)

$ - pay for what you use, based on

QoS _
(Courtesy of Raj Buyya, 2012)

>
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Infrastructure as a
Service

~71 Eucalyptus
P

flexiscale

Paas: Provide a
programming
environment to
bulld and manage
the deployment
of a cloud
application

RIGHT SCaLe

Saas: Delivery of
software from the
cloud to the desktop

Google I

\ | &) — _ fdoudera
Platform as a Service @ Py ‘

c:-h
-

[
FIGURE 1.19

Three cloud service models in a cloud landscape of major providers.

{ Courtesy of Dennis Gannon, keynote address & Cludcom2010 [19])
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Cloud Computing Challenges:
Deahng W|th tOO many |SSU€S (Courtesy of R. Buyya)

pricingd Scalability N
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/
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Utility & Risk
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Legal & DN
Regulatory \

S~— Software Eng.

= Complexity
Programming Env.
& Application Dev. ()
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—
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B Smart Earth
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Opportunities of 0T in 3 Dimensions

« On the move
» Outdoors and indoors

» Night
*Daytime

* Onthe move
* Outdoors
* Indoors (away from the PC)

« At the PC
_ Any PLACE connection

» Between PCs
* Humanto Human (H2H), notusinga PC

* Human to Thing (H2T), using genenc equpment
« Thing to Thing (T2T)

(courtesy of Wikipec
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System Scalability vs. OS Multiplicity

4
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1 10 0% 10° 104 10° 108 107
Multiplicity of OS images in a system

FIGURE 1.23
Syslem scalability versus multiplicity of 08 images basad on 2010 lechnology.
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System Availability vs. Configuration Size :

= =tem availability
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FIGURE 1.24
Eslimaled system availability by system size of common configurations in 2010,
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Table 1.6 Feature Comparison of Three Distributed Operating Systems

Distributed OS5
Functionality

History and Cumrent
watem Status

Distnbuted OS
Architecturs

05 Kermal, Middeware,

and Virtualzation
Support

Communication
Mecharsms

AMOEBA developed
at Vrije University [46]

Wiritten in © and tested
in the Bumpean
Community; wersion 5.2
released in 1995
Microkaernal-based and
location-transparent,
USES many serers to
handle hiles, directory,
rephication, run, boot,
and TCPAP services

A special microkennel
that handles low-level
process, memony, O,
and cCommurecaton
funchions

Uses a network-layer
FLIF protocal and RPC
o implement pont-1o-
point and group
CoOmMmurecaton

DCE as OSF/M1 by
Open Software
Foundation [7]

Built a3 a user
extenson on top of
LN WS, Windows,
052, etc.

Middleware 05
providing a plattorm for
running distnbuted
applications; The
aystem supports RPC,
secunty, and threads
DCE packages handle
Tk time, arectory,
secunty sernvices, RPC,
and authenbcaton at
micklleware or user
space

RPC supports
authenmticated
communication and
other secunty Senices
IN uSer programs

MOSIX for Linux
Clusters at Hebrew
University [3]

Developed since 1977,
now called MOSI2
used in HPC Linwe and
GPU clusters

A distributed OS5 with
resource discovery,
process mgration,
runtime support, lbad
balancing, flood control,
conbiguraton, etc.
MOSH2 runs with
Linwe 2.6; exdensions
for use in mutipke
Clusters and clouds
with provisioned Vivis

=sing PVM, MPI in
collectve
commurications,
prarty pr g5 oortrol,
and Jqueung senices
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Transparent Cloud Computing Environment

i, - it

e —
b

Cloud Data Storage | Data owned by users,
independent of

—4/ - -
= applications.

-

User Data

%

s | S fi— = [ o= | E— | o] | -— s 11
Standard programming interface for various environment

=/ H 8 5 =

Ix=—y = > 1] _ : ! S20 —_—
Standard Interface for Accessing User Data Securely
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g

Application N

—

Oereils. |

Standard hardware interface for users to choose different OSes

Hardware : , g 5 j

Figure 3 Transparent computing that separates the user data, application, OS, and hardware
in time and space - an ideal model for future Cloud platform construction




Parallel and Distributed Programming

Table 1.7 Parzllel and Distributed Programming Models and Tool Sets

Moclel
MPI

MapReduce

Fadoop

Description

A library of subprograms that can be
caled from C or FORTRAN to write
paralel programs running on distnbuted
computer systems [6,28,42]

A Web programming model for scalable
data processing on large clusters over
large data sets, orin Web search
operations [16]

A software library o write and run large
user apphcations on vast data sets n
business appicatons (htp:/hadoop
Apache.org/core)

Features

Specify synchronous or asynchronous
point-to-point and colliectve
communication commands and 10
operations in user programs for
MEssage-passing execution

Map function generates a set of
intermediate key/value pairs; Heduce
function merges all intemediate values
with the same key

A scalable, economical, eficient, and
reliabie tool for prowding users with
easy access of commercal clusters

Copyright © 2012, Elsevier Inc. All rights reserved.
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Grid Standards and Middleware :

Table 1.9 Grid 5tandards and Toolkits for scientific and Engineering Applications

rid Standards Major Grid Service Kev Feature: and Security
Functonalities Infrastructure
OGSA Open Grd Semice Architecture Support heteropeneon: distmbuted environment,
Standard affers common erd service bndzing CA. makipls rusted mismmedianss,
standards for peneral public use dynamic policies, pmltiple sacunty mechanisms, etc.
Clobus Fesource allocatton, Globus security|  Sigp-in mli-site authentication with PEIL Eerberos,
Toollits mirasmucure ((50), and genersc SaL, Proxy, delegaton, and G55 AP for message
SECUINTY SeTVICE -?'.PI imteprity and confdentiality
IBM Grid | AIX and Linux prids built on top Using simple CA, sTaning access, znd semvice (Rab’),
Toolbox af Globus Toolkit, autonomic supparing Grd application for Java (GAF4]), GrndMap
computing, Replica sarvices in Inralnid for secarity update.
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FIGURE 1.26

Four operational layvers of distributed computing systems.
Courtesy of Zomays, Rivanai and Lee of the Unversity of Sydney (3317)
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Energy Efficiency :
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Figure 1.30 DVFS technique (right) original task (left) voltage-frequency scaled task

(Courtesy of R.Ge, et al, "Performance Constrained Distributed DVS Scheduling for Scientfic
Applications on Power-aware Clusters®, Proc. of ACM Supercomputing Conf., 2005 [18].)
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System Attacks and Network Threads

Loss of Loss of Loss of Improper
confidentiality integrity availalsility authentication
Infommation Integrity Denial of Hegitimate:
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FIGURE 1.25

Various syslem allacks and nebwork threals 1o the cyberspace.
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