PHYSICAL CHEMISTRY
FOR THE LIFE SCIENCES |[&7ex




This page intentionally left blank



Physical Chemistry for the Life Sciences



Library of Congress Number: 2010940703

© 2006, 2011 by PW. Atkins and J. de Paula
All rights reserved.

Printed in Italy by L.E.G.O. S.p.A

First printing

Published in the United States and Canada by
W. H. Freeman and Company

41 Madison Avenue

New York, NY 10010

www.whfreeman.com

ISBN-13:978-1-4292-3114-5
ISBN-10: 1-4292-3114-9

Published in the rest of the world by
Oxford University Press

Great Clarendon Street

Oxford OX2 6DP

United Kingdom

Www.oup.com

ISBN: 978-0-19-956428-6



Physical Chemistry
for the Life Sciences

Second edition

Peter Atkins

Professor of Chemistry, Oxford University

Julio de Paula
Professor of Chemistry, Lewis & Clark College

[ |
.- W. H. Freeman and Company
New York



This page intentionally left blank



Contents in brief

Prolog XXi
Fundamentals 1
PART 1 Biochemical thermodynamics 21
1 The First Law 23

2 The Second Law 69

3 Phase equilibria 94

4 Chemical equilibrium 135

5 Thermodynamics of ion and electron transport 181
PART 2 The kinetics of life processes 217
6 The rates of reactions 219

7 Accounting for the rate laws 243

8 Complex biochemical processes 273
PART 3 Biomolecular structure 311
9 Microscopic systems and quantization 313

10 The chemical bond 364
11 Macromolecules and self-assembly 407
PART 4 Biochemical spectroscopy 461
12 Optical spectroscopy and photobiology 463
13 Magnetic resonance 514

Resource section

1 Atlas of structures 546
2 Units 558
3 Data 560
Answers to odd-numbered exercises 573
Index of Tables 577

Index 579



This page intentionally left blank



Full contents

Prolog XXi
The structure of physical chemistry XXi
(@) The organization of science XXi

(b) The organization of our presentation XXii
Applications of physical chemistry to biology and medicine XXii
(@) Techniques for the study of biological systems XXii

(b) Protein folding xxiii

(c) Rational drug design XXV

(d) Biological energy conversion XXV
Fundamentals 1
F.1 Atoms, ions, and molecules 1
(@ Bonding and nonbonding interactions 1

(b) Structural and functional units 2

(c) Levels of structure 3
F.2 Bulk matter 4
(@) States of matter 4

(b) Physical state 5

(c) Equations of state 8
F.3 Energy 10
(@) Varieties of energy 11

(b) The Boltzmann distribution 13
Checklist of key concepts 17
Checklist of key equations 17
Discussion questions 18
Exercises 18
Projects 19
PART 1 Biochemical thermodynamics 21
1 The First Law 23
The conservation of energy 23
1.1 Systems and surroundings 24
1.2 Work and heat 25
(@) Exothermic and endothermic processes 25

(b) The molecular interpretation of work and heat 26

(c) The molecular interpretation of temperature 26

Case study 1.1 Energy conversion in organisms 27
1.3 The measurement of work 29
(@) Sign conventions 29

(b) Expansion work 30

(c) Maximum work 31

1.4 The measurement of heat
(@) Heat capacity
(b) The molecular interpretation of heat capacity
Internal energy and enthalpy
1.5 The internal energy
(@) Changes ininternal energy
Example 1.1 Calculating the change in internal energy
(b) The internal energy as a state function
(c) The First Law of thermodynamics
1.6 The enthalpy
(@) The definition of enthalpy
(b) Changes in enthalpy
(c) The temperature dependence of the enthalpy
In the laboratory 1.1 Calorimetry
(@) Bomb calorimeters
Example 1.2 Calibrating a calorimeter and measuring
the energy content of a nutrient
(b) Isobaric calorimeters

(c) Differential scanning calorimeters

Physical and chemical change
1.7 Enthalpy changes accompanying physical processes
(@) Phase transitions
(b) Enthalpies of vaporization, fusion, and sublimation
1.8 Bond enthalpy
Example 1.3 Using mean bond enthalpies
1.9 Thermochemical properties of fuels
Case study 1.2 Biological fuels
1.10 The combination of reaction enthalpies
Example 1.4 Using Hess’s law
1.11  Standard enthalpies of formation
Example 1.5 Using standard enthalpies of formation
1.12  Enthalpies of formation and computational chemistry
1.13 The variation of reaction enthalpy with temperature

Example 1.6 Using Kirchhoff’s law

Checklist of key concepts
Checklist of key equations
Discussion questions
Exercises

Projects

32
33
34
34
35
35
36
37
38
38
39
39
41
42
42

43
44
44

46
46
46
47
49
51
52
55
57
58
58
59
61
62
63

64
65
65
65
68



viii FULL CONTENTS

2 The Second Law 69
Entropy 70
2.1 The direction of spontaneous change 70
2.2 Entropy and the Second Law 7
(@) The definition of entropy 71
(b) The entropy change accompanying heating 73
(c) The entropy change accompanying a phase transition 75
(d) Entropy changes in the surroundings 77
2.3 Absolute entropies and the Third Law of thermodynamics 77
In the laboratory 2.1 The measurement of entropies 78
2.4 The molecular interpretation of the Second and Third Laws 80
(@) The Boltzmann formula 80
(b) The relation between thermodynamic and
statistical entropy 81
(c) The residual entropy 82
2.5 Entropy changes accompanying chemical reactions 82
(@) Standard reaction entropies 82
(b) The spontaneity of chemical reactions 83
The Gibbs energy 84
2.6 Focusing on the system 84
(@) The definition of the Gibbs energy 84
(b) Spontaneity and the Gibbs energy 85
Case study 2.1 Life and the Second Law 85
2.7 The hydrophobic interaction 86
2.8 Work and the Gibbs energy change 88
Example 2.1 Estimating a change in Gibbs energy for
a metabolic process 89
Case study 2.2 The action of adenosine triphosphate 90
Checklist of key concepts 90
Checklist of key equations 91
Discussion questions 91
Exercises 91
Projects 92
3 Phase equilibria 94
The thermodynamics of transition 94
3.1 The condition of stability 94
3.2 The variation of Gibbs energy with pressure 95
3.3 The variation of Gibbs energy with temperature 98
3.4 Phase diagrams 99
(@) Phase boundaries 100
(b) The location of phase boundaries 101
(c) Characteristic points 103
(d) The phase diagram of water 105
Phase transitions in biopolymers and aggregates 106
3.5 The stability of nucleic acids and proteins 106
Example 3.1 Predicting the melting temperature of DNA 107
3.6 Phase transitions of biological membranes 108
Case study 3.1 The use of phase diagrams in the study
of proteins 109
The thermodynamic description of mixtures 110
3.7 The chemical potential 110

3.8 Ideal and ideal-dilute solutions

111

(@) The chemical potential of a gas 112
(b) The chemical potential of a solvent 12
(c) The chemical potential of a solute 114
Example 3.2 Determining whether a natural water can
support aquatic life 116
Case study 3.2 Gas solubility and breathing 117
(d) Real solutions: activities 118
Case study 3.3 The Donnan equilibrium 119
Example 3.3 Analyzing a Donnan equilibrium 121
(e) The thermodynamics of dissolving 121
Colligative properties 122
3.9 The modification of boiling and freezing points 123
3.10 Osmosis 125
In the laboratory 3.1 Osmometry 127
Example 3.4 Determining the molar mass of an enzyme from
measurements of the osmotic pressure 127
Checklist of key concepts 128
Checklist of key equations 129
Further information 3.1 The phase rule 129
Further information 3.2 Measures of concentration 130
Example 3.5 Relating mole fraction and molality 131
Discussion questions 132
Exercises 132
Projects 134
4 Chemical equilibrium 135
Thermodynamic background 135
4.1 The reaction Gibbs energy 135
4.2 The variation of A,G with composition 137
(@) The reaction quotient 137
Example 4.1 Formulating a reaction quotient 138
(b) Biological standard states 139
Example 4.2 Converting between thermodynamic and
biological standard states 140
4.3 Reactions at equilibrium 140
(@) The significance of the equilibrium constant 142
(b) The composition at equilibrium 143
Example 4.3 Calculating an equilibrium composition 143
(c) The molecular origin of chemical equilibrium 144
Case study 4.1 Binding of oxygen to myoglobin and
hemoglobin 144
4.4 The standard reaction Gibbs energy 146
Example 4.4 Calculating the standard reaction Gibbs energy
of an enzyme-catalyzed reaction 146
(@) Standard Gibbs energies of formation 147
(o) Stability and instability 149
The response of equilibria to the conditions 149
4.5 The presence of a catalyst 150
4.6 The effect of temperature 150
Coupled reactions in bioenergetics 151
Case study 4.2 ATP and the biosynthesis of proteins 152



Case study 4.3 The oxidation of glucose 153
Proton transfer equilibria 156
4.7 Brensted-Lowry theory 156
4.8 Protonation and deprotonation 157
(@) The strengths of acids and bases 158
(b) The pH of a solution of a weak acid 161
Example 4.5 Estimating the pH of a solution of a weak acid 161
(c) The pH of a solution of a weak base 163
Example 4.6 Estimating the pH of a solution of a weak base 163
(d) The extent of protonation and deprotonation 163
(e) The pH of solutions of salts 164
4.9 Polyprotic acids 164
Example 4.7 Calculating the concentration of carbonate
ion in carbonic acid 165
Case study 4.4 The fractional composition of a solution
of lysine 166
4.10 Amphiprotic systems 169
(@) The fractional composition of amino acid solutions 169
(b) The pH of solutions of amphiprotic anions 169
4.11  Buffer solutions 170
Example 4.8 Assessing buffer action 172
Case study 4.5 Buffer action in blood 173
Checklist of key concepts 174
Checklist of key equations 175
Further information 4.1 The contribution of autoprotolysis to pH 175
Further information 4.2 The pH of an amphiprotic salt solution 176
Discussion questions 177
Exercises 177
Projects 180
5 Thermodynamics of ion and electron transport 181
Transport of ions across biological membranes 181
5.1 lonsin solution 181
(@) Activity coefficients 182
(b) Debye—Htickel theory 184
5.2 Passive and active transport of ions across biological
membranes 186
Example 5.1 Estimating a membrane potential 187
5.3 lon channels and ion pumps 188
Case study 5.1 Action potentials 188
Redox reactions 189
5.4 Half-reactions 190
Example 5.2 Expressing a reaction in terms of half-reactions 190
Example 5.3 Writing the reaction quotient for a half-reaction 191
5.5 Reactions in electrochemical cells 192
(a) Galvanic and electrolytic cells 192
(b) Varieties of electrodes 194
(c) Electrochemical cell notation 194
5.6 The Nernst equation 195
5.7 Standard potentials 197
(@ Thermodynamic standard potentials 198
(b) Variation of potential with pH 198
(c) The biological standard potential 200

FULL CONTENTS ix
Example 5.4 Converting a standard potential to a biological
standard value 200
In the laboratory 5.1 lon-selective electrodes 201
Applications of standard potentials 202
5.8 The determination of thermodynamic functions 202
(@) Calculation of the equilibrium constant 203
Example 5.5 Calculating the equilibrium constant of
a biological electron transfer reaction 204
(b) Calculation of standard potentials 205
Example 5.6 Calculating a standard potential
from two other standard potentials 205
(c) Calculation of the standard reaction entropy
and enthalpy 206
5.9 The electrochemical series 207
Electron transfer in bioenergetics 207
5.10 The respiratory chain 207
(@) Electron transfer reactions 208
(b) Oxidative phosphorylation 208
5.11  Plant photosynthesis 209
Checklist of key concepts 211
Checklist of key equations 212
Discussion questions 212
Exercises 212
Project 215
PART 2 The kinetics of life processes 217
6 The rates of reactions 219
Reaction rates 219
In the laboratory 6.1 Experimental techniques 219
(@) The determination of concentration 219
(b) Monitoring the time dependence 220
6.1 The definition of reaction rate 221
6.2 Rate laws and rate constants 223
6.3 Reaction order 224
6.4 The determination of the rate law 225
(@) Isolation and pseudo-order reactions 225
(b) The method of initial rates 226
Example 6.1 Using the method of initial rates 227
6.5 Integrated rate laws 228
(@) Zeroth-order reactions 228
(b) First-order reactions 228
(c) Second-order reactions 231
Case study 6.1 Pharmacokinetics 234
The temperature dependence of reaction rates 235
6.6 The Arrhenius equation 235
Example 6.2 Determining the Arrhenius parameters 236
6.7 Preliminary interpretation of the Arrhenius parameters 237
Checklist of key concepts 239
Checklist of key equations 239
Discussion questions 239
Exercises 240
Project 242



x FULL CONTENTS

7 Accounting for the rate laws 243
Reaction mechanisms 243
7.1 The approach to equilibrium 243
(@) The relation between equiliorium constants and
rate constants 243
(b) The time-dependence of the approach to equilibrium 245
In the laboratory 7.1 Relaxation techniques in biochemistry 245
7.2 Elementary reactions 247
7.3 Consecutive reactions 249
(@) The variation of concentration with time 249
(b) The rate-determining step 251
Example 7.1 Identifying a rate-determining step 252
(c) The steady-state approximation 252
(d) Pre-equilibria 253
Case study 7.1 Mechanisms of protein folding and unfolding 254
7.4 Diffusion control 256
7.5 Kinetic and thermodynamic control 258
Reaction dynamics 259
7.6 Collision theory 259
7.7 Transition state theory 261
(@) Formulation of the theory 261
(b) Thermodynamic parameterization 262
In the laboratory 7.2 Time-resolved spectroscopy for kinetics 263
7.8 The kinetic salt effect 264
Example 7.2 Analyzing the kinetic salt effect 266
Checklist of key concepts 267
Checklist of key equations 267
Further information 7.1 Collisions in the gas phase 267
(@) The kinetic model of gases 267
(b) The Maxwell distribution of speeds 268
(c) Molecular collisions 269
Discussion questions 270
Exercises 270
Projects 272
8 Complex biochemical processes 273
Enzymes 273
8.1 The Michaelis-Menten mechanism of enzyme catalysis 274
Example 8.1 Analyzing a Lineweaver—Burk plot 276
8.2 The analysis of complex mechanisms 277
(@) Sequential reactions 277
(b) Ping-pong reactions 278
8.3 The catalytic efficiency of enzymes 279
8.4 Enzyme inhibition 280
Example 8.2 Distinguishing between types of inhibition 282
Case study 8.1 The molecular basis of catalysis by
hydrolytic enzymes 284
Transport across biological membranes 285
8.5 Molecular motion in liquids 285
8.6 Molecular motion across membranes 288
8.7 The mobility of ions 290
In the laboratory 8.1 Electrophoresis 291

Example 8.3 The isoelectric point of a protein 293
8.8 Transport across ion channels and ion pumps 294
(@) The potassium channel 294
(b) The proton pump 295
Electron transfer in biological systems 296
8.9 The rates of electron transfer processes 296
8.10 The theory of electron transfer processes 298
8.11 Experimental tests of the theory 299
8.12 The Marcus cross-relation 300
Example 8.4 Using the Marcus cross-relation 302
Checklist of key concepts 303
Checklist of key equations 303
Further information 8.1 Fick’s laws of diffusion 304
1. Fick’s first law of diffusion 304
2. Fick’s second law 304
Discussion questions 305
Exercises 305
Projects 308
PART 3 Biomolecular structure 311
9 Microscopic systems and quantization 313
Principles of quantum theory 313
9.1 The emergence of the quantum theory 314
(@) Atomic and molecular spectra 314
(b) Wave—particle duality 315
Example 9.1 Estimating the de Broglie wavelength of electrons 316
In the laboratory 9.1 Electron microscopy 317
9.2 The Schrédinger equation 318
(@) The formulation of the equation 319
(b) The interpretation of the wavefunction 320
Example 9.2 Interpreting a wavefunction 320
9.3 The uncertainty principle 321
Example 9.3 Using the uncertainty principle 322
Applications of quantum theory 323
9.4 Translation 324
(@) Motion in one dimension 324
Case study 9.1 The electronic structure of B-carotene 327
(b) Tunneling 328
In the laboratory 9.2 Scanning probe microscopy 329
(c) Motion in two dimensions 330
9.5 Rotation 331
(@) A particle onaring 332
Case study 9.2 The electronic structure of phenylalanine 334
(b) A particle on a sphere 334
9.6 Vibration 335
Case study 9.3 The vibration of the N-H bond of
the peptide link 336
Hydrogenic atoms 337
9.7 The permitted energy levels of hydrogenic atoms 338
9.8 Atomic orbitals 339



(@) Shells and subshells 340

(b) The shapes of s orbitals 341

(c) The shapes of p orbitals 344

(d) The shapes of d orbitals 345

The structures of many-electron atoms 346

9.9 The orbital approximation and the Pauli exclusion principle 346

9.10 Penetration and shielding 348

9.11  The building-up principle 349

(@) Neutral atoms 349

(b) Cations and anions 351

9.12  Three important atomic properties 352

(@) Atomic and ionic radii 352

(b) lonization energy 353

(c) Electron affinity 355

Case study 9.4 The biological role of Zn? 356

Checklist of key concepts 357

Checklist of key equations 358
Further information 9.1 A justification of the Schrédinger

equation 358

Further information 9.2 The separation of variables procedure 359

Further information 9.3 The Pauli principle 359

Discussion questions 360

Exercises 360

Projects 363

10 The chemical bond 364

Valence bond theory 365

10.1 Diatomic molecules 365

(@) Formulation of the VB wavefunction 365

(b) The energy of interaction 366

(c) o and r bonds 366

10.2  Polyatomic molecules 367

(@) Promotion 368

(b) Hybridization 368

Example 10.1 Bonding in the peptide group 371

(c) Resonance 372

(d) The language of valence bonding 372

Molecular orbital theory 373

10.3 Linear combinations of atomic orbitals 373

(@) Bonding orbitals 373

(b) Antibonding orbitals 374

(c) Inversion symmetry 375

10.4 Homonuclear diatomic molecules 375

(@) Criteria for the formation of molecular orbitals 376

Example 10.2 Assessing the contribution of d orbitals 378

(b) The hydrogen molecule 379

(c) Many-electron homonuclear diatomic molecules 380

(d) Bond order 382

Case study 10.1 The biochemical reactivity of O, and N, 382

10.5 Heteronuclear diatomic molecules 384

(@) Polarity and electronegativity 384

(b) Molecular orbitals in heteronuclear species 385

Case study 10.2 The biochemistry of NO 386

10.6 The structures of polyatomic molecules 387

FULL CONTENTS xi
10.7 Huckel theory 387
(@) Ethene 387
(b) Benzene 390
Case study 10.3 The unique role of carbon in biochemistry 391
10.8 d-Metal complexes 392
(@) Crystal field theory 392
Example 10.3 Low- and high-spin complexes of Fe(ll)
in hemoglobin 394
(b) Ligand-field theory: ¢ bonding 394
(c) Ligand-field theory: = bonding 396
Case study 10.4 Ligand-field theory and the binding of O,
to hemoglobin 397
Computational biochemistry 398
10.9 Computational techniques 398
(@) Semi-empirical methods 399
(b) Density functional theory 399
(c) Ab initio methods 400
10.10 Graphical output 400
10.11  The prediction of molecular properties 400
(a) Electrochemical properties 401
(b) Spectroscopic properties 401
(c) Chemical reactivity 402
Checklist of key concepts 402
Checklist of key equations 403
Discussion questions 403
Exercises 404
Projects 406
11 Macromolecules and self-assembly 407
Determination of size and shape 407
11.1  Ultracentrifugation 407
(@) The sedimentation rate 408
(b) Sedimentation equilibrium 409
Example 11.1 The molar mass of a protein from
ultracentrifugation experiments 409
11.2  Mass spectrometry 410
11.3 Laser light scattering 412
(a) Rayleigh scattering 412
Example 11.2 Determining the molar mass and size of
a protein by laser light scattering 413
(b) Dynamic light scattering 414
11.4  X-ray crystallography 414
(a) Diffraction 415
(b) Crystal systems 415
(c) Crystal planes 416
Example 11.3 Using the Miller indices 418
(d) Bragg's law 419
Example 11.4 Using Bragg’s law 419
(e) Fourier synthesis 420
Example 11.5 Calculating an electron density by Fourier
synthesis 420
In the laboratory 11.1 The crystallization of biopolymers 421



xii FULL CONTENTS

In the laboratory 11.2 Data acquisition in X-ray crystallography 422
Case study 11.1 The structure of DNA from X-ray diffraction
studies 423
The control of shape 424
11.5  Interactions between partial charges 425
11.6  Electric dipole moments 426
Example 11.6 Calculating the dipole moment of
the peptide group 428
11.7 Interactions between dipoles 429
11.8 Induced dipole moments 431
(a) Dipole-induced-dipole interactions 432
(b) Dispersion interactions 432
11.9 Hydrogen bonding 433
11.10 The total interaction 435
Case study 11.2 Molecular recognition in biology and
pharmacology 437
Levels of structure 438
11.11  Minimal order: gases and liquids 438
11.12 Random coils 440
(@) Measures of size 440
(b) Conformational entropy 441
11.13 Proteins 442
(@) The secondary structure of a protein 442
(b) Higher-order structures of proteins 445
11.14 Nucleic acids 446
11.15 Polysaccharides 448
11.16 Micelles and biological membranes 449
(@) Micelles 449
(b) Bilayers, vesicles, and membranes 450
(c) Interactions between proteins and biological membranes 450
11.17 Computer-aided simulation 451
(@) Molecular mechanics calculations 451
(b) Molecular dynamics and Monte Carlo simulations 451
(c) Quantitative structure—activity relationships 453
Checklist of key concepts 455
Checklist of key equations 456
Discussion questions 457
Exercises 457
Projects 460
PART 4 Biochemical spectroscopy 461
12 Optical spectroscopy and photobiology 463
General features of spectroscopy 463
In the laboratory 12.1 Experimental techniques 464
12.1 The intensities of spectroscopic transitions:
empirical aspects 466
(@) The Beer-Lambert law 466
Example 12.1 The molar absorption coefficient of tryptophan 467
(b) The determination of concentration 468
12.2  Theintensities of transitions: theoretical aspects 469
(@) The transition dipole moment 469

(b) Stimulated and spontaneous transitions 470
(c) Populations and intensities 471
(d) Linewidths 472
In the laboratory 12.2 Biosensor analysis 473
Vibrational spectra 474
12.3 The vibrations of diatomic molecules 474
Example 12.2 The effect of isotopic substitution on
the vibrational frequency of O, 475
12.4  Vibrational transitions 476
(@) Infrared transitions 476
Example 12.3 Identifying species that contribute to
climate change 476
(b) Raman transitions 478
12.5 The vibrations of polyatomic molecules 478
(@) Normal modes 479
(b) Infrared transitions 480
(c) Raman transitions 481
Case study 12.1 Vibrational spectroscopy of proteins 482
In the laboratory 12.3 Vibrational microscopy 483
Ultraviolet and visible spectra 485
12.6  The Franck—Condon principle 486
12.7  Chromophores 487
12.8 Optical activity and circular dichroism 488
Radiative and non-radiative decay 490
12.9 Fluorescence 490
12.10 Phosphorescence 491
In the laboratory 12.4 Fluorescence microscopy 492
In the laboratory 12.5 Single-molecule spectroscopy 493
Photobiology 494
12.11  The kinetics of decay of excited states 494
12.12 Fluorescence quenching 497
(@) The experimental analysis 497
Example 12.4 Determining the quenching rate constant 498
(b) Mechanisms of quenching 499
12.13 Fluorescence resonance energy transfer 500
Case study 12.2 Vision 501
Case study 12.3 Photosynthesis 503
Case study 12.4 Damage of DNA by ultraviolet radiation 504
Case study 12.5 Photodynamic therapy 505
Checklist of key concepts 507
Checklist of key equations 508
Discussion questions 508
Exercises 508
Projects 511
13 Magnetic resonance 514
Principles of magnetic resonance 514
13.1  Electrons and nuclei in magnetic fields 515
13.2 The intensities of NMR and EPR transitions 517



The information in NMR spectra
13.3 The chemical shift
(@) The & scale
(b) Contributions to the shift
13.4 The fine structure
(@) The appearance of fine structure

Example 13.1 Accounting for the fine structure in
a spectrum
(b) The origin of fine structure
13.5 Conformational conversion and chemical exchange

Example 13.2 Interpreting line broadening

Pulse techniques in NMR
13.6  Time- and frequency-domain signals
13.7 Spin relaxation

In the laboratory 13.1 Magnetic resonance imaging
13.8 Proton decoupling
13.9 The nuclear Overhauser effect

In the laboratory 13.2 Two-dimensional NMR
Case study 13.1 The COSY spectrum of isoleucine

519
519
520
521
522
522

524
525
527

527

528
528
530

531
533
533

535
536

FULL CONTENTS

The information in EPR spectra
13.10 The g-value
13.11  Hyperfine structure

Example 13.3 Predicting the hyperfine structure of an
EPR spectrum

In the laboratory 13.3 Spin probes

Checklist of key concepts
Checklist of key equations
Discussion questions
Exercises

Projects

Resource section

1 Atlas of structures
2 Units

3 Data

Answers to odd-numbered exercises
Index of Tables
Index

xiii

537
538
539

540
540

541
542
543
543
545

546
558
560

573
577
579



Pretace

The second edition of this text—like the first edition—seeks to present all the
material required for a course in physical chemistry for students of the life sci-
ences, including biology and biochemistry. To that end we have provided the
foundations and biological applications of thermodynamics, kinetics, quantum
theory, and molecular spectroscopy.

The text is characterized by a variety of pedagogical devices, most of them
directed toward helping with the mathematics that must remain an intrinsic part
of physical chemistry. One such new device is the Mathematical toolkit, a boxed
section that—as we explain in more detail in the ‘About the book’ section below—
reviews concepts of mathematics just where they are needed in the text.

Another device that we continue to invoke is A note on good practice. We con-
sider that physical chemistry is kept as simple as possible when people use terms
accurately and consistently. Our Notes emphasize how a particular term should
and should not be used (by and large, according to IUPAC conventions). Finally,
new to this edition, each chapter ends with a Checklist of key concepts and a
Checklist of key equations, which together summarize the material just presented.
The latter is annotated in many places with short comments on the applicability of
each equation.

Elements of biology and biochemistry continue to be incorporated in the text’s
narrative in a number of ways. First, each numbered section begins with a state-
ment that places the concepts of physical chemistry about to be explored in the
context of their importance to biology. Second, the narrative itself shows students
how physical chemistry gives quantitative insight into biology and biochemistry.
To achieve this goal, we make generous use of A brief illustration sections (by
which we mean quick numerical exercises) and Worked examples, which feature
more complex calculations than do the illustrations. Third, a unique feature of the
text is the use of Case studies to develop more fully the application of physical
chemistry to a specific biological or biomedical problem, such as the action of
ATP, pharmacokinetics, the unique role of carbon in biochemistry, and the bio-
chemistry of nitric oxide. Finally, the new In the laboratory sections highlight
selected experimental techniques in modern biochemistry and biomedicine, such
as differential scanning calorimetry, gel electrophoresis, electron microscopy, and
magnetic resonance imaging.

All the illustrations (nearly 500 of them) have been redrawn and are now in full
color. Another innovation in this edition is the Atlas of structures, in the Resource
section at the end of the book. Many biochemically important structures are
referred to a number of times in the text, and we judged it appropriate and conve-
nient to collect them all in one place. The Resource section also includes data used
in a variety of places in the text.
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Numerous features in this text are designed to help you learn physical chemistry
and its applications to biology, biochemistry, and medicine. One of the problems
that makes the subject so daunting is the sheer amount of information. To help
with that problem, we have introduced several devices for organizing the mater-
ial in your mind: see Organizing the information. We appreciate that mathematics
is often troublesome, and therefore have included several devices for helping you
with this enormously important aspect of physical chemistry: see Mathematics
support. Problem solving, especially, ‘where do I start?} is often a problem, and we
have done our best to help you find your way over the first hurdle: see Problem
solving. Finally, the web is an extraordinary resource, but you need to know where
to go for a particular piece of information; we have tried to point you in the right
direction: see Using the Web. The following paragraphs explain the features in
more detail.

Organizing the information

Equation and concept tags The most significant equations and concepts—
and which we urge you to make a particular effort to remember—are flagged with
an annotation, as shown here.

Checklist of key concepts Here we collect together the major concepts that
we have introduced in the chapter. You might like to check off the box that
precedes each entry when you feel that you are confident about the topic.

Checklist of key equations This is a collection of the most important
equations introduced in the chapter.

Case studies We incorporate general concepts of biology and biochemistry
throughout the text, but in some cases it is useful to focus on a specific problem in
some detail. A Case study contains some background information about a bio-
logical process, such as the action of adenosine triphosphate or the metabolism
of drugs, and may be followed by a series of calculations that give quantitative
insight into the phenomena.



In the laboratory Here we describe some of the modern techniques of biology,
biochemistry, and medicine. In many cases, you will use these techniques in
laboratory courses, so we focus not on the operation of instruments but on the
physical principles that make the instruments perform a specific task.

Notes good practice Science is a precise activity, and using its language
accurately can help you to understand the concepts. We have used this feature
to help you to use the language and procedures of science in conformity to
international practice and to avoid common mistakes.

Justifications On first reading you might need the ‘bottom line’ rather than a
detailed development of a mathematical expression. However, once you have
collected your thoughts, you might want to go back to see how a particular
expression was obtained. The Justifications let you adjust the level of detail that
you require to your current needs. However, don't forget that the development of
results is an essential part of physical chemistry, and should not be ignored.

Further information In some cases, we have judged that a derivation is too
long, too detailed, or too different in level for it to be included in the text. In these
cases, you will find the derivation at the end of the chapter.

Mathematics support

A brief comment A topic often needs to draw on a mathematical procedure or
a concept of physics; a brief comment is a quick reminder of the procedure or
concept.

Mathematical toolkit It is often the case that you need a more full-bodied
account of a mathematical concept, either because it is important to understand
the procedure more fully or because you need to use a series of tools to develop an
equation. The Mathematical toolkit sections are located in the chapters, primarily
where they are first needed.

Problem solving

Brief illustrations A Brief illustration (don’t confuse this with a diagram!) is a
short example of how to use an equation that has just been introduced in the text.
In particular, we show how to use data and how to manipulate units correctly.

Examples An Example is a much more structured form of Brief illustration,
often involving a more elaborate procedure. Every Example has a Strategy section
to suggest how you might set up the problem (you might prefer another way:
setting up problems is a highly personal business). Then we provide the worked-
out Answer.
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Self-tests Every Example has a Self-test, with the answer provided, so that you
can check whether you have understood the procedure. There are also free-
standing Self-tests where we thought it a good idea to provide a question for you
to check your understanding. Think of Self-tests as in-chapter Exercises designed
to help you to monitor your progress.

Discussion questions The end-of-chapter material starts with a short set of
questions that are intended to encourage you to think about the material you have
encountered and to view it in a broader context than is obtained by solving
numerical problems.

Exercises The real core of testing your progress is the collection of end-of-
chapter Exercises. We have provided a wide variety at a range of levels.

Projects Longer and more involved exercises are presented as Projects at the
end of each chapter. In many cases, the projects encourage you to make
connections between concepts discussed in more than one chapter, either by
performing calculations or by pointing you to the original literature.

Media and supplements

W. H. Freeman has developed an extensive package of electronic resources and
printed supplements to accompany the second edition of Physical Chemistry for
the Life Sciences.

The Book Companion Website

The Book Companion Website provides teaching and learning resources to aug-
ment the printed book. It is free of charge, and contains additional material for
download, much of which can be incorporated into a virtual learning environ-
ment. The Book Companion Website can be accessed by visiting

www.whfreeman.com/pchemls2e/

Note that instructor resources are available only to registered adopters of the
textbook. To register simply visit www.whfreeman.com/pchemls2e/ and follow
the appropriate links. You will be given the opportunity to select your own
username and password, which will be activated once your adoption has been
verified.

For Students

Living Graphs A living graph can be used to explore how a property changes as
a variety of parameters are changed. To encourage the use of this resources
(and the more extensive Explorations in Physical Chemistry 2.0; below), we have
included a suggested interactivity to many of the illustrations in the text, iconed
in the book.



Animated Molecules A visual representation of each molecule found through-
out the text is also available on the Companion Website, courtesy of ChemSpider,
the popular online search engine that aggregates chemical structures and their
associated information from all over the web into a single searchable repository.
You'll also find 2D and 3D representations, as well as information on each struc-
tures’ inherent properties, identifiers, and references. For more information on
ChemSpider, visit www.chemspider.com.

For Instructors

Textbook Images Almost all of the figures, tables, and images from the text are
available for download in both .JPEG and PowerPoint® format. These can be use
for lectures without charge, but not for commercial purposes without specific
permission.

Other supplements

Explorations in Physical Chemistry 2.0

Valerie Walters, Julio de Paula, and Peter Atkins
www.whfreeman.com/explorations
ISBN: 0-7167-8586-2

Explorations in Physical Chemistry 2.0 consists of interactive Mathcad® worksheets,
interactive Excel® workbooks, and stimulating exercises, designed to motivate
students to simulate physical, chemical, and biochemical phenomena with their
personal computers. Students can manipulate over 75 graphics, alter simulation
parameters, and solve equations, to gain deeper insight into physical chemistry.
It covers:

o Thermodynamics, including applications to biological processes.

o Quantum chemistry, including interactive three-dimensional renderings of
atomic and molecular orbitals.

o Atomic and molecular spectroscopy, including tutorials on Fourier-
transform techniques in modern spectroscopy.

o Properties of materials, including metals, polymers, and biological
macromolecules.

o Chemical kinetics and dynamics, including enzyme catalysis, oscillating
reactions, and polymerization reactions.

Explorations of Physical Chemistry 2.0 is available exclusively online.

Physical Chemistry for the Life Sciences Coursesmart eBook

wWww.coursesmart.com

An electronic version of the book is available for purchase from CourseSmart.
CourseSmart eBooks are an economically alternative to printed textbooks (40%
less) that are convenient, easy to use, and better for the environment. Each
CourseSmart eBook reproduces the printed book exactly, page-for-page, and
includes all the same text and images. CourseSmart eBooks can be purchased as
either an online eBook, which is viewable from any Internet-connected computer
with a standard Web browser, or as a downloadable eBook, which can be installed
on any one computer and then viewed without an Internet connection. For more
information, visit www.coursesmart.com
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Solutions Manual for Physical Chemistry for the Life Sciences,
Second Edition

Charles Trapp, University of Louisville, and Marshall Cady, Indiana
University Southeast. ISBN: 1-4292-3125-4

The Solutions Manual contains complete solutions to the end-of-chapter exer-
cises, discussion questions, and projects from each chapter in the textbook. These
worked-out-solutions will guide you through each step and help you refine your
problem-solving skills.



Prolog

Chemistry is the science of matter and the changes it can undergo. Physical
chemistry is the branch of chemistry that establishes and develops the principles
of the subject in terms of the underlying concepts of physics and the language of
mathematics. Its concepts are used to explain and interpret observations on the
physical and chemical properties of matter.

This text develops the principles of physical chemistry and their applications to
the study of the life sciences, particularly biochemistry and medicine. The result-
ing combination of the concepts of physics, chemistry, and biology into an intri-
cate mosaic leads to a unique and exciting understanding of the processes
responsible for life.

The structure of physical chemistry

Like all scientists, physical chemists build descriptions of nature on a foundation
of careful and systematic inquiry.

(@) The organization of science

The observations that physical chemistry organizes and explains are summarized
by scientific laws. A law is a summary of experience. Thus, we encounter the laws
of thermodynamics, which are summaries of observations on the transformations
of energy. Laws are often expressed mathematically, as in the perfect gas law (or
ideal gas law; see Section E2), pV'=nRT. This law is an approximate description of
the physical properties of gases (with p the pressure, V the volume, n the amount,
R a universal constant, and T the temperature). We also encounter the laws of
quantum mechanics, which summarize observations on the behavior of indi-
vidual particles, such as molecules, atoms, and subatomic particles.

The first step in accounting for a law is to propose a hypothesis, which is essen-
tially a guess at an explanation of the law in terms of more fundamental concepts.
Dalton’s atomic hypothesis, which was proposed to account for the laws of chem-
ical composition and changes accompanying reactions, is an example. When a
hypothesis has become established, perhaps as a result of the success of further
experiments it has inspired or by a more elaborate formulation (often in terms
of mathematics) that puts it into the context of broader aspects of science, it is
promoted to the status of a theory. Among the theories we encounter are the
theories of chemical equilibrium, atomic structure, and the rates of reactions.

A characteristic of physical chemistry, like other branches of science, is that to
develop theories, it adopts models of the system it is seeking to describe. A model is
a simplified version of the system that focuses on the essentials of the problem.
Once a successful model has been constructed and tested against known observa-
tions and any experiments the model inspires, it can be made more sophisticated
and incorporate some of the complications that the original model ignored.
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Thus, models provide the initial framework for discussions, and reality is progres-
sively captured rather like a building is completed, decorated, and furnished. One
example is the nuclear model of an atom, and in particular a hydrogen atom, which
is used as a basis for the discussion of the structures of all atoms. In the initial model,
the interactions between electrons are ignored; to elaborate the model, repulsions
between the electrons are taken into account progressively more accurately.

(b) The organization of our presentation

The text begins with an investigation of thermodynamics, the study of the trans-
formations of energy, and the relations between the bulk properties of matter.
Thermodynamics is summarized by a number of laws that allow us to account for
the natural direction of physical and chemical change. Its principal relevance to
biology is its application to the study of the deployment of energy by organisms.

We then turn to chemical kinetics, the study of the rates of chemical reactions.
We shall establish how the rates of reactions can be determined and how experi-
mental data give insight into the molecular processes by which chemical reactions
occur. To understand the molecular mechanism of change, we also explore how
molecules move, either in free flight in gases or by diffusion through liquids.
Chemical kinetics is a crucial aspect of the study of organisms because the array
of reactions that contribute to life form an intricate network of processes occur-
ring at different rates under the control of enzymes.

Next, we develop the principles of quantum theory and use them to describe
the structures of atoms and molecules, including the macromolecules found
in biological cells. Quantum theory is important to the life sciences because
the structures of its complex molecules and the migration of electrons cannot be
understood except in its terms. We extend these theories of structure to solids,
principally because that most revealing of all structural techniques, X-ray diffrac-
tion, depends on the availability and features of crystalline samples.

Finally, we explore the information about biological structure and function
that can be obtained from spectroscopy, the study of interactions between mole-
cules and electromagnetic radiation. The spectroscopic techniques available for
the investigation of structure, which includes shape, size, and the distribution of
electrons in ground and excited states, make use of most of the electromagnetic
spectrum. We conclude with an account of perhaps the most important of all
spectroscopies, nuclear magnetic resonance (NMR).

Applications of physical chemistry to biology
and medicine

Here we discuss some of the important problems in biology and medicine being
tackled with the tools of physical chemistry. We shall see that physical chemists
contribute importantly not only to fundamental questions, such as the unravel-
ling of intricate relationships between the structure of a biological molecule and its
function, but also to the application of biochemistry to new technologies.

(@) Techniques for the study of biological systems

Many of the techniques now employed by biochemists were first conceived by
physicists and then developed by physical chemists for studies of small molecules



and chemical reactions before they were applied to the investigation of complex
biological systems. Here we mention a few examples of physical techniques that
are used routinely for the analysis of the structure and function of biological
molecules.

X-ray diffraction and nuclear magnetic resonance (NMR) spectroscopy are
two very important tools commonly used for the determination of the three-
dimensional arrangement of atoms in biological assemblies. An example of
the power of the X-ray diffraction technique is the recent determination of the
three-dimensional structure of the ribosome, a complex of protein and ribonu-
cleic acid with a molar mass exceeding 2 X 10° g mol™ that is responsible for the
synthesis of proteins from individual amino acids in the cell. This work led to
the 2009 Nobel Prize in Chemistry, awarded to Venkatraman Ramakrishnan,
Thomas Steitz, and Ada Yonath. Nuclear magnetic resonance spectroscopy has
also advanced steadily through the years and now entire organisms may be
studied through magnetic resonance imaging (MRI), a technique used widely
in the diagnosis of disease. Throughout the text we shall describe many tools for
the structural characterization of biological molecules.

Advances in biotechnology are also linked strongly to the development of phys-
ical techniques. The ongoing effort to characterize the entire genetic material,
or genome, of organisms as simple as bacteria and as complex as Homo sapiens
will lead to important new insights into the molecular mechanisms of disease,
primarily through the discovery of previously unknown proteins encoded by the
deoxyribonucleic acid (DNA) in genes. However, decoding genomic DNA will
not always lead to accurate predictions of the amino acids present in biologically
active proteins. Many proteins undergo chemical modification, such as cleavage
into smaller proteins, after being synthesized in the ribosome. Moreover, it is
known that one piece of DNA may encode more than one active protein. It
follows that it is also important to describe the proteome, the full complement
of functional proteins of an organism, by characterizing the proteins directly after
they have been synthesized and processed in the cell.

The procedures of genomics and proteomics, the analysis of the genome and
proteome, of complex organisms are time-consuming because of the very large
number of molecules that must be characterized. For example, the human genome
contains about 20 000 to 25 000 protein-encoding genes and the number of active
proteins is likely to be much larger. Success in the characterization of the genome
and proteome of any organism will depend on the deployment of very rapid tech-
niques for the determination of the order in which molecular building blocks are
linked covalently in DNA and proteins. An important tool is gel electrophoresis,
in which molecules are separated on a gel slab in the presence of an applied elec-
trical field. It is believed that mass spectrometry, a technique for the accurate
determination of molecular masses, will be of great significance in proteomic
analysis. We discuss the principles and applications of gel electrophoresis and
mass spectrometry in Chapters 8 and 11, respectively.

(b) Protein folding

Proteins consist of flexible chains of amino acids. However, for a protein to func-
tion correctly, it must have a well-defined conformation. Although the amino
acid sequence of a protein contains the necessary information to create the active
conformation of the protein from a newly synthesized chain, the prediction of
the conformation from the sequence, the so-called protein folding problem,
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is extraordinarily difficult and is still the focus of much research. Solving the
problem of how a protein finds its functional conformation will also help us to
understand why some proteins fold improperly under certain circumstances.
Misfolded proteins are thought to be involved in a number of diseases, such as
cystic fibrosis, Alzheimer’s disease, and ‘mad cow’ disease (variant Creutzfeldt-
Jakob disease, v-CJD).

To appreciate the complexity of the mechanism of protein folding, consider a
small protein consisting of a single chain of 100 amino acids in a well-defined
sequence. Statistical arguments lead to the conclusion that the polymer can exist
in about 10* distinct conformations, with the correct conformation correspond-
ing to a minimum in the energy of interaction between different parts of the
chain and the energy of interaction between the chain and surrounding solvent
molecules. In the absence of a mechanism that streamlines the search for the
interactions in a properly folded chain, the correct conformation can be attained
only by sampling every one of the possibilities. If we allow each conformation to
be sampled for 107 s, a duration far shorter than that observed for the comple-
tion of even the fastest of chemical reactions, it could take more than 10* years,
which is much longer than the age of the Universe, for the proper fold to be found.
However, it is known that proteins can fold into functional conformations in
less than 1 s.

The preceding arguments form the basis for Levinthal’s paradox and lead to a
view of protein folding as a complex problem in thermodynamics and chemical
kinetics: how does a protein minimize the energies of all possible molecular inter-
actions with itself and its environment in such a relatively short period of time?
It is no surprise that physical chemists are important contributors to the solution
of the protein-folding problem.

We discuss the details of protein folding in Chapters 8 and 11. For now, it
is sufficient to outline the ways in which the tools of physical chemistry can
be applied to the problem. Computational techniques that employ both classical
and quantum theories of matter provide important insights into molecular inter-
actions and can lead to reasonable predictions of the functional conformation
of a protein. For example, in a molecular mechanics simulation, mathematical
expressions from classical physics are used to determine the structure correspond-
ing to the minimum in the energy of molecular interactions within the chain
at the absolute zero of temperature. Such calculations are usually followed by
molecular dynamics simulations, in which the molecule is set in motion by heat-
ing it to a specified temperature. The possible trajectories of all atoms under the
influence of intermolecular interactions are then calculated by consideration
of Newton’s equations of motion. These trajectories correspond to the confor-
mations that the molecule can sample at the temperature of the simulation.
Calculations based on quantum theory are more difficult and time-consuming,
but theoretical chemists are making progress toward merging classical and
quantum views of protein folding.

As is usually the case in physical chemistry, theoretical studies inform experi-
mental studies and vice versa. Many of the sophisticated experimental techniques
in chemical kinetics to be discussed in Chapter 6 continue to yield details of the
mechanism of protein folding. For example, the available data indicate that, in
a number of proteins, a significant portion of the folding process occurs in less
than 1 ms (107 s). Among the fastest events is the formation of helical and sheet-
like structures from a fully unfolded chain. Slower events include the formation of
contacts between helical segments in a large protein.



(c) Rational drug design

The search for molecules with unique biological activity represents a significant
portion of the overall effort expended by pharmaceutical and academic laborato-
ries to synthesize new drugs for the treatment of disease. One approach consists
of extracting naturally occurring compounds from a large number of organisms
and testing their medicinal properties. For example, the drug paclitaxel (sold
under the tradename Taxol), a compound found in the bark of the Pacific yew
tree, has been found to be effective in the treatment of ovarian cancer. An alter-
native approach to the discovery of drugs is rational drug design, which begins
with the identification of molecular characteristics of a disease-causing agent—a
microbe, a virus, or a tumor—and proceeds with the synthesis and testing of new
compounds to react specifically with it. Scores of scientists are involved in rational
drug design, as the successful identification of a powerful drug requires the com-
bined efforts of microbiologists, biochemists, computational chemists, synthetic
chemists, pharmacologists, and physicians.

Many of the targets of rational drug design are enzymes, proteins, or nucleic
acids that act as biological catalysts. The ideal target is either an enzyme of the
host organism that is working abnormally as a result of the disease or an enzyme
unique to the disease-causing agent and foreign to the host organism. Because
enzyme-catalyzed reactions are prone to inhibition by molecules that interfere with
the formation of product, the usual strategy is to design drugs that are specific
inhibitors of specific target enzymes. For example, an important part of the treat-
ment of acquired immune deficiency syndrome (AIDS) involves the steady admin-
istration of a specially designed protease inhibitor. The drug inhibits an enzyme
that is key to the formation of the protein envelope surrounding the genetic mate-
rial of the human immunodeficiency virus (HIV). Without a properly formed
envelope, HIV cannot replicate in the host organism.

The concepts of physical chemistry play important roles in rational drug design.
First, the techniques for structure determination described throughout the text
are essential for the identification of structural features of drug candidates that
will interact specifically with a chosen molecular target. Second, the principles of
chemical kinetics discussed in Chapters 6 and 7 govern several key phenomena that
must be optimized, such as the efficiency of enzyme inhibition and the rates of
drug uptake by, distribution in, and release from the host organism. Finally, and
perhaps most importantly, the computational techniques discussed in Chapters
10 and 11 are used extensively in the prediction of the structure and reactivity of
drug molecules. In rational drug design, computational chemists are often asked
to predict the structural features that lead to an efficient drug by considering the
nature of a receptor site in the target. Then synthetic chemists make the proposed
molecules, which are in turn tested by biochemists and pharmacologists for
efficiency. The process is often iterative, with experimental results feeding back
into additional calculations, which in turn generate new proposals for efficient
drugs, and so on. Computational chemists continue to work very closely with
experimental chemists to develop better theoretical tools with improved predictive
power.

(d) Biological energy conversion

The unraveling of the mechanisms by which energy flows through biological
cells has occupied the minds of biologists, chemists, and physicists for many
decades. As a result, we now have a very good molecular picture of the physical
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and chemical events of such complex processes as oxygenic photosynthesis and
carbohydrate metabolism:

oxygenic
photosynthesis

6 Coz(g) +6 HZO(I) W CGHIZOG(S) +6 Oz(g)
carbohydrate
metabolism

where C.H,,04 denotes the carbohydrate glucose. In general terms, oxygenic
photosynthesis uses solar energy to transfer electrons from water to carbon diox-
ide. In the process, high-energy molecules (carbohydrates, such as glucose) are
synthesized in the cell. Animals feed on the carbohydrates derived from photosyn-
thesis. During carbohydrate metabolism, the O, released by photosynthesis as a
waste product is used to oxidize carbohydrates to CO,. This oxidation drives bio-
logical processes, such as biosynthesis, muscle contraction, cell division, and
nerve conduction. Hence, the sustenance of much of life on Earth depends on a
tightly regulated carbon-oxygen cycle that is driven by solar energy.

We shall encounter photosynthesis and carbohydrate metabolism throughout
the text. As we shall see in Chapter 12, the harvesting of solar energy during
photosynthesis occurs very rapidly and efficiently. Within about 100-200 ps
(1 ps=107"*s) of the initial light absorption event, more than 90 per cent of the
energy is trapped within the cell and is available to drive the electron transfer
reactions that lead to the formation of carbohydrates and O,. Sophisticated
spectroscopic techniques pioneered by physical chemists for the study of chemical
reactions are being used to track the fast events that follow the absorption of solar
energy.

The electron transfer processes of photosynthesis and carbohydrate meta-
bolism drive the flow of protons across the membranes of specialized cellular
compartments. The chemiosmotic theory, discussed in Chapter 5, describes how
the energy stored in a proton gradient across a membrane can be used to synthesize
adenosine triphosphate (ATP), a mobile energy carrier. Intimate knowledge of
thermodynamics and chemical kinetics is required to understand the details of
the theory and the experiments that eventually verified it.

The structures of nearly all the proteins associated with photosynthesis and
carbohydrate metabolism have been characterized by X-ray diffraction or NMR
techniques. Together, the structural data and the mechanistic models afford a nearly
complete description of the relations between structure and function in biological
energy conversion systems. This knowledge is now being used to design and synthe-
size molecular assemblies that can mimic oxygenic photosynthesis. The goal is to
construct devices that trap solar energy in products of light-induced electron
transfer reactions. One example is light-induced water splitting:

H,0(1) =55 1 0,(g) + H,(g)

The hydrogen gas produced in this manner can be used as a fuel in a variety of
other devices. The preceding is an example of how a careful study of the physical
chemistry of biological systems can yield not only surprising insights but also
new technologies.



Fundamentals

We begin by reviewing material fundamental to the whole of physical chemistry and its
application to biology, but which should be familiar from introductory courses. Matter
and energy are the principal focus of our discussion.

F1 Atoms, ions, and molecules

Atoms, ions, and molecules are the currency of discourse in the whole of
chemistry and of biochemistry in particular. These concepts will be familiar from
introductory chemistry and need little review here. However, it is important to
keep in mind the following points.

Atoms are characterized by their atomic number, Z, the number of protons in
the nucleus. According to the nuclear model of an atom, a nucleus of charge Ze
and containing most of the mass of the atom is surrounded by Z electrons, each
of charge —e. Isotopes are atoms of the same atomic number but different mass
number (or nucleon number), A, the total number of protons and neutrons in
the nucleus. The loss of electrons results in cations (such as Na* and Ca?") and the
gain of electrons results in anions (such as CIand O*"). When atoms are arranged
in the order of increasing atomic number their properties show periodicities that
are summarized by the periodic table with its familiar groups and periods (see
inside the back cover).

(a) Bonding and nonbonding interactions

There are three types of interaction that result in atoms bonding together into
more elaborate structures. Ionic bonds arise from the electrostatic attraction
between cations and anions and give rise to typically hard, brittle arrays known as
‘ionic solids. Covalent bonds are due to the sharing of electrons and are respon-
sible for the existence of discrete molecules, such as H,O and elaborate proteins.
Metallic bonds arise when atoms are able to pool one or more of their electrons
into a common sea and give rise to metals with their characteristic lustre and
electrical conductivity.

Covalent bonding is of the greatest importance in biology as it is responsible
for the stabilities of the frameworks of organic molecules, such as DNA and pro-
teins. However, there are interactions between regions of molecules that although
much weaker than covalent bonding play a very important role in determining
their shapes, and in biology molecular shape is closely allied with function. One
such interaction is the hydrogen bond, A-H---B, where A and B are one of the
atoms N, O, or E. Although only about 10 per cent as strong as a covalent bond,
hydrogen bonding plays a major role in determining the shape of a biological
macromolecule. Moreover, because it is quite weak, it permits the changes of
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shape that allow an enzyme or nucleic acid to function. Weaker still are non-
bonding interactions, commonly called van der Waals interactions, which are
attractions between groups of atoms in different regions of a macromolecule
or between different molecules. These forces also contribute to the shapes of
molecules and the interactions between them, as we shall see.

The connectivity of a molecule, the pattern of covalent bonds it forms, is com-
monly represented by a Lewis structure, in which bonds are shown by lines, with
two lines for double bonds (two shared electron pairs) and three lines for triple
bonds (three shared pairs). Lone pairs, electron pairs not involved directly in
bonding are also shown in Lewis structures, such as that for water (1) and acetic
acid (2). Structural formulas of organic molecules are essentially Lewis structures
without the explicit display of lone pairs. The rules for writing Lewis structures
(such as the ‘octet rule’ relating to the number of electrons around each atom)
should be familiar from introductory chemistry courses. A crucially important
aspect of a double bond between two atoms, such as that in ethene (3) and on a
more extensive scale in the visual pigment retinal (4), is that it confers torsional
rigidity (resistance to twisting) in the region of the bond.

Lewis structures of all but the simplest molecules do not show the shape of the
molecule. A collection of rules known as valence-shell electron repulsion theory
(VSEPR theory), in which regions of electron density (attached atoms and lone
pairs) are supposed to adopt positions that minimize their repulsions, is often
a helpful guide to the local shape at an atom, such as the tetrahedral arrangement
of single bonds around a carbon atom. This theory should also be familiar from
introductory chemistry courses.

(b) Structural and functional units

Biochemistry effectively elaborates the concept of atoms by recognizing that
characteristic groups of molecules can be regarded as building blocks from
which the elaborate structures characteristic of organisms are constructed. These
building blocks include the amino acids from which proteins are built as poly-
peptides, the bases that decorate the DNA double helix and constitute the genetic
code, and carbohydrate molecules, such as glucose, that link together to form
polysaccharides.

It will already be familiar from introductory courses that proteins, which are
either structural or biochemically active molecules, are polypeptides formed
from different o-amino acids of general form NH,CHRCOOH (5) strung together
by the peptide link, -CONH- (6). Each monomer unit in the chain is referred to
asa peptide residue. About 20 amino acids occur naturally and differ in the nature
of the group R. These fundamental building blocks are illustrated in the Atlas of
structures, Section A, in the Resource section at the end of the text.

Nucleic acids, which primarily store and transmit genetic information, are
polynucleotides in which base-sugar—phosphate units are connected by phos-
phodiester bonds built from phosphate-ester links like that shown in (7). In
DNA the sugar is B-D-2-deoxyribose (as shown in 8) and the bases are adenine
(A), cytosine (C), guanine (G), and thymine (T); see the Atlas of structures,
Section B. In RNA the sugar is B-D-ribose and uracil (U) replaces thymine.

Polysaccharides are polymers of simple carbohydrates, such as glucose (9),
linked together by C-O-C groups. They perform a variety of structural and
functional roles in the cell, including energy storage and the mediation of inter-
actions between cells (including those involved in immunological response). See
the Atlas of structures, Section S.
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Third among the major structural units are the lipids, which are long-chain
hydrocarbons, typically in the range C,,~C,,, with a variety of polar head groups
at one end of the chain, such as ~-CH,CH,N(CH,)} and ~-COOH. The basic
structural element of a cell membrane is a phospholipid, in which one or more
hydrocarbon chains are attached to a phosphate group (see the Atlas of structures,
Section L). Phospholipids form a membrane by stacking together to form a
lipid bilayer, about 5 nm across (Fig. E1), leaving the polar groups exposed to the ~ Fig. k1 The long hydrocarbon

Interior

aqueous environment on either side of the membrane. chains of a phospholipid can
stack together to form a bilayer
(c) Levels of structure structure with the polar groups

(represented by the spheres)
exposed to the aqueous
environment.

The concept of the ‘structure’ of a biological macromolecule takes on different
meanings for the different levels at which we think about the spatial arrangement
of the polypeptide chain:

o The primary structure of a macromolecule is the sequence in which the units
are linked in the polymer (Fig. F.2a).

o The secondary structure of a macromolecule is the (often local) spatial
arrangement of the chain.

Examples of secondary structure motifs are random coils and ordered structures,
such as helices and sheets, held together primarily by hydrogen bonds (Fig. E.2b).
The secondary structure of DNA arises primarily from the winding of two poly-
nucleotide chains around each other to form a double helix (Fig. E3) held

(a) Primary (b) Secondary (c) Tertiary (c) Quaternary

Fig. F2 The structural hierarchy of a biological macromolecule, in this case a protein, and a simplified representation in terms of

cylinders. (a) The primary structure, the sequence of amino acid residues; (b) the local secondary structure (in this case a helix);
() the tertiary structure: several helical segments connected by short random coils pack together; (d) the quaternary structure:

several subunits with specific structures pack together.
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together by hydrogen bonds involving A-T and C-G base pairs that lie parallel
to each other and perpendicular to the major axis of the helix.

o The tertiary structure is the overall three-dimensional structure of a
macromolecule.

The hypothetical protein shown in Fig. E2c has helical regions connected by short
random-coil sections. The helices interact to form a compact tertiary structure.

o The quaternary structure of a macromolecule is the manner in which large
molecules are formed by the aggregation of others.

Fig. E3 The DNA double helix, in
which two polynucleotide chains
are linked together by hydrogen
bonds between adenine (A) and
thymine (T), and between
cytosine (C) and guanine (G).

Figure F.2d shows how several molecular subunits, each with a specific tertiary
structure, aggregate together.

F2 Bulk matter

Atoms, ions, and molecules cohere to form bulk matter. The broadest classifica-
tion of the resulting materials is as gas, liquid, or solid. The term ‘state’ has many
different meanings in chemistry, and it is important to keep them all in mind.
Here we review the terms ‘state of matter’ and ‘physical state’

(a) States of matter
At a ‘macroscopic’ (observational) level, we distinguish the three states of matter
by noting the behavior of a substance enclosed in a rigid container:

A gas is a fluid form of matter that fills the container it occupies.

A liquid is a fluid form of matter that possesses a well-defined surface and (in
a gravitational field) fills the lower part of the container it occupies.

A solid retains its shape regardless of the shape of the container it occupies.

One of the roles of physical chemistry is to establish the link between the
properties of bulk matter and the behavior of the particles of which it is com-
posed. As we work through this text, we shall gradually establish and elaborate
the following models for the states of matter at a ‘microscopic’ (atomic) level:

Mathematical toolkit F.1  Quantities and units

The result of a measurement is a physical quantity that
is reported as a numerical multiple of a unit:

physical quantity = numerical value x unit

It follows that units are treated like algebraic quantities
and may be multiplied, divided, and canceled. Thus, the
expression (physical quantity)/unit is the numerical
value (a dimensionless quantity) of the measurement
in the specified units. For instance, the mass m of an
object could be reported as m = 2.5 kg or m/kg = 2.5.
See Resource section 2 for a list of units.

Units may be modified by a prefix that denotes a factor
of a power of 10. Among the most common prefixes

are those listed in Table 3 of Resource section 2.
Examples of the use of these prefixes are:

Inm=10"m
Ips=10"s
1 umol =107° mol

Powers of units apply to the prefix as well as the
unit they modify. For example, 1 cm® = 1 (cm)® and
(102 m)®=10"° m>. But note that 1 cm® does not mean
1 ¢(m?). When carrying out numerical calculations,
it is usually safest to write out the numerical value of
an observable as powers of 10.



A gasis composed of widely separated particles in continuous rapid, disordered
motion. A particle travels several (often many) diameters before colliding with
another particle. For most of the time the particles are so far apart that they
interact with each other only very weakly.

A liquid consists of particles that are in contact but are able to move past one
another in a restricted manner. The particles are in a continuous state of motion
but travel only a fraction of a diameter before bumping into a neighbor. The
overriding image is one of movement but with molecules jostling one another.

A solid consists of particles that are in contact and unable to move past one
another. Although the particles oscillate around an average location, they are
essentially trapped in their initial positions and typically lie in ordered arrays.

The main difference between the three states of matter is the freedom of the
particles to move past one another. If the average separation of the particles is
large, there is hardly any restriction on their motion, and the substance is a gas. If
the particles interact so strongly with one another that they are locked together
rigidly, then the substance is a solid. If the particles have an intermediate mobility
between these extremes, then the substance is a liquid. We can understand the
melting of a solid and the vaporization of a liquid in terms of the progressive
increase in the liberty of the particles as a sample is heated and the particles
become able to move more freely.

(b) Physical state

By physical state (or just ‘state’) is meant a specific condition of a sample of matter
that is described in terms of its physical form (gas, liquid, or solid) and the
volume, pressure, temperature, and amount of substance present. (The precise
meanings of these terms are described below.) So, 1 kg of hydrogen gas in a con-
tainer of volume 10 dm?® at a specified pressure and temperature is in a particular
state. The same mass of gas in a container of volume 5 dm’ is in a different state.
Two samples of a given substance are in the same state if they are the same state of
matter (that is, are both present as gas, liquid, or solid) and if they have the same
mass, volume, pressure, and temperature.

To report the physical state of a sample we need to specify a number of proper-
ties in terms of their appropriate units. The manipulation of units, which almost
always will be from the International System of units (SL, from the French Systeme
International d’Unités) described in the Resource section, is explained in
Mathematical toolkit 1. These properties and their units include the following:

o Mass, m, is a measure of the quantity of matter a sample contains. Unit:
1 kg.

Thus, 2 kg of lead contains twice as much matter as 1 kg of lead and indeed
twice as much matter as 1 kg of anything. For typical laboratory-sized samples it
is usually more convenient to use a smaller unit and to express mass in grams (g),
where 1 kg=10g.

 Volume, V, is a measure of the space a sample occupies. Unit: 1 m’.

For volume we write V=100 cm® if the sample occupies 100 cm® of space. Units
used to express volume include cubic meters (m?), cubic decimeters (dm?), liters
(L), and milliliters (mL). The liter is not an SI unit, but is exactly equal to 1 dm”.

o Amount of substance, 7, is a measure of the number of specified entities a
sample contains. Unit: 1 mol.

F.2 BULK MATTER 5

A note on good practice
Physical quantities are
denoted by italic, and
sometimes Greek, letters

(as in m for mass or p for mass
density). Units are denoted
by Roman letters (as in m

for meter).
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A note on good practice

The unit mole should never be
used without specifying the
entities. Thus we speak of

1 mol H if we mean 1 mol of
hydrogen atoms, and 1 mol
H, if we mean 1 mol of H,
molecules (the latter
corresponds to 2 mol H).

Table F.1 Pressure units and
conversion factors*

pascal, Pa 1Pa=1Nm>

bar 1 bar=10°Pa
atmosphere, 1 atm =101.325 kPa
atm =1.013 25 bar
torr, Torr! 760 Torr =1 atm

1 Torr =133.32 Pa

*Values in bold are exact.
+The name of the unit is torr; its symbol
is Torr.

A note on good practice

The names of units derived
from names of people are
lowercase (as in newton and
pascal), but their symbols are
uppercase (as in N and Pa).

A brief comment

We shall see later (in Section
E.3b) that temperature
determines how molecules
populate the energy levels
available to them. Related

to this interpretation is the
fact that for molecules in a gas,
the temperature determines
their mean or average speed
(Carnge o (TIM)1™).

The amount is expressed in moles (mol), where 1 mole is defined as the same
number of specified entities as there are atoms in exactly 12 g of carbon-12.
In practice, the amount of substance is related to the number of entities, N, by
n = N/N,, where N, is Avogadro’s constant (N, = 6.022 X 10* mol™). Note that
N, is a constant with units, not a pure number.

To convert from an amount to an actual number, N, of entities we write

Relation between ‘ (E1)

N=nN, amount and number

To express a known mass of matter as an amount we use the molar mass, M, of the
entities:

n=2r Relation between (F2)
M .mass and amount
The molar mass, M, is the mass of a sample of an element or compound divided by
the amount of atoms, molecules, or formula units it contains:

m
MmM=2 (Definition of (E3)
" _molar mass |

The atomic weight of an element is the numerical value of the molar mass of the
atoms it contains, the molecular weight of a molecular compound is the numerical
value of the molar mass of its molecules, and the formula weight of an ionic com-
pound is the molar mass of a specified formula unit of the compound. In each
case ‘numerical value’ means M/(g mol™).

o Pressure, p, is the force a sample is subjected to divided by the area to which
that force is applied. Unit: 1 Pa.

Because force (see later) is measured in newtons (1 N = 1 kg m s7?), pressure
is reported in newtons per square meter, or pascals (1 Pa = 1 N m™). The
atmosphere (atm) is commonly used as a unit of pressure, but is not an SI unit.
To convert between atmospheres and pascals use 1 atm = 101.325 kPa exactly.
See Table F1.

Ifan object is immersed in a gas, it experiences a pressure over its entire surface
because molecules collide with it from all directions and exert a force during
every collision. We are incessantly battered by molecules of gas in the atmosphere
and experience this battering as ‘atmospheric pressure. The pressure is greatest at
sea level because the density of air, and hence the number of colliding molecules,
is greatest there. The pressure of the atmosphere at sea level is about 100 kPa.
When a gas is confined to a cylinder fitted with a movable piston, the position of
the piston adjusts until the pressure of the gas inside the cylinder is equal to that
exerted by the atmosphere. When the pressures on either side of the piston are the
same, we say that the two regions on either side are in mechanical equilibrium
(Fig. F4).

o Temperature, T, is the property of an object that determines in which direc-
tion energy will flow when it is in contact with another object: energy flows
from higher temperature to lower temperature. Unit: 1 K.

When the two bodies have the same temperature, there is no net flow of energy
between them. In that case we say that the bodies are in thermal equilibrium
(Fig. E5). The symbol T is used to denote the thermodynamic temperature,
which is an absolute scale with T = 0 as the lowest point. Temperatures above
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temperatures
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Equal
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Fig. 4 A system is in mechanical equilibrium
with its surroundings if it is separated from
them by a movable wall and the external
pressure is equal to the pressure of the gas

in the system.

Fig. 5 The temperatures of two objects act as a signpost showing
the direction in which energy will flow as heat through a
thermally conducting wall: (a) heat always flows from high
temperature to low temperature. (b) When the two objects have
the same temperature, although there is still energy transfer in
both directions, there is no net flow of energy.

T'= 0 are then most commonly expressed by using the Kelvin scale, in which the
gradations of temperature are called kelvin (K). The Kelvin scale is defined by set-
ting the triple point of water (the temperature at which ice, liquid water, and water
vapour are in mutual equilibrium) at exactly 273.16 K. The freezing point of water
(the melting point of ice) at 1 atm is then found experimentally to lie 0.01 K below
the triple point, so the freezing point of water is approximately 273.15 K. The
Kelvin scale is unsuitable for everyday measurements of temperature, and it is
common to use the Celsius scale, which is defined in terms of the Kelvin scale as

6/°C=T/K -=273.15 Relation between Kelvin (F4)

.and Celsius scales

(The 273.15 is exact in this definition.) Thus, the freezing point of water is 0°C and
its boiling point (at 1 atm) is found to be 100°C. Note that in this text T invariably
denotes the thermodynamic (absolute) temperature and that temperatures on the
Celsius scale are denoted 6 (theta).

L Self-test .1 ) Use eqn E4 to express body temperature, 37°C, in kelvins.
Answer: 310K

Temperature is an example of an intensive property, a property that is inde-
pendent of the size of the sample. A property that does depend on the size (‘extent’)
of the sample is called an extensive property. More formally, if we think of a sam-
ple as being divided into portions (‘subsystems’), then the value of an extensive
property is the sum of the contribution from each of the subsystems. For instance,
the mass of a 10 mg sample of a protein is the sum of the masses of the 10 portions,
each of 1 mg, into which it can be imagined as being divided. The value of an
intensive property is the same for each of the subsystems and of the overall system
itself. For instance, the temperature of a uniform 100 cm® flask of water is the
same as that of each of the 10 regions, each of volume 10 cm’, into which it can
be regarded as being divided. Mass, volume, and amount of substance are all

A note on good practice

We refer to absolute zero as
T=0,not T=0K. There are
other ‘absolute’ scales of
temperature, all of which set
their lowest value at zero.
Insofar as it is possible, all
expressions in science should
be independent of the units
being employed, and in this
case the lowest attainable
temperature is T=0
regardless of which absolute
scale we are using. On the
other hand, we write 8 =0°C
not 6 =0 because the Celsius
scale has an arbitrarily defined
zero point.
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Table F2 The gas constant in

various units

R=8.31447
8.314 47
8.20574 % 107>
62.364

1.987 21

J K mol™

kPa dm’ K™' mol™

atm dm® K™' mol™!

Torr dm* K™' mol™

cal K™ mol™

extensive properties. Temperature and pressure are intensive properties. Molar
mass is intensive because the size-dependence of m and n cancel in the ratio m/n.
All molar properties, X, = X/n, where X is an extensive property, are intensive for
the same reason. Mass density, p = m/V, is also intensive.

(c) Equations of state

Although the state of any sample of substance can be specified by giving the
values of its volume, the pressure, the temperature, and the amount of substance,
a remarkable experimental fact is that these four quantities are not independent
of one another. For instance, we cannot arbitrarily choose to have a sample of
5.5 mmol H,O in a volume of 100 cm?® at 100 kPa and 500 K: it is found experimen-
tally that that state simply does not exist. If we select the amount, the volume,
and the temperature, then we find that we have to accept a particular pressure
(in this case, close to 230 kPa). The same is true of all substances, but the pressure
in general will be different for each one. This experimental generalization is
summarized by saying the substance obeys an equation of state, an equation of
the form

p=f(n,V,T) ,g\f%(tagteeral equation (E5)
This expression tells us that the pressure is some function of amount, volume,
and temperature, and that if we know those three variables, then the pressure can
have only one value.

The equations of state of most substances are not known, so in general we
cannot write down an explicit expression for the pressure in terms of the other
variables. However, certain equations of state are known. In particular, the equa-
tion of state of a low-pressure gas is known and proves to be very simple and very
useful:

nRT (Perfectaas )
p= Perfec_;t gas ‘ (E6)
V4 .equation of state

where R is the gas constant R = 8.314 ] K™' mol™ (for values of R in other and
sometimes more convenient units see Table F.2). Although the properties of gases
might seem to be of little direct relevance to biochemistry, this equation is used to
describe the behavior of gases taking part in a variety of biologically important
processes (such as respiration), the properties of the gaseous environment
we inhabit (the atmosphere), and as a starting point for the discussion of the
properties of species in aqueous environments (such as the cell).

The perfect gas equation of state—more briefly, the ‘perfect gas law’—is so-
called because it is an idealization of the equations of state that gases actually
obey. Specifically, it is found that all gases obey the equation ever more closely as
the pressure is reduced toward zero. That is, eqn E6 is an example of a limiting
law, a law that becomes increasingly valid as the pressure is reduced and is obeyed
exactly at the limit of zero pressure.

A hypothetical substance that obeys eqn E6 at all pressures is called a perfect
gas.! From what has just been said, an actual gas, which is termed a real gas,
behaves more and more like a perfect gas as its pressure is reduced toward zero.
In practice, normal atmospheric pressure at sea level (p = 100 kPa) is already
low enough for most real gases to behave almost perfectly and, unless stated

! The term ‘ideal gas’ is also widely used.



otherwise, we shall always assume in this text that the gases we encounter behave
like a perfect gas. The reason why a real gas behaves differently from a perfect
gas can be traced to the attractions and repulsions that exist between actual
molecules and that are absent in a perfect gas (Chapter 11).

LA brief iIIustration)

Consider the calculation of the pressure in kilopascals exerted by 1.25 g of
nitrogen gas in a flask of volume 250 mL (0.250 dm?) at 20°C. The amount
of N, molecules (of molar mass M =28.02 g mol ') present is
m 125¢g 1.25
=—= = mo
M 28.02gmol™? 28.02

The temperature of the sample is T/K = 20 + 273.15. Therefore, from p =
nRT/V,

n R T=293K
_(1.25/28.02) mol x (8.3145 kPa dm® K™" mol™") x (20 +273.15 K)
B 0.250 dm?

| —
V=250 mL
=435 kPa

where we have used more convenient units for the constant R. Note how
all units (except kPa in this instance) cancel like ordinary numbers (see
Mathematical toolkit F.1).

| self-testF.2 ) Calculate the pressure exerted by 1.22 g of carbon dioxide
confined to a flask of volume 500 mL at 37°C.
Answer: 143 kPa

The molar volume, V,,, is the volume a substance (not just a gas) occupies per
mole of molecules. It is calculated by dividing the volume of the sample by the
amount of molecules it contains:

v ——
v, 'Definition of (E7)

n .molar volume

The perfect gas law can be used to calculate the molar volume of a perfect gas at
any temperature and pressure. When we combine eqns E6 and E7, we get

Vm:‘—/:ﬂ:R—T (Molar volume of (E8)

no np p aperfectgas |
This expression lets us calculate the molar volume of any gas (provided it is
behaving perfectly) from its pressure and its temperature. It also shows that, for a
given temperature and pressure, provided they are behaving perfectly, all gases
have the same molar volume.

Chemists have found it convenient to report much of their data at a particular
set of standard conditions, as summarized in Table E3. The ‘standard state’ of a
substance (at a specified temperature, not necessarily 298 K) is discussed further
in Section 1.7. The condition SATP for the discussion of gases is now favored over

F.2 BULK MATTER

A note on good practice

It is best to postpone the
actual numerical calculation
to the last possible stage and
carry it out in a single step.
This procedure avoids
rounding errors.
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Table F.3 A summary of standard conditions

Name Conditions Comment

Standard pressure, p* p®=1bar 1 bar is exact

Standard ambient temperature 25°C (more precisely, At SATP, V,, =24.79 dm’ mol™
and pressure (SATP) 298.15K) and 1 bar for a perfect gas

Standard temperature and 0°Cand 1 atm AtSTP, V,,=22.41 dm® mol™
pressure (STP) for a perfect gas

Standard state Pure substance at 1 bar Temperature to be specified.

See Section 1.7.

the earlier STP on account on the shift of emphasis from 1 atm to 1 bar in the
specification of standard states.

A mixture of perfect gases, such as to a good approximation the atmosphere,
behaves like a single perfect gas. According to Dalton’s law, the total pressure of
such a mixture is the sum of the partial pressures of the constituents, the pressure
to which each gas would give rise if it occupied the container alone:

P=patpst--- (Datton's law)  (E9)

Each partial pressure, p;, can be calculated from the perfect gas law in the form

F.3 Energy

A property that will continue to occur in just about every chapter of the following
text is ‘energy’. Indeed, we begin the text with a discussion of the deployment of
energy in living organisms. Energy, E, is the capacity to do work. Work is the
process of moving against an opposing force. A fully wound spring can do more
work than a half-wound spring (that is, it can raise a weight through a greater
height or move a greater weight through a given height). A hot object has the
potential for doing more work than the same object when it is cool and therefore
has a higher energy.

In his formulation of classical mechanics Isaac Newton focused on the role of
force, F, an agent that changes the state of motion of a body. His mechanics was
built on three laws, the second of which relates the acceleration, a, the rate of
change of velocity, of a body of mass m to the strength of the force it experiences:

F=ma (Newton's second law|  (E.10)

LA brief iIIustration)

A stationary ball of mass 150 g is hit by a bat, and in 0.20 s reaches a speed of
80 km h™' (8.0 x 10* m/3600 s = 22 m s') before being slowed down by air
resistance. The initial acceleration of the ball is (22 m s7')/(0.20s) =110 m s 2.
The force exerted by the bat on the ball is therefore

F=(0.150kg) X (110 ms?)=16.5kgms?>=16.5N

We have expressed the result in newtons, with I N=1kgm s™




Force, like acceleration, is actually a ‘vector’ quantity, a quantity with direction as
well as magnitude, but in most instances in this text we need consider only its
magnitude.

The magnitude of the work done in moving against a constant opposing force,
w, is the product of the distance moved, d, and the strength of the force:

w=Fd (Definition of work|  (E11)

LA brief iIIustration)

A bird of mass 50 g flies from the ground to a branch 10 m above. The force of
gravity on an object of mass m close to the surface of the Earth is mg, where g
is the ‘acceleration of free fall: g=9.81 m s7>. Therefore, the work it has to do
against gravity is

w=mgd =(0.050 kg) X (9.81 ms7) X (10 m) =4.9 kg m*s™

We would report this value as 4.9 ], where J = 1 kg m?s™.

As implied in the brief illustration, the ST unit of energy is the joule (J), named
after the nineteenth-century scientist James Joule, who helped to establish the
concept of energy (see Chapter 1). Itis definedas1J=1Nm=1kgm?s A joule
is quite a small unit, and in chemistry we often deal with energies of the order of
kilojoules (1 k] =10°J).

(a) Varieties of energy

We need to distinguish the energies possessed by matter and due to radiation. The
kinetic energy, E,, is the energy of a body due to its motion. For a body of mass m
moving at a speed v,

Ek=%mvz Definition of ‘ (E12)

Kinetic energy |

That is, a heavy object moving at the same speed as a light object has a higher
kinetic energy, and doubling the speed of any object increases its kinetic energy
by a factor of 4. A ball of mass 1 kg traveling at 1 m s™ has a kinetic energy of
0.5].

The potential energy, E, (and commonly V), of a body is the energy it pos-
sesses due to its position. The precise dependence on position depends on the
type of force acting on the body. An important type of potential energy is the
Coulombic potential energy of interaction between two electric charges Q, and
Q, separated by a distance r:

E= QQ, Coulombic potential (E13)
4me,r .energy )

The fundamental constant ¢, is called the vacuum permittivity; its value (and
those of other fundamental constants) is given inside the front cover. With the
charges in coulombs (C) and the distance in meters, the energy is obtained in
joules. Equation F.13 is based on the convention of taking the potential energy to
be zero when the charges are infinitely apart. The Coulombic potential energy will
inform our discussion of a range of topics, from atomic structure to the nature of
interactions that give rise to levels of structure in biological assemblies.

F.3 ENERGY
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Wavelength, 4

Amplitude, A

Speed, ¢

Fig.F.6 An electromagnetic wave

is characterized by its amplitude,
A, wavelength, 2, and frequency,
v; the frequency is related to the

wavelength by v =c/A.

A mass m close to the surface of the Earth has a potential energy that is propor-
tional to its height above the ground, h:

EP — mgh Gravitational potential (E14)

.energy

The constant ¢ = 9.81 m s is called the acceleration of free fall. It depends
on the location on the Earth’s surface, but the variation is quite small. In this case,
the arbitrary zero of potential energy is taken as being at the surface of the Earth
(ath=0).

LA brief iIIustration)

The potential energy of the 50-g bird mentioned in the preceding brief illustra-
tion is higher by 4.9 ] when it is on the branch than when it is on the ground.
The potential energy of this book (of mass about 1 kg) is higher by about 10 ]
when it is on a table 1 m above the floor than when it is on the floor.

The total energy, E, of a material body is the sum of its kinetic and potential
energies:

E=E+E, (Totalenergy)  (E15)

Provided no external forces are acting on the body;, its total energy is constant.
This remark is elevated to a central statement of classical physics known as the
law of the conservation of energy. Potential and kinetic energy may be freely
interchanged, for instance a falling ball loses potential energy but gains kinetic
energy as it accelerates, but its total energy remains constant provided the body is
isolated from external influences, such as air resistance.

Energy may also be present even in the absence of matter in the form of elec-
tromagnetic radiation, a wave of electric and magnetic fields traveling through
avacuum at the ‘speed of light, ¢ =2.998 x 10° m s™'. The wave is characterized by
its amplitude, frequency, and wavelength. The amplitude of the wave is the max-
imum displacement, and the perceived intensity of the wave is proportional to
the square of the amplitude. The frequency, v (nu), is a measure of the rate at
which the field goes through a complete cycle of orientations. The SI unit of fre-
quency is 1 hertz (1 Hz), which corresponds to one cycle per second: 1 Hz=1s7".
The wavelength, 1 (lambda), is the distance between neighboring peaks of the
wave (Fig. F.6). The frequency and wavelength are related by

Iv=c Relation between frequency (E16)

.and wavelength

That is, high frequencies correspond to short wavelengths, and vice versa. This
expression also applies to sound waves, with ¢ interpreted as the speed of sound.
The electromagnetic spectrum runs—as far as we know—over all frequencies.
Each range of frequencies is classified as shown in Fig. E7. The boundaries
between each region are only approximate. The visible region of the spectrum,
the region to which our eyes are sensitive, occupies a very narrow band between
400 and 700 nm. As we shall see in later chapters, each region of the spectrum
excites, or is excited by, different types of nuclear, atomic, or molecular transition.
For instance, electronic excitations, where electrons are redistributed into
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different regions of the molecule, are stimulated by or give rise to visible and
ultraviolet radiation. Because the separation between energy levels is dictated by
the arrangement of atoms in a molecule, measuring the frequencies of transitions
facilitates the study of molecular structure and reactivity. Ultraviolet radiation
can also cause such extreme electron redistributions that bonds are broken.

We need to be aware that electromagnetic energy is delivered in packets known
as photons. The energy of a photon of electromagnetic radiation is related to the
frequency of the radiation by

E=hv (Energy of aphoton  (E17)

where h is a fundamental constant known as Planck’s constant (h = 6.626 X
107* J s). In terms of photons, an intense ray of light consists of numerous
photons, each of the same energy and each moving at the speed c. The higher the
frequency of the radiation, the greater is the energy carried by each photon.
Photons of visible light are sufficiently energetic to stimulate the processes
of vision; photons of ultraviolet radiation are so energetic that they can destroy
tissue.

LA brief iIIustrationJ

The energy of a photon of 350 nm ultraviolet radiation is

E_ (6.626x107*]s) X (2.998 x 10° m s*)
A 3.50x 107 m

=5.68x107"]

corresponding to 0.568 aJ. To know the energy per mole of photons, which
helps us to assess the chemical potency of the radiation, we multiply by
Avogadro’s constant:

_heN, (6626107 5) X (2.998 X 10° m s™!) x (6.022 x 10” mol™)
) 3.50 X 107 m

=342 kJ mol™

E

Fig. F.7 The regions of the
electromagnetic spectrum and
some of the spectroscopic
techniques that make use of
them.

A note on good practice It is
best to carry out a numerical
calculation in one step or at
least to avoid rounding at an
intermediate stage.

(b) The Boltzmann distribution

One of the most important expressions in science, the ‘Boltzmann distribution,
helps to elucidate the concept of temperature as well as underlying virtually all the
bulk properties and reactions of matter and their variation with temperature.
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Mathematical toolkit F2 Exponential functions

In preparation for the large number of occurrences of
exponential functions throughout the text, it will be
useful to know the shape of exponential functions.
Here we deal with two types, e and e™*. An expo-
nential function of the form e™ starts off at 1 when
x = 0 and decays toward zero, which it reaches as x
approaches infinity (see the illustration). This function
approaches zero more rapidly as a increases. The
Boltzmann distribution is an example of an exponen-

function. It also starts off at 1 when x = 0 and decays
to zero as x increases, however, its decay is initially
slower but then plunges down more rapidly than e .
Gaussian functions will appear several times through
the text. The illustration also shows the behavior of the
two functions for negative values of x. The exponential
function e ™ rises rapidly to infinity, but the Gaussian
function falls back to zero and traces out a bell-shaped
curve.

tial function. The function e is called a Gaussian
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The exponential function, €™, and the bell-shaped Gaussian function, e ™. Note that both are equal to 1 at x=0, but the
exponential function rises to infinity as x — —oo.

It should be familiar from introductory courses, and will be explained in detail
later in the text, that atoms and molecules can possess only discrete amounts of
energy. For instance, an electron in a hydrogen atom can possess only the energies
2.17 aJ,0.54 aJ, 0.24 a], ... (where 1 aJ, 1 attojoule = 107'* J) below that of a widely
separated proton and electron, and a C-H bond in a molecule can vibrate only
with the energies 0.029 aJ, 0.086 aJ, 0.144 a], .. . Intermediate values of the energy
are simply not allowed. The precise values of the allowed energies depend on the
details of molecular structure, but it is generally the case that electronic energy
levels are most widely spaced, then the energies of molecular vibration, and then
the energies with which molecules rotate (Fig. E8). The energies of translational
motion are so close together even on an atomic scale (for instance, of the order of
107 J for a CO, molecule in a region 10 cm wide) that they may be treated as
continuous.

The apparently random motion that molecules undergo at T'> 0 is called ther-
mal motion. The energy associated with this motion is the energy of thermal
motion, but is commonly called simply thermal energy. A useful rule of thumb is




that the order of magnitude of the energy that a molecule possesses as a result of
its thermal motion is kT, where k = 1.381 x 1072 ] K! is a fundamental constant
called Boltzmann’s constant. The gas constant R is simply the ‘molar’ form of
Boltzmann’s constant:

_ 'Relation between the gas constant’
R=Njk \and Boltzmann’s constant (E18)

Thermal motion ensures that molecules will be found spread over the energy
levels available to them such that their mean energy is of order kT. The population
of each energy level depends on the temperature, and a very important result is
that in a system at a temperature T, the ratio of populations N, and N, in states
with energies E, and E, is given by the Boltzmann distribution, one form of
which is

e T (®159)
This form of the distribution applies when the E; are actual energies (in joules,
for instance); when the E; are molar quantities (in joules or kilojoules per mole,
for instance), we use

N e EE)RT (E19b)

N,
with R in place of k. We see that the greater the energy separation E, — E,, the
smaller the ratio of populations. Alternatively, for a given separation, the ratio
becomes smaller as the temperature is lowered. In other words, as the tempera-
ture is lowered, more and more molecules are found in their lowest energy levels
and fewer are found in high energy levels. The temperature, we see, is the single
parameter we need in order to state the relative populations of energy levels.

LA brief iIIustrationJ

Suppose that two conformations of neighboring peptide groups in a polypep-
tide differ in energy by 7.5 kJ mol™, with conformation A higher in energy
than conformation B. At body temperature (37°C, corresponding to 310 K)
the ratio of populations of the two conformations is

A
Np

— (75007 mol™)/(8.3145 K™ mol"x310K) — () ()54

That is, conformation B is about 18 times more abundant than conform-
ation A.

The importance of the Boltzmann distribution will become apparent as the
following chapters unfold. We shall see that it accounts for the stability of matter,
for very few molecules are found in highly excited states at ordinary tempera-
tures, but it allows for the possibility of reaction, as some molecules will be found
with sufficient energy to react, and the proportion that can react increases as the
temperature is raised. Already we are beginning to see why chemical reactions
proceed more quickly as the temperature is raised.
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Fig. F9 The model used for
discussing the molecular basis

of the physical properties of

a perfect gas. The pointlike
molecules move randomly with

a wide range of speeds and in
random directions, both of which
change when they collide with
the walls or with other molecules.

We can obtain insight into the molecular origins of temperature by using the
simple but powerful kinetic model of gases (also called the ‘kinetic molecular
theory; KMT, of gases), which is based on a model of a gas that we mentioned
earlier, in which the molecules are in ceaseless random motion, do not interact
with one another except during collisions, and are much smaller than the average
distance traveled between collisions (Fig. F.9). Different speeds correspond to
different energies, so the Boltzmann formula can be used to predict the pro-
portions of molecules having a specific speed at a particular temperature. The
expression giving the fraction of molecules that have a particular speed is called
the Maxwell distribution (sometimes the Maxwell-Boltzmann distribution) and
has the features summarized in Figs FE10 and E11. The Maxwell distribution,
which is discussed more fully in Further information 7.1, can be used to show
that the mean speed, ¢, of the molecules depends on the temperature T and their
molar mass M as

SRT 1/2
i=|
Thus, the mean or average speed is high for light molecules at high temperatures.
The distribution itself gives more information. For instance, the tail towards high

speeds is longer at high temperatures than at low, which indicates that at high
temperatures more molecules in a sample have speeds much higher than average.

Lo
temperature

'Mean speed according to|

' the Maxwell distribution (E20)
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Fig. E10 The Maxwell distribution
of speeds and its variation with
the temperature. Note the
broadening of the distribution
and the shift of the mean speed
(denoted by the locations of the
vertical dotted lines) to higher
values as the temperature is
increased.

Fig. 11 The Maxwell distribution of speeds also
depends on the molar mass of the molecules.
Molecules of low molar mass have a broad
spread of speeds, and a significant fraction may
be found traveling much faster than the mean
speed. The distribution is much narrower for
heavy molecules, and most of them travel with
speeds close to the mean value (denoted by the
locations of the vertical dotted lines).
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CHECKLIST OF KEY EQUATIONS 17

[J 1. Inthenuclear model, an atom of atomic number Z [] 10. The total energy of an isolated system is conserved,
consists of a nucleus of charge +Ze surrounded by but kinetic and potential energy may be interchanged.
Z electrons each of charge —e. [] 11. Electromagnetic radiation is characterized by its
[ 2. Proteins, nucleic acids, and polysaccharides are long amplitude, frequency, and wavelength.
rr.101ecu¥ar chains with different levels of three- [] 12. Electromagnetic radiation consists of photons,
dimensional structure. packets of energy of magnitude hv and traveling
[J 3. Cell membranes are formed by the stacking of lipid at the speed of light.
molecules into a bilayer structure. [] 13. The Boltzmann distribution gives the relative
[] 4. The states of matter are gas, liquid, and solid. numbers of molecules in the energy levels available
[] 5. Anequation of state is an equation relating pressure, to them.
volume, temperature, and amount of a substance. [] 14. The mean speed of molecules is proportional to
[] 6. The perfect gas equation of state is a limiting law the square root of the (absolute) temperature and
applicable as p — 0. invelzrsely proportional to the square root of the
molar mass.
[] 7. Energy isthe capacity to do work.
. , . [] 15. The properties of the Maxwell distribution of speeds
[] 8. Workis done when a body is moved against an o
) are summarized in Figs F10 and E11.
opposing force.
[] 9. The contributions to the energy of matter are the
kinetic energy (the energy due to motion) and
the potential energy (the energy due to position).
Checkilist of key equations
Property or process Equation Comment
Relation between number and amount N=nN, N, is Avogadro’s constant
Molar quantity Xn=X/n Molar mass is denoted M
Temperature conversion 6/°C=T/K-273.15 273.15 is exact
Equation of state p=nRTIV Perfect (ideal) gas
Molar volume Va=RTlp Perfect (ideal) gas
Dalton’s law p=patppt-c- Perfect (ideal) gas
Newton’s second law F=ma
Work w=Fd Fis the opposing force
Kinetic energy E=2my?
Coulomb potential energy E,=Q,Qy/4meyr Charges in a vacuum
Gravitational potential energy E,=mgh Close to surface of the Earth
Relation between wavelength and frequency Av=c cis speed of propagation (e.g. speed of light)
Energy of a photon E=hv h is Planck’s constant
Boltzmann distribution N,/N, = e EBI/KT k is Boltzmann’s constant, R = N,k

Mean speed of molecules

¢=(8RT/nM)"?

Perfect (ideal) gas
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Discussion questions

F.1 Distinguish between ionic bonds, covalent bonds, hydrogen
bonds, and van der Waals interactions.

F.2 Distinguish between polypeptides, polynucleotides, and
polysaccharides.

F.3 Describe the main structural features of a lipid bilayer.

F.4 Distinguish between primary, secondary, tertiary, and quaternary
levels of structure in biological macromolecules.

F.5 Explain the differences between gases, liquids, and solids at
macroscopic and microscopic levels.

Exercises

Treat all gases as perfect unless instructed otherwise.

F.10 You will see Lewis structures throughout the text. Using your
knowledge of introductory chemistry, draw the Lewis structures of
(a) SO%', (b) XeF,, (c) P, (d) Os, (e) CIFY, and (f) N3.

F.11 Using your knowledge of VSEPR theory from introductory
chemistry, predict the shapes of (a) PCL,, (b) PCl;, (c) XeF,, (d) XeF,,
(e) H,O,, (f) FSO3, (g) KrF,, and (h) PCI;.

F.12 Express (a) 110 kPa in torr, (b) 0.997 bar in atmospheres,
(c) 2.15 % 10* Pa in atmospheres, and (d) 723 Torr in pascals.

F.13 Given that the Celsius and Fahrenheit temperature scales are
related by ¢,/ °C = %(Gpah,e,,he“/"F —32), what is the temperature
of absolute zero (T'=0) on the Fahrenheit scale?

F.14 Imagine that Pluto is inhabited and that its scientists use a
temperature scale in which the freezing point of liquid nitrogen is 0°P
(degrees Plutonium) and its boiling point is 100°P. The inhabitants

of Earth report these temperatures as —209.9°C and —195.8°C,
respectively. What is the relation between temperatures on (a) the
Plutonium and Kelvin scales, and (b) the Plutonium and Fahrenheit
scales?

F.15 Much to everyone’s surprise, nitrogen monoxide (nitric oxide,
NO) has been found to act as a neurotransmitter. To prepare to study
its effect, a sample was collected in a container of volume 250.0 cm®.
At 19.5°Cits pressure is found to be 24.5 kPa. What amount (in moles)
of NO has been collected?

F.16 The effect of high pressure on organisms, including humans, is
studied to gain information about deep-sea diving and anesthesia.
A sample of air occupies 1.00 dm? at 25°C and 1.00 atm. What
pressure is needed to compress it to 100 cm?® at this temperature?

F.17 You are warned not to dispose of pressurized cans by throwing
them onto a fire. The gas in an aerosol container exerts a pressure of
125 kPa at 18°C. The container is thrown on a fire, and its temperature
rises to 700°C. What is the pressure at this temperature?

F.18 Until we find an economical way of extracting oxygen from
seawater or lunar rocks, we have to carry it with us to inhospitable
places and do so in compressed form in tanks. A sample of oxygen

F.6 Define the terms force, work, energy, kinetic energy, potential
energy, and the energy of thermal motion.

F.7 Distinguish between mechanical and thermal equilibrium.

F.8 Describe the main features of electromagnetic radiation and the
electromagnetic spectrum.

F.9 Use the Boltzmann distribution to provide a molecular
interpretation of temperature.

at 101 kPa is compressed at constant temperature from 7.20 dm? to
4.21 dm’. Calculate the final pressure of the gas.

F.19 Hot-air balloons gain their lift from the lowering of density
of air that occurs when the air in the envelope is heated. To what
temperature should you heat a sample of air, initially at 340 K, to
increase its volume by 14 per cent?

F.20 At sea level, where the pressure was 104 kPa and the temperature
21.1°C, a certain mass of air occupied 2.0 m’. To what volume will the
region expand when it has risen to an altitude where the pressure and
temperature are (a) 52 kPa, —=5.0°C and (b) 880 Pa, —=52.0°C?

F.21 A diving bell has an air space of 3.0 m® when on the deck of a
boat. What is the volume of the air space when the bell has been
lowered to a depth of 50 m? Take the mean density of seawater to be
1.025 g cm™ and assume that the temperature is the same as on the
surface.

F.22 Calculate the work that a person of mass 65 kg must do to climb
between two floors of a building separated by 3.5 m.

F.23 What is the kinetic energy of a tennis ball of mass 58 g served at
30ms™?

F.24 A car of mass 1.5t (1 t=10°kg) traveling at 50 km h™" must be
brought to a stop. How much kinetic energy must be dissipated?

F.25 Consider a region of the atmosphere of volume 25 dm®, which

at 20°C contains about 1.0 mol of molecules. Take the average molar
mass of the molecules as 29 g mol™ and their average speed as about
400 m s™!. Estimate the energy stored as molecular kinetic energy in
this volume of air.

F.26 Calculate the minimum energy that a bird of mass 25 g must
expend in order to reach a height of 50 m.

F.27 The potential energy of a charge Q, in the presence of another
charge Q, can be expressed in terms of the Coulomb potential, ¢ (phi):

V=Q¢ o= &

4ne,r

The units of potential are joules per coulomb, ] C™, so when ¢ is
multiplied by a charge in coulombs, the result is in joules. The



combination joules per coulomb occurs widely and is called a volt (V),
with 1 V=1] C". Calculate the Coulomb potential due to the nuclei
at a point in a LiH molecule located 200 pm from the Li nucleus and
150 pm from the H nucleus. Hint: Use Q =+Ze, where Z is the atomic
number and e is the elementary charge.

F.28 Plot the Coulomb potential (see Exercise F.27) due to the nuclei
ata point in a Na*Cl" ion pair located on a line half-way between the
nuclei (the internuclear separation is 283 pm) as the point approaches
from infinity and ends at the mid point between the nuclei.

F.29 What is the wavelength of the radiation used by an FM radio
transmitter broadcasting at 92.0 MHz?

F.30 What is the energy of (a) a single photon and (b) 1.00 mol of
photons of wavelength 670 nm?

Project

F.34 You will now explore the gravitational potential energy in some
detail, with an eye toward discovering the origin of the value of the
constant g, the acceleration of free fall, and the magnitude of the
gravitational force experienced by all organisms on the Earth.

(a) The gravitational potential energy of a body of mass m at a
distance r from the center of the Earth is —Gmmy/r, where my is the
mass of the Earth and G is the gravitational constant (see inside front
cover). Consider the difference in potential energy of the body when it
is moved from the surface of the Earth (radius r;) to a height h above
the surface, with /i < rg;, and find an expression for the acceleration of
free fall, g, in terms of the mass and radius of the Earth. Hint: Use the
approximation (14 h/rp)™ = 1 — h/rg. (See Mathematical toolkit 3.2 for
more information on series expansions and the approximations that
can be made by using expansions.)

PROJECT 19

F.31 Suppose that a macromolecule can exist either as a random coil
or fully stretched out, with the latter conformation 2.4 kJ mol™" higher
in energy. What is the ratio of the two conformations at 20°C?

F.32 An electron spin can adopt either of two orientations in a
magnetic field, and its energies are +1,B, where p; =9.274 X 1072 J T
is the Bohr magneton and Bis the intensity of the magnetic field,
often reported in teslas (1 T=1kg s A™). Calculate the relative
populations of the spin states at (a) 4.0 K and (b) 298 K, when
B=10T.

F.33 The composition of planetary atmospheres is determined in part
by the speeds of the molecules of the constituent gases because the
faster-moving molecules can reach escape velocity and leave the
planet. Calculate the mean speed of (a) He atoms and (b) CH,
molecules at (i) 77 K, (ii) 298 K, and (iii) 1000 K.

(b) You need to assess the fuel needed to send the robot explorer
Spirit, which has a mass of 185 kg, to Mars. What was the energy
needed to raise the vehicle itself from the surface of the Earth to a
distant point where the Earth’s gravitational field was effectively zero?
The mean radius of the Earth is 6371 km and its average mass density
is 5.5170 g cm™. Hint: Use the full expression for the gravitational
potential energy in part (a).

(c) Given the expression for the gravitational potential energy in
part (a), (i) what is the gravitational force on an object of mass m at a
distance r from the center of the Earth? (ii) What is the gravitational
force that you are currently experiencing? For data on the Earth, see
part (b).
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PART 1 Biochemical
Thermodynamics

The branch of physical chemistry known as thermodynamics is
concerned with the study of the transformations of energy. That
concern might seem remote from chemistry, let alone biology. Indeed,
thermodynamics was originally formulated by physicists and engineers
interested in the efficiency of steam engines. However, thermodynamics
has proved to be of immense importance in both chemistry and biology.
Not only does it deal with the energy output of chemical reactions but it
also helps to answer questions that lie right at the heart of biochemistry,
such as how energy flows in biological cells and how large molecules
assemble into complex structures like the cell.
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The First Law

Classical thermodynamics, the thermodynamics developed during the nineteenth
century, stands aloof from any models of the internal constitution of matter: we could
develop and use thermodynamics without ever mentioning atoms and molecules.
However, the subject is greatly enriched by acknowledging that atoms and molecules
do exist and interpreting thermodynamic properties and relations in terms of them.
Wherever it is appropriate, we shall cross back and forth between thermodynamics,
which provides useful relations between observable properties of bulk matter, and the
properties of atoms and molecules, which are ultimately responsible for these bulk
properties.

Throughout the text we shall pay special attention to bioenergetics, the deployment
of energy in living organisms. We shall initiate discussions of thermodynamics with the
perfect gas as a model system. Although a perfect gas may seem far removed from
biology, its properties are crucial to the formulation of thermodynamics of systems in
aqueous environments, such as biological cells. First, it is quite simple to formulate the
thermodynamic properties of a perfect gas. Then—and this is the crucially important
point—because a perfect gas is a good approximation to a vapor and a vapor may be
in equilibrium with a liquid, the thermodynamic properties of a perfect gas are mirrored
(in a manner we shall describe) in the thermodynamic properties of the liquid. In other
words, we shall see that a description of the gases (or ‘vapors’) that hover above a
solution opens a window onto the description of physical and chemical transforma-
tions occurring in the solution itself.

Once we become equipped with the formalism to describe chemical reactions
in solution, it will be easy to apply the concepts of thermodynamics to the complex
environment of a biological cell. That is, we need to make a modest investment in the
study of systems that may seem removed from our concerns so that, in the end, we
can collect sizable dividends that will enrich our understanding of energy trapping and
utilization in biological cells.

The conservation of energy

Almost every argument and explanation in chemistry boils down to a consider-
ation of some aspect of a single property: the energy. Energy determines what
molecules can form, what reactions can occur, how fast they can occur, and (with
a refinement in our conception of energy) in which direction a reaction has a
tendency to occur.

As we saw in Fundamentals:

energy is the capacity to do work
work is the process of moving against an opposing force

The conservation of
energy
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Surroundings
Surroundings

. /

Fig. 1.1 The sample is the system of
interest; the rest of the world is its
surroundings. The surroundings
are where observations are made
on the system. They can often be
modeled by a large water bath.
The universe consists of the
system and its surroundings.

Closed

Open Isolated

Fig. 1.2 A system is open if it can
exchange energy and matter with
its surroundings, closed if it can
exchange energy but not matter,
and isolated if it can exchange
neither energy nor matter.

These definitions imply that a raised weight has more energy than one of the same
mass resting on the ground because the former has a greater capacity to do work:
it can do work as it falls to the level of the lower weight. The definition also implies
that a gas at a high temperature has more energy than the same gas at a low tem-
perature: the hot gas has a higher pressure and can do more work in driving out a
piston. In biology, we encounter many examples of the relation between energy
and work. As a muscle contracts and relaxes, energy stored in its protein fibers is
released as the work of walking, lifting a weight, and so on. In biological cells,
nutrients, ions, and electrons are constantly moving across membranes and from
one cellular compartment to another. The synthesis of biological molecules and
cell division are also manifestations of work at the molecular level. The energy
that produces all this work in our bodies comes from food.

People struggled for centuries to create energy from nothing, for they believed
that if they could create energy, then they could produce work (and wealth) end-
lessly. However, without exception, despite strenuous efforts, many of which
degenerated into deceit, they failed. As a result of their failed efforts, we have
come to recognize that energy can be neither created nor destroyed but merely
converted from one form into another or moved from place to place. This Taw of
the conservation of energy’ is of great importance in chemistry. Most chemical
reactions—including the majority of those taking place in biological cells—
release energy or absorb it as they occur; so according to the law of the conserva-
tion of energy, we can be confident that all such changes—including the vast
collection of physical and chemical changes we call life—must result only in the
conversion of energy from one form to another or its transfer from place to place,
not its creation or annihilation.

1.1 Systems and surroundings

We need to understand the unique and precise vocabulary of thermodynamics before
applying it to the study of bioenergetics.

In thermodynamics, a system is the part of the world in which we have a special
interest. The surroundings are where we make our observations (Fig. 1.1). The
surroundings, which can be modeled as a large water bath, remain at constant
temperature regardless of how much energy flows into or out of them. They are so
huge that they also have either constant volume or constant pressure regardless of
any changes that take place to the system. Thus, even though the system might
expand, the surroundings remain effectively the same size.
We need to distinguish three types of system (Fig. 1.2):

An open system can exchange both energy and matter with its surroundings.

A closed system is a system that can exchange energy but not matter with its
surroundings.

An isolated system is a system that can exchange neither matter nor energy
with its surroundings.

An example of an open system is a flask that is not stoppered and to which various
substances can be added. A biological cell is an open system because nutrients
and waste can pass through the cell wall. You and I are open systems: we ingest,
respire, perspire, and excrete. An example of a closed system is a stoppered flask:
energy can be exchanged with the contents of the flask because the walls may be
able to conduct heat. An example of an isolated system is a sealed flask that is
thermally, mechanically, and electrically insulated from its surroundings.



1.2 Work and heat

Organisms can be regarded as systems that exchange energy with their
surroundings, and we need to understand how those transfers take place.

Energy can be exchanged between a closed system and its surroundings by doing
work or by the process called ‘heating’ A system does work when it causes motion
against an opposing force. We can identify when a system does work by noting
whether the process can be used to change the height of a weight somewhere in
the surroundings. Heating is the process of transferring energy as a result of a
temperature difference between the systems and its surroundings. To avoid a lot
of awkward language, it is common to say that ‘energy is transferred as work’
when the system does work and ‘energy is transferred as heat’ when the system
heats its surroundings (or vice versa). However, we should always remember that
‘work’ and ‘heat’ are modes of transfer of energy, not forms of energy.

(a) Exothermic and endothermic processes

Walls that permit heating as a mode of transfer of energy are called diathermic
(Fig. 1.3). A metal container is diathermic and so is our skin or any biological
membrane. Walls that do not permit heating even though there is a difference
in temperature are called adiabatic.' The double walls of a vacuum flask are
adiabatic to a good approximation.

A process in a system that transfers energy as heat to the surroundings (we
commonly say ‘releases heat into the surroundings’) is called exothermic. A pro-
cess in a system that absorbs energy as heat from the surroundings (we commonly
say ‘absorbs heat from the surroundings’) is called endothermic. All combustions
are exothermic. The reactions leading to the oxidative breakdown of nutrients in
organisms are also exothermic. These reactions include oxidation of the carbo-
hydrate glucose (C;H,,0,, Atlas S4) and of the fat tristearin (Cs,H,,,Og):

CeH,,04(s) + 6 O,(g) — 6 CO,(g) + 6 H,O(1)
2 CsH,1004(s) + 163 O,(g) — 114 CO,(g) + 110 H,O(l)

Endothermic reactions are much less common. The endothermic dissolution of
ammonium nitrate in water is the basis of the instant cold packs that are included
in some first-aid kits. They consist of a plastic envelope containing water dyed
blue (for psychological reasons) and a small tube of ammonium nitrate, which is
broken when the pack is to be used.

As an example of these terms, consider a chemical reaction that is a net pro-
ducer of gas, such as the combustion of urea, (NH,),CO, to yield carbon dioxide,
water, and nitrogen:

(NH,),CO(s) + % 0,(g) = CO,(g) +2 H,0() + N.,(g)

Suppose first that the reaction takes place inside a cylinder with diathermic walls
and fitted with a movable piston, then the gas produced drives out the piston and
raises a weight in the surroundings (Fig. 1.4). In this case, energy has migrated
to the surroundings as a result of the system doing work because a weight has
been raised in the surroundings: that weight can now do more work, so it pos-
sesses more energy. Because the reaction is exothermic and walls are diathermic,
some energy also migrates into the surroundings as heat. We can detect that
transfer of energy by immersing the reaction vessel in an ice bath and noting how

! The word is derived from the Greek words for ‘not passing through’
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Fig. 1.3 (a) A diathermic wall
permits the passage of energy as
heat; (b) an adiabatic wall does
not, even if there is a temperature
difference across the wall.

CO,(9)
+
N,(9)
%, 0,(9)
(NH,),CO(s) 2 H,0()

Fig. 1.4 When urea reacts with
oxygen, the gases produced
(carbon dioxide and nitrogen)
must push back the surrounding
atmosphere (represented by the
weight resting on the piston)

and hence must do work on its
surroundings. This is an example
of energy leaving a system as
work.
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Surroundings

T

Energy
as

System
work

Fig. 1.5 Work is the transfer of
energy that causes or utilizes
uniform motion of atoms in the
surroundings. For example, when
a weight is raised, all the atoms

of the weight (shown magnified)
move in unison in the same
direction.

Surroundings

Energy
as
heat

System

Fig. 1.6 Heat is the transfer of
energy that causes or utilizes
random motion in the
surroundings. When energy
leaves the system (the green
region), it generates random
motion in the surroundings
(shown magnified).

much ice melts. Alternatively, we could let the same reaction take place in a
diathermic vessel with a piston locked in position. No work is done because no
weight is raised. However, because it is found that more ice melts than in the first
experiment, we can conclude that more energy has migrated to the surroundings
as heat.

(b) The molecular interpretation of work and heat

The clue to the molecular nature of work comes from thinking about the motion
of a weight in terms of its component atoms. When a weight is raised, all its atoms
move in the same direction. This observation suggests that work is the transfer of
energy that achieves or utilizes uniform motion in the surroundings (Fig. 1.5).
Whenever we think of work, we can always think of it in terms of uniform motion
of some kind. Electrical work, for instance, corresponds to electrons being pushed
in the same direction through a circuit. Mechanical work corresponds to atoms
being pushed in the same direction against an opposing force.

Now consider the molecular nature of heating. When energy is transferred as
heat to the surroundings, the atoms and molecules oscillate more rapidly around
their positions or move from place to place more vigorously. The key point is that
the motion stimulated by the arrival of energy from the system as heat is random,
not uniform as in the case of doing work. This observation suggests that heat is the
mode of transfer of energy that achieves or utilizes random motion in the surround-
ings (Fig. 1.6). A fuel burning, for example, generates random molecular motion
in its vicinity.

An interesting historical point is that the molecular difference between work
and heat correlates with the chronological order of their application. The release
of energy when a fire burns is a relatively unsophisticated procedure because the
energy emerges in a disordered fashion from the burning fuel. It was developed—
stumbled upon—early in the history of civilization. The generation of work by a
burning fuel, in contrast, relies on a carefully controlled transfer of energy so that
vast numbers of molecules move in unison. Apart from Nature’s achievement of
work through the evolution of muscles, the large-scale transfer of energy by doing
work was achieved thousands of years later than the liberation of energy by heat-
ing, for it had to await the development of the steam engine.

(c) The molecular interpretation of temperature

We are now also in a position to understand the molecular basis of temperature (a
concept first introduced in Fundamentals E3). To do so, we consider an isolated
system composed of N molecules. Although the total energy is constant at E, it is
not possible to be definite about how that energy is shared between the molecules.
Collisions result in the ceaseless redistribution of energy not only between the
molecules but also among their different modes of motion (translation, rotation,
and vibration). The closest we can come to a description of the distribution of
energy is to report the population of a state, the average number of molecules that
occupy it, and to say that on average there are N, molecules in a state of energy «;.
The populations of the states remain almost constant, but the precise identities of
the molecules in each state may change at every collision.

Any individual molecule may exist in states with energies ¢, ¢,,.... At any
instant there are N, molecules in the state with energy ¢, (the ‘ground state’),
N, with ¢, (the ‘first excited state’), and so on. The specification of the set of
populations Ny, Ny, ... in the form {N,,N, .. .} is a statement of the ‘instantaneous
configuration’ of the system. The instantaneous configuration fluctuates with



time because the populations change. We can picture a large number of different
instantaneous configurations of 100 molecules. One configuration, for example,
might be {98,0,2,.. .}, corresponding to every molecule except two being in the
ground state. Another of the same total energy might be {96,1,1,1,1, .. .}, in which
four molecules occupy the first four excited states. The latter configuration is
intrinsically more likely to be found than the former because it can be achieved in
more ways: {98,0,2, ...} can be achieved in 4950 different ways but {96,1,1,1,1, .. .}
can be achieved in 94 109400 different ways, which is over 19 000 times more
ways. (These numbers are obtained by counting how many ways there are of
selecting molecules at random from 100.) If, as a result of molecular jostling,
the system were to fluctuate between the configurations {98,0,2,...} and
{96,1,1,1,1,.. .}, it would almost always be found in the second, more likely, con-
figuration. In other words, a system free to switch between the two configurations
would show properties characteristic almost exclusively of the second configura-
tion. It should be easy to believe that there may be other configurations that have
a much greater likelihood of occurring than both.

When the statistics of the distributions are analyzed, with energy distributed
purely at random subject to its total being fixed at a certain value E, one con-
figuration can be obtained in so many ways that it overwhelms all the rest in
importance to such an extent that the system will almost always be found in it.
The properties of the system will therefore be characteristic of that particular
dominating configuration. The ratio of populations that correspond to this domin-
ating configuration turns out to be given by the Boltzmann distribution, which
we introduced and illustrated in Fundamentals E.3:

N,
—=¢e

N,

EE)/KT — g=AEIKT (The Boltzmann distribution)  (1.1)

where k is Boltzmann’s constant (k = 1.381 x 1072 J K™!). We now see that the
Boltzmann distribution, which is one of the most important concepts in the whole
of physical chemistry, specifies the most probable distribution of molecules over
their available energy levels subject only to the requirement that the total energy
has a certain value. We also see that the temperature is a parameter that character-
izes that distribution. A low temperature implies that only low-energy states are
occupied; a high temperature indicates that high-energy states are also occupied.
Zero temperature (T'=0) indicates that only the ground state is occupied. Infinite
temperature (T = o) indicates that all available states are equally occupied. We
can now begin to see that molecules are stable at low temperature because they
occupy only low energy states; as the temperature is increased, they occupy more
states of high energy and as a result can undergo reaction or, in the case of macro-
molecules, lose their secondary and higher levels of structure.

Case study 1.1 ) Energy conversion in organisms

Figure 1.7 outlines the main processes of metabolism, the collection of
chemical reactions that trap, store, and utilize energy in biological cells. Most
chemical reactions taking place in biological cells are either endothermic or
exothermic, and cellular processes can continue only as long as there is a steady
supply of energy to the cell. Furthermore, as we shall see in Section 1.6, only
the conversion of the supplied energy from one form to another or its transfer
from place to place is possible.

1.2 WORK AND HEAT
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Fig. 1.7 Diagram demonstrating
the flow of energy in living
organisms. Arrows point in the
direction in which energy flows.
We focus only on the most
common processes and do not
include less ubiquitous ones, such
as bioluminescence. (Adapted
from D.A. Harris, Bioenergetics
at a glance, Blackwell Science,
Oxford (1995).)
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The primary source of energy that sustains the bulk of plant and animal life on
Earth is the Sun.”> We saw in the Prologue that energy from solar radiation is
ultimately stored during photosynthesis in the form of organic molecules,
such as carbohydrates, fats, and proteins, that are subsequently oxidized to
meet the energy demands of organisms. Catabolism is the collection of reac-
tions associated with the oxidation of nutrients in the cell and may be regarded
as highly controlled reactions, with the energy liberated as work rather than as
heat. Thus, even though the free combustion of a carbohydrate or fat to carbon
dioxide and water is highly exothermic, in cells the equivalent oxidation is
highly controlled and much of the energy is expended as useful work. The net
outcome is the conversion of energy from controlled oxidation of nutrients to
energy for doing work in the cell, including the transport of ions and neutral
molecules (such as nutrients) across cell membranes, the physical motion of
the organism (for example through the contraction of muscles), and anabol-
ism, the biosynthesis of small and large molecules. The biosynthesis of DNA
may be regarded as an anabolic process in which energy is converted ultimately
to useful information, the genome of the organism.

Surroundings

Figure 1.7 also shows how organisms distribute the energy stored in a variety
of ways. Because energy is extracted from organic compounds by oxidation,
the initial energy carriers are reduced species, species that have gained elec-
trons, such as NADH, the reduced form of nicotinamide adenine dinucleotide
(NAD*, Atlas N4). Light-induced electron transfer in photosynthesis also
leads to the formation of reduced species, such as NADPH from NADP* (Atlas
N5), the phosphorylated derivative of NAD*. The details of the reactions lead-
ing to the production of NADH and NADPH are discussed in Chapter 5.
Oxidation-reduction reactions (‘redox reactions’) transfer energy out of
NADH and other reduced species, storing it in the mobile carrier adenosine
triphosphate, ATP (Atlas N3), and in ion gradients across membranes. As we
shall see in Chapter 4, the essence of ATP’s action is the loss of its terminal
phosphate group in an energy-releasing reaction. Ion gradients arise from
the movement of charged species across a membrane and we shall see in
Chapter 5 how they store energy that can be used to drive biochemical pro-
cesses and the synthesis of ATP.

2 Some ecosystems near volcanic vents in the dark depths of the oceans do not use sunlight as their

primary source of energy.
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Living organisms are not perfectly efficient machines, for not all the energy
available from the Sun and oxidation of organic compounds is used to perform
work as some is lost as heat. The dissipation of energy as heat is advantageous
because it can be used to control the organism’s temperature. However, energy
is eventually transferred as heat to the surroundings. In Chapter 2 we shall
explore the origin of the incomplete conversion of energy supplied by heating
into energy that can be used to do work, a feature that turns out to be common
to all energy conversion processes.

1.3 The measurement of work

In bioenergetics, the most useful outcome of the breakdown of nutrients during
metabolism is work, so we need to know how work is measured.

We saw in Section E.3 that if the force is the gravitational attraction of the Earth on
a mass m, then the force opposing raising the mass vertically is mg, where g is the
acceleration of free fall (9.81 m s72). Therefore, the work needed to raise the mass
through a height h on the surface of the Earth is

work = mgh (Work of raising a weight | (1.2)

It follows that we have a simple way of measuring the work done by or on a sys-
tem: we measure the height through which a weight is raised or lowered in the
surroundings and then use eqn 1.2.

LA brief iIIustration)

Nutrients in the soil are absorbed by the root system of a tree and then rise to
reach the leaves through a complex vascular system in its trunk and branches.
From eqn 1.2, the work required to raise 10 g of liquid water (corresponding to
avolume of about 10 mL) through the trunk of a 20-m tree from its roots to its
topmost leaves is

work=(1.0x1072kg) x (9.81 ms?) x (20 m) =2.0kgm?s2=2.0]

It should be easy for you to show that this quantity of work is equivalent to the
work of raising a book like this one (of mass about 1.0 kg) through a vertical
distance of 20 cm (0.20 m).

A note on good practice
Whenever possible, find a
relevant derived unit that
corresponds to the collection
of base units in a result. We
used 1 kgm?s?=17], hence
verifying that the answer has
units of energy.

(a) Sign conventions

So far, we have referred only to the magnitude of the work done; now we need
to consider its sign. When a system does work, such as by raising a weight in the
surroundings or forcing the movement of an ion across a biological membrane,
the energy transferred as work, w, is reported as a negative quantity. For instance,
if a system raises a weight in the surroundings and in the process does 100 ]
of work (that is, 100 J of energy leaves the system by doing work), then we write
w =-100 J. When work is done on the system—for example, when we stretch a
muscle from its relaxed position—w is reported as a positive quantity. We write
w=+100 ] to signify that 100 ] of work has been done on the system (that is, 100 J
of energy has been transferred to the system by doing work). The sign convention
is easy to follow if we think of changes to the energy of the system: its energy
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Work, w > 0

Heat, g >0

Work, w< 0

Heat, g< 0

Fig. 1.8 The sign convention in
thermodynamics: w and g are
positive if energy enters the
system (as work and heat,
respectively) but negative if
energy leaves the system.

External
pressure, p,,

External < ‘7
pressure, p_ 0
¥
h AV
Area, A
Pressure,
o)

Fig. 1.9 When a piston of area A
moves out through a distance h,
it sweeps out a volume AV = Ah.
The external pressure p,, opposes
the expansion with a force p,, A.

decreases (w is negative) if energy leaves it as work and its energy increases (w is
positive) if energy enters it as work (Fig. 1.8).

(b) Expansion work

To see how energy flow as work can be determined experimentally, we deal first
with expansion work, the work done when a system expands against an opposing
pressure. In bioenergetics we are not generally concerned with expansion work,
which can occur as a result of gas-producing or gas-consuming chemical reac-
tions, but rather with the work of making and moving molecules in the cell, mus-
cle contraction, or cell division. However, even though we might not be explicitly
interested in it, expansion work is done in any chemical reaction that involves
gases, such as the oxidation of fuels and photosynthesis, and for a proper analysis
of energy resources it must be taken into account. We shall see that that can be
done automatically in the following section, which will build on the material
developed here.

Consider the combustion of urea illustrated in Fig. 1.4 as an example of a
reaction in which expansion work is done in the process of making room for
the gaseous products, carbon dioxide and nitrogen in this case. We show in the
following Justification that when a system expands through a volume AV against a
constant external pressure p.,, the work done is

Work of expansion against (1.3)

w=—p, AV
Pex \a constant pressure

Justification 1.1  Expansion work

To calculate the work done when a system expands from an initial volume V; to
afinal volume Vi, a change AV = V;— V;, we consider a piston of area A moving
out through a distance h (Fig. 1.9). There need not be an actual piston: we can
think of the piston as representing the boundary between the expanding gas
and the surrounding atmosphere. However, there may be an actual piston, such
as when the expansion takes place inside an internal combustion engine.

The force opposing the expansion is the constant external pressure p.,
multiplied by the area of the piston (because force is pressure times area;
Fundamentals F.2). The work done is therefore

work done by the system = distance (h) X opposing force (p.,A)
=M X P A =P X (hA) =p, X AV

The last equality follows from the fact that hA is the volume of the cylinder
swept out by the piston as the gas expands, so we can write hA = AV. That is, for
expansion work,

work done by the system = p ., AV

Now consider the sign. A system does work and thereby loses energy (that is,
w is negative) when it expands (when AV is positive). Therefore, we need a
negative sign in the equation to ensure that w is negative when AV is positive,
so we obtain eqn 1.3.

According to eqn 1.3, the external pressure determines how much work a
system does when it expands through a given volume: the greater the external
pressure, the greater the opposing force and the greater the work that a system does.
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When the external pressure is zero, w=0. In this case, the system does no work as
it expands because it has nothing to push against. Expansion against zero external
pressure is called free expansion.

LA brief iIIustrationJ

Exhalation of air during breathing requires work because air must be pushed
out from the lungs against atmospheric pressure. Consider the work of exhal-
ing 0.50 dm? (5.0 x 10™* m?) of air, a typical value for a healthy adult, through
a tube into the bottom of the apparatus shown in Fig. 1.9 and against an
atmospheric pressure of 1.00 atm (101 kPa). The exhaled air lifts the piston
so the change in volume is AV = 5.0 X 10™* m® and the external pressure is
Pex =101 kPa. From eqn 1.3 the work of exhaling is

w=—p AV=—(1.01x10°Pa) X (5.0 X 10*m’) =—51 Pam’=—-51]

where we have used the relation 1 Pa m*=1J. That value (51 J) might not seem
much, but you should use eqn 1.2 to show that —51 J is approximately the same
as the work of lifting seven books like this one (a total of 7.0 kg) from the
ground to the top of a standard desk (a vertical distance of 0.75 m).

 self-test 1.1 ) Calculate the work done by a system in which a reaction results
in the formation of 1.0 mol CO,(g) at 25°C and 100 kPa. (Hint: The increase in
volume will be 25 dm? under these conditions if the gas is treated as perfect;

use the relation 1 Pam?®=17.)
Answer: w=-2.5k]

(c) Maximum work

Equation 1.3 can be used to show us how to get the least expansion work from
a system: we just reduce the external pressure—which provides the opposing
force—to zero. But how can we achieve the greatest work for a given change in
volume? According to eqn 1.3, the system does maximum work when the exter-
nal pressure has its maximum value. The force opposing the expansion is then the
greatest and the system must exert most effort to push the piston out. However,
that external pressure cannot be greater than the pressure, p, of the gas inside the
system, for otherwise the external pressure would compress the gas instead of allow-
ing it to expand. Therefore, maximum work is obtained when the external pressure
is only infinitesimally less than the pressure of the gas in the system. In effect, the two
pressures must be adjusted to be the same at all stages of the expansion: the external
pressure must be progressively reduced so that it remains only infinitesimally lower
than the pressure of the gas at each stage. As we remarked in Fundamentals F.2,
this balance of pressures corresponds to a state of mechanical equilibrium. There-
fore, we can conclude that a system that remains in mechanical equilibrium with its
surroundings at all stages of the expansion does maximum expansion work.

There is another way of expressing this condition. Because the external pres-
sure is infinitesimally less than the pressure of the gas at some stage of the expan-
sion, the piston moves out. However, suppose we increased the external pressure
so that at that stage of the expansion it became infinitesimally greater than the
pressure of the gas; now the piston moves in. That is, when a system is in a state of
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A note on good practice
Always keep track of signs
by considering whether
stored energy has left the
system as work (w is then
negative) or has entered it
(w is then positive).
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mechanical equilibrium, an infinitesimal change in the pressure results in opposite
directions of change. A change that can be reversed by an infinitesimal change in a
variable—in this case, the pressure—is said to be reversible. In everyday life
‘reversible’ means a process that can be reversed; in thermodynamics it has a
stronger meaning—it means that a process can be reversed by an infinitesimal
modification in some variable (such as the pressure).

We can summarize this discussion in the following remarks:

1) A system does maximum expansion work when the external pressure is
equal to that of the system at every stage of the expansion (p., =p).

2) A system does maximum expansion work when it is in mechanical equilib-
rium with its surroundings at every stage of the expansion.

3) Maximum expansion work is achieved in a reversible change.

All three statements are equivalent, but they reflect different degrees of sophisti-
cation in the way the point is expressed. The last statement is particularly
important in our discussion of bioenergetics, especially when we consider how
the reactions of catabolism drive anabolic processes. The arguments we have
developed lead to the conclusion that maximum work (whether it is expansion
work or some other type of work) is done if the cellular process is reversible.

1.4 The measurement of heat

A thermodynamic assessment of energy output during metabolic processes requires
knowledge of ways to measure the energy transferred as heat.

We use the same sign convention for energy transferred by heating, g, as we do for
work. Thus, we write g =—100 J if 100 J of energy leaves the system by heating its
surroundings, so reducing the energy of the system, and g = +100 J if 100 J of
energy enters the system when it is heated by the surroundings.

In certain cases, we can relate the value of g to the change in volume of a system
and so can calculate, for instance, the flow of energy as heat into the system when
a gas expands. The simplest case is that of a perfect gas undergoing isothermal
expansion. Because the expansion is isothermal, the temperature of the gas is the
same at the end of the expansion as it was initially, therefore the mean speed of the
molecules of the gas is the same before and after the expansion. That implies in
turn that the total kinetic energy of the molecules is the same. But for a perfect
gas, the only contribution to the energy is the kinetic energy of the molecules, so
we have to conclude that the total energy of the gas is the same before and after the
expansion. Energy has left the system as work, therefore a compensating amount
of energy must have entered the system as heat. We can therefore write

Isothermal expansion ‘ (1.4)

9=-w of a perfect gas

LA brief iIIustration)

If we find that w =—100 J for a particular expansion (meaning that 100 J has
left the system as a result of the system doing work), then we can conclude that
q =+100J (that is, 100 ] must enter as heat). For free expansion, w =0, so we
conclude that g = 0 too: there is no influx of energy as heat when a perfect
gas expands against zero pressure.
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(a) Heat capacity

When a substance is heated, its temperature typically rises.* However, the change
in temperature, AT, depends on the ‘heat capacity’ of the substance. The heat
capacity, C, is defined as

q 'Definition ofthe“‘ (1.5)

AT heat capacity |

where the temperature change may be expressed in kelvins (AT') or degrees Celsius
(AB); because the size of a kelvin is the same as that of a degree Celsius, the same
numerical value is obtained but with the units joules per kelvin (] K™') and joules
per degree Celsius (J °C™), respectively. It follows that we have a simple way of
measuring the energy absorbed or released by a system as heat: we measure a
temperature change and then use the appropriate value of the heat capacity and
eqn 1.5a rearranged into

q=CAT (1.5b)

LA brief iIIustration)

If the heat capacity of a beaker of water is 0.50 k] K™' and we observe a
temperature rise of 4.0 K, then we can infer that the heat transferred to the
water is

q=(0.50kJ K™*) x (4.0K) =+2.0kJ

Heat capacities occur in many places in the following sections and chapters, and
we need to be aware of their properties and how their values are reported. First,
we note that the heat capacity is an extensive property: 2 kg of iron has twice the
heat capacity of 1 kg of iron, so twice as much heat is required to change its tem-
perature to the same extent. It is more convenient to report the heat capacity of a
substance as an intensive property. We therefore use either the specific heat
capacity, C,, the heat capacity divided by the mass of the sample (C, = C/m,
in joules per kelvin per gram, ] K g™), or the molar heat capacity, C,, the
heat capacity divided by the amount of substance (C,, = C/n, in joules per kelvin
per mole, ] K™' mol™). In common usage, the specific heat capacity is often called
simply the specific heat.

For reasons that will be explained shortly, the heat capacity of a substance
depends on whether the sample is maintained at constant volume (like a gasin a
sealed vessel) as it is heated or whether the sample is maintained at constant pres-
sure (like water in an open container) and free to change its volume. The latter
is a more common arrangement, and the values given in Table 1.1 are for the
heat capacity at constant pressure, C,. The heat capacity at constant volume is
denoted Cy,.

LA brief iIIustration)

The high heat capacity of water is ecologically advantageous because it stabil-
izes the temperatures of lakes and oceans: a large quantity of energy must be

* We say ‘typically’ because the temperature does not always rise. The temperature of boiling water,
for instance, remains unchanged as it is heated (see Chapter 3).

Table 1.1 Heat capacities of
selected substances*

Substance Molar heat
capacity, C, ./
(J K mol™?)
Air 29
Benzene, CsHq(1) 136.1
Ethanol, C,H;OH(l) 111.46
Glycine, 99.2
CH,(NH,)COOH(s)
Oxalic acid, 117
(COOH),(s)
Urea, CO(NH,),(s) 93.14
Water, H,O(s) 37
H,0(l) 75.29
H,0(g) 33.58

*For additional values, see the Resource
section.
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Fig. 1.10 The heat capacity depends
on the availability of levels as
explained in the text. In each case
the blue line is the distribution at
low temperature and the red line
that at higher temperature.

lost or gained before there is a significant change in temperature. The molar
heat capacity of liquid water at constant pressure, C,,,, is 75 ] K™ mol™. It
follows that the increase in temperature of 100 g of water (5.55 mol H,0O)
when 1.0 kJ of energy is supplied by heating a sample free to expand is
approximately

3
C, nC,, (5.55mol)x(75]JK"mol™)

(b) The molecular interpretation of heat capacity

The molecular reason why different substances have different molar heat capa-
cities can be traced to differences in the separations of their energy levels. As
remarked in Fundamentals F.3, molecules can exist with only certain energies.
When the available energy levels are close together, a given quantity of energy
arriving as heat can be accommodated with little adjustment of the populations
and hence with little modification of the temperature that occurs in the Boltzmann
distribution and specifies the distribution of populations. The relative insensitiv-
ity of temperature to the arrival of energy corresponds to a high heat capacity
(Fig. 1.10). When the energy levels are widely separated, the arriving energy must
be accommodated by making use of the high energy levels with a consequent
greater ‘reach’ of the Boltzmann distribution and hence a greater modification of
the temperature. That is, widely spaced energy levels correlate with a low heat
capacity. The translational energy levels of molecules in a gas are very close
together, and all monatomic gases have similar molar heat capacities. The separa-
tion of the vibrational energies of atoms bound together in solids depends on the
stiffness of the bonds between them and on the masses of the atoms. As we shall
see in Sections 9.6 and 12.3, the stronger the bond and the lighter the atoms in a
bond, the larger is the separation between vibrational energy levels. As a result,
solids show a wide range of molar heat capacities. Biological macromolecules
have large numbers of atoms and can vibrate in many different ways. Many of
these ways correspond to the collective motion of many atoms, so the vibrational
energies are spaced closely. Hence, heat capacities of biological macromolecules
may be large.

Water, as so often, is anomalous. It is a small, rigid molecule but has a high heat
capacity. Once again, the anomaly can be traced to hydrogen bonds in the liquid.
These bonds link many molecules together into clusters that vibrate in numerous
ways. Consequently, the vibrational energies are close together, and the heat
capacity of water is larger than expected for a substance consisting of small
molecules interacting weakly.

Internal energy and enthalpy

Heat and work are equivalent ways of transferring energy into or out of a system
in the sense that once the energy is inside, it is stored simply as ‘energy’, regardless
of how the energy was supplied, as work or as heat, it can be released in either
form. The experimental evidence for this equivalence of heat and work goes all
the way back to the experiments done by James Joule in the nineteenth century,
who in effect showed that the same rise in temperature of a sample of water is
brought about by transferring a given quantity of energy either as heat or as work.
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1.5 The internal energy

To understand how biological processes can store and release energy, we need to be
familiar with a very important law that relates work and heat to changes in the energy
of all the constituents of a system.

We need some way of keeping track of the energy changes in a system. This is
the job of the property called the internal energy, U, of the system, the sum of all
the kinetic and potential contributions to the energy of all the atoms, ions, and
molecules in the system. The internal energy is the grand total energy of the
system with a value that depends on the temperature and, in general, the pressure.
It is an extensive property because 2 kg of iron at a given temperature and pres-
sure, for instance, has twice the internal energy of 1 kg of iron under the same
conditions. The molar internal energy, U,, = U/n, the internal energy per mole of
atoms or molecules, is an intensive property.

(a) Changes in internal energy

In practice, we do not know and cannot measure the absolute value of the total
energy of a sample because it includes the kinetic and potential energies of all the
electrons and all the components of the atomic nuclei. Nevertheless, there is no
problem with dealing with the changes in internal energy, AU, because we can
determine those changes by monitoring the energy supplied or lost as heat or as
work. All practical applications of thermodynamics deal with AU, not with U
itself. A change in internal energy is written

(Change in internal energy\ (1.6)

AU=w+tq \in terms of heat and work |

where w is the energy transferred to the system by doing work and g is the energy
transferred to it by heating. The internal energy is an accounting device, like a
country’s gold reserves, which are used for monitoring transactions with the out-
side world (the surroundings) involving either currency (heat or work).

We have seen that a feature of a perfect gas is that for any isothermal expansion
the total energy of the sample remains the same and that g = —w. That is, any
energy lost as work is restored by an influx of energy as heat. We can express this
property in terms of the internal energy, for it implies that the internal energy
remains constant when a perfect gas expands isothermally: from eqn 1.6 we
can write

AU=0 Qhange of |r1tema|'energy during ‘ (1.7)
JIsothermal expansion of a perfect gas

In other words, the internal energy of a sample of perfect gas at a given temperature
is independent of the volume it occupies. We can understand this independence by
realizing that when a perfect gas expands isothermally, the only feature that
changes is the average distance between the molecules; their average speed and
therefore total kinetic energy remains the same. However, as there are no inter-
molecular interactions, the total energy is independent of the average separation,
so the internal energy is unchanged by expansion.

The definition of AU in terms of w and g points to a very simple method for
measuring the change in internal energy of a system when a reaction takes place.
We have seen already that the work done by a system when it pushes against a fixed
external pressure is proportional to the change in volume. Therefore, if we carry
out a reaction in a container of constant volume, the system can do no expansion

35
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A note on good practice
Always attach the correct
signs: use a positive sign when
there is a flow of energy into
the system and a negative sign
when there is a flow of energy
out of the system. Also, the
quantity AU always carries

a sign explicitly, even if it

is positive: we never write
AU=20Kk]J, for instance, but
always +20 kJ.

Heat
capacity,
C

v

Internal energy, U

Temperature, T

Fig. 1.11 The constant-volume
heat capacity is the slope of a
curve showing how the internal
energy varies with temperature.
The slope, and therefore the heat
capacity, may be different at
different temperatures.

work and provided it can do no other kind of work (so-called non-expansion
work, such as electrical work), we can set w=0. Then eqn 1.6 simplifies to

Constant volume, no (1.8)

AU=qv non-expansion work

The subscript V'signifies that the volume of the system is constant. An example of
a system that can be approximated as a constant-volume container is an individual
biological cell.

Example 1.1 Calculating the change in internal energy

Nutritionists are interested in the use of energy by the human body, and we can
consider our own body as a thermodynamic ‘system’ Suppose in the course of
an experiment you do 622 kJ of work on an exercise bicycle and lose 82 kJ
of energy as heat. What is the change in your internal energy? Disregard any
matter loss by perspiration.

Strategy This example is an exercise in keeping track of signs correctly. When
energy is lost from the system, w or g is negative. When energy is gained by the
system, w or q is positive.

Solution To take note of the signs, we write w=—622kJ (622 k] is lost by doing
work) and g =—82 kJ (82 k] is lost by heating the surroundings). Then eqn 1.6
gives us

AU=w+q=(-622K]) + (-82Kk]) =—704 k]

We see that your internal energy falls by 704 kJ. Later, that energy will be
restored by eating.

 self-test 1.2 ) An electric battery is charged by supplying 250 kJ of energy to
it as electrical work (by driving an electric current through it), but in the pro-

cess it loses 25 kJ of energy as heat to the surroundings. What is the change in
internal energy of the battery?
Answer: +225 k]

We can use eqn 1.8 to obtain more insight into the heat capacity of a substance.
The definition of heat capacity is given in eqn 1.5 (C=g/AT). At constant volume,
q may be replaced by the change in internal energy of the substance, so

_au
AT

'Definition of the constant-|

Cv \volume heat capacity

(1.9a)

The expression on the right is the slope of the graph of internal energy plotted
against temperature, with the volume of the system held constant, so Cy tells us
how the internal energy of a constant-volume system varies with temperature. If,
as is generally the case, the graph of internal energy against temperature is not a
straight line, we interpret Cy as the slope of the tangent to the curve at the tem-
perature of interest (Fig. 1.11). That is, the constant-volume heat capacity is the
derivative of the function U with respect to the variable T at a specified volume
(see Mathematical toolkit 1.1):
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Mathematical toolkit 1.1 Differentiation

Consider a function f with values f(x) and f(x + 8x) at
x and x + &x, respectively. The slope of this function
at x is obtained by letting 8x become zero, which we
write as %}1‘1_)1}) . In this limit, the & is replaced by a d, and

d
a(f+g)

we write

df

A o891 g

d dg
Slope at x = —fR=f+g
p dx x>0 dx dx dx
To work out the slope of any function, we develop
the expression on the right: this process is called dif-
ferentiation. The slope is called the derivative of the
function. Examples of derivatives include:

dx" — @ - dInax _ E g:g(x))
dx dx dx X d_Jc ~ d_]c %
Most of the functions encountered in chemistry can be dx dgdx

differentiated by using the following rules:

In(1 + x2).

_du
AT

'Definition of the constant-

Cy \volume heat capacity

(1.9b)

(b) The internal energy as a state function

An important characteristic of the internal energy is that it is a state function, a
physical property that depends only on the present state of the system and is inde-
pendent of the path by which that state was reached. If we were to change the
temperature of the system, then change the pressure, then adjust the temperature
and pressure back to their original values, the internal energy would return to its
original value too. A state function is very much like altitude: each point on the
surface of the Earth can be specified by quoting its latitude and longitude, and (on
land areas, at least) there is a unique property, the altitude, that has a fixed value at
that point. In thermodynamics, the role of latitude and longitude is played by the
pressure and temperature (and any other variables needed to specify the state of
the system), and the internal energy plays the role of the altitude, with a single,
fixed value for each state of the system.

The fact that U is a state function implies that a change, AU, in the internal
energy between two states of a system, is independent of the path between them
(Fig. 1.13). Once again, the altitude is a helpful analogy. If we climb a mountain
between two fixed points, we make the same change in altitude regardless of the
path we take between the two points. Likewise, if we compress a sample of gas
until it reaches a certain pressure and then cool it to a certain temperature, the
change in internal energy has a particular value. If, on the other hand, we changed
the temperature and then the pressure but ensured that the two final values were
the same as in the first experiment, then the overall change in internal energy
would be exactly the same as before. This path independence of the value of AU is
of the greatest importance in chemistry and for the study of bioenergetics, as we
shall soon see.

Rule 1. For two functions fand g:

_df de
dx dx

Rule 2 (the product rule). For two functions fand g:

Rule 3 (the quotient rule). For two functions fand g:

Rule 4 (the chain rule). For a function f= f(g), where

In the last rule, f(g) is a ‘function of a function, as in

A brief comment

More precisely, the constant-
volume heat capacity is the
partial derivative of the
function U with respect to
the variable T, denoted as

o[V
arT ),

with the symbol d replacing
the symbol d, and the subscript
V denoting that the variable V
is held constant. Generally, a
partial derivative of a function
of more than one variable is
the slope of the function with
respect to one of the variables,
all the other variables being
held constant (Fig. 1.12).

For more detail about partial
derivatives, see Mathematical
toolkit 8.1.
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Temperature
variation of U

Internal
energy, U

Slope of U

versus T at
; constant V

Volume,

V H

Temp-
erature, T

Fig. 1.12 The internal energy of a
system varies with volume and
temperature, perhaps as shown
here by the surface. The variation
of the internal energy with
temperature at one particular
constant volume is illustrated by
the curve drawn parallel to T. The
slope of this curve at any point is
the partial derivative (U/0T)y.

Final

Initial

Variable 1 Variable 2

Fig. 1.13 The curved sheet shows
how a property (for example,
the altitude) changes as two
variables (for example, latitude
and longitude) are changed.
The altitude is a state property
because it depends only on the
current state of the system. The
change in the value of a state
property is independent of the
path between the two states.
For example, the difference in
altitude between the initial and
final states shown in the diagram
is the same whatever path (as
depicted by the red and white
lines) is used to travel between
them.

(c) The First Law of thermodynamics

Suppose we now consider an isolated system. Because an isolated system can nei-
ther do work nor heat the surroundings, it follows that its internal energy cannot
change. That is,

The internal energy of an isolated system is constant. (The First Law)

This statement is the First Law of thermodynamics. It is closely related to the law
of conservation of energy but allows for transaction of energy by heating as well
as by doing work. Unlike thermodynamics, mechanics does not deal with the
concept of heat.

The experimental evidence for the First Law is the impossibility of making a
‘perpetual motion machine€) a device for producing work without consuming fuel.
As we have already remarked, try as people might, they have never succeeded.
No device has ever been made that creates internal energy to replace the energy
drawn off as work. We cannot extract energy as work, leave the system isolated for
some time, and hope that when we return the internal energy will have become
restored to its original value. The same is true of organisms: energy required for
the sustenance of life must be supplied continually in the form of food as work of
motion, metabolism, and catabolism is done by the organism.

1.6 The enthalpy

Most biological processes take place in vessels that are open to the atmosphere and
subjected to constant pressure and not maintained at constant volume, so we need

to learn how to treat quantitatively the energy exchanges that take place at constant

pressure.

In general, when a change takes place in a system open to the atmosphere, the
volume of the system changes. For example, the thermal decomposition of
1.0 mol CaCQ;(s) at 1 bar results in an increase in volume of 89 dm? at 800°C on
account of the carbon dioxide gas produced. To create this large volume for the
carbon dioxide to occupy, the surrounding atmosphere must be pushed back.
That is, the system must perform expansion work. Therefore, although a certain
quantity of heat may be supplied to bring about the endothermic decomposition,
the increase in internal energy of the system is not equal to the energy supplied as
heat because some energy has been used to do work of expansion (Fig. 1.14). In
other words, because the volume has increased, some of the heat supplied to the
system has leaked back into the surroundings as work.

Another example is the oxidation of a fat, such as tristearin, to carbon dioxide
in the body. The overall reaction is

2 Co;H,1004(s) + 163 O,(g) — 114 CO,(g) + 110 H,0(1)

In this exothermic reaction there is a net decrease in volume equivalent to the
elimination of (163 — 114) mol = 49 mol of gas molecules for every 2 mol of
tristearin molecules that reacts. The decrease in volume at 25°C is about 600 cm?
for the consumption of 1 g of fat. Because the volume of the system decreases, the
atmosphere does work on the system as the reaction proceeds. That is, energy is
transferred to the system as it contracts.! For this reaction, the decrease in the
internal energy of the system is less than the energy released as heat because some
energy has been restored by doing work.

* In effect, a weight has been lowered in the surroundings, so the surroundings can do less work
after the reaction has occurred. Some of their energy has been transferred into the system.



(a) The definition of enthalpy

We can avoid the complication of having to take into account the work of expan-
sion by introducing a new property that will be at the centre of our attention
throughout the rest of the chapter and will recur throughout the book. The
enthalpy, H, of a system is defined as

HeU+pV Seniendt) (110
That is, the enthalpy differs from the internal energy by the addition of the prod-
uct of the pressure, p, and the volume, V, of the system. This expression applies to
any system or individual substance: don’t be misled by the pV term into thinking
that eqn 1.10 applies only to a perfect gas. A change in enthalpy (the only quantity
we can measure in practice) arises from a change in the internal energy and a
change in the product pV:

AH=AU+A(pV) (1.11a)

where A(pV) = p;V; — p; V.. If the change takes place at constant pressure p, the
second term on the right simplifies to

A(pV)=pVi=pVi=p(Vi= Vi) =pAV

and we can write

AH=AU+ pAV ‘Enthalpy change at| (1.11b)
.constant pressure |

We shall often make use of this important relation for processes occurring at
constant pressure, such as chemical reactions taking place in containers open to
the atmosphere.

Enthalpy is an extensive property. The molar enthalpy, H,, = H/n, of a sub-
stance, an intensive property, differs from the molar internal energy by an amount
proportional to the molar volume, V,,, of the substance:

_ 'Definition of the
Hy=Un+pVin ‘molar enthalpy ‘ (1.12a)

This relation is valid for all substances. For a perfect gas we can go on to write
pV=RT and obtain

H,=U, +RT 'Molar enthalpy | (1.12b)
.of a perfect gas

At 25°C, RT = 2.5 k] mol™, so the molar enthalpy of a perfect gas differs from
its molar internal energy by 2.5 k] mol™. Because the molar volume of a solid or
liquid is typically about 1000 times less than that of a gas, we can also conclude
that the molar enthalpy of a solid or liquid is only about 2.5 ] mol™ (note: joules,
not kilojoules) more than its molar internal energy, so the numerical difference is
negligible. However, the conceptual importance is considerable, as we shall see.

(b) Changes in enthalpy

Although the enthalpy and internal energy of a sample may have similar values,
the introduction of the enthalpy has very important consequences in thermo-
dynamics. First, notice that because H is defined in terms of state functions (U, p,
and V), the enthalpy is a state function. The implication is that the change in
enthalpy, H, when a system changes from one state to another is independent of
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Work

Heat

Fig. 1.14 The change in internal
energy of a system that is free to
expand or contract is not equal to
the energy supplied by heating
because some energy may escape
back into the surroundings as
work. However, the change in
enthalpy of the system under
these conditions is equal to the
energy supplied by heating.
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the path between the two states. Second, we show in the following Justification
that the change in enthalpy of a system can be identified with the heat transferred
to it at constant pressure:

AH = q Enthalpy change at constlant (1.13)
P _pressure, No Non-expansion work |

with the subscript p signifying that the pressure is held constant. Therefore, by
imposing the constraint of constant pressure, we have identified an observable
quantity (the energy transferred as heat) with a change in a state function, the
enthalpy. Dealing with state functions greatly extends the power of thermo-
dynamic arguments, because we don't have to worry about how we get from one
state to another: all that matters is the initial and final states. For the particular
case of the combustion of tristearin mentioned at the beginning of the section,
in which 90 kJ of energy is released as heat at constant pressure, we would write
AH =-90 k] regardless of how much expansion work is done.

Justification 1.2 Heat transfers at constant pressure

This Justification fulfils our promise that the calculation of expansion work can
be done silently and automatically in the background and need not be done
explicitly.

Consider a system open to the atmosphere, so that its pressure p is constant and
equal to the external pressure p.,. From eqn 1.11 we can write

AH=AU+pAV =AU+ p,AV

However, we know that the change in internal energy is given by eqn 1.6
(AU =w + q) with w = —p, AV (provided the system does no other kind of
work). When we substitute that expression into this one we obtain

AH=(—p, AV+q) +p.AV=¢q
whichiseqn 1.13.

An endothermic reaction (g > 0) taking place at constant pressure results in
an increase in enthalpy (AH > 0) because energy enters the system as heat. On
the other hand, an exothermic process (q < 0) taking place at constant pressure
corresponds to a decrease in enthalpy (AH < 0) because energy leaves the system
as heat. In summary:

exothermic process endothermic process
AH<0 AH>0

Because all combustion reactions, including the controlled ‘combustions’ that
contribute to respiration, are exothermic, they are accompanied by a decrease
in enthalpy. These relations are consistent with the name enthalpy, which is
derived from the Greek words meaning ‘heat inside’: the ‘heat inside’ the system
is increased if the process is endothermic and absorbs energy as heat from the
surroundings; it is decreased if the process is exothermic and releases energy as
heat into the surroundings.®

® But heat does not actually ‘exist’ inside: only energy exists in a system; heat is a means of recover-
ing that energy or increasing it. Heat is energy in transit, not a form in which energy is stored.



(c) The temperature dependence of the enthalpy

We have seen that the internal energy of a system rises as the temperature is
increased. The same is true of the enthalpy, which also rises when the temperature
is increased (Fig. 1.15). For example, the enthalpy of 100 g of water is greater at
80°C than at 20°C. We can measure the change by monitoring the energy that we
must supply as heat to raise the temperature through 60°C when the sample is
open to the atmosphere (or subjected to some other constant pressure); it is found
that AH = +25 KJ in this instance.

Just as we saw that the constant-volume heat capacity tells us about the
temperature-dependence of the internal energy at constant volume, so the
constant-pressure heat capacity tells us how the enthalpy of a system changes as
its temperature is raised at constant pressure. To derive the relation, we combine
the definition of heat capacity in eqn 1.5 (C=q/AT) with eqn 1.13 and obtain

AH
C ===

"Definition of tant-
= eliniton or constan ‘ (1.143)
AT

.pressure heat capacity.

That s, the constant-pressure heat capacity is the slope of a plot of enthalpy against
temperature of a system kept at constant pressure. Because the plot might notbe a
straight line, in general we interpret C, as the slope of the tangent to the curve at
the temperature of interest (Fig. 1.16, Table 1.1). That is, the constant-pressure
heat capacity is the derivative of the function H with respect to the variable T'at a
specified pressure or

_dH

“=ar

(1.14b)

LA brief iIIustration)

Provided the heat capacity is constant over the range of temperatures of
interest, we can write eqn 1.14a as AH = C,AT. This relation means that when
the temperature of 100 g of water (5.55 mol H,O) is raised from 20°C to 80°C
(so AT=+60 K) at constant pressure, the enthalpy of the sample changes by

AH=C,AT=nC,,AT=(5.55mol) x (75.29 K™ mol™) x (60 K) = +25 k]

The greater the temperature rise, the greater the change in enthalpy and there-
fore the greater the heating that is required to bring it about. Note that this
calculation is only approximate because the heat capacity depends on the
temperature and we have used an average value for the temperature range of
interest.

The difference between C,,, and Cy,, is significant for gases (for oxygen,
Cvm=20.8] K" mol™ and C,,, =29.1] K™ mol™), which undergo large changes
of volume when heated, but is negligible for most solids and liquids. For a perfect
gas, you are invited to show in Exercise 1.19 that

C

m—Cym=R Difference between the molar ‘ (1.15)

'heat capacities of a perfect gas

The molar heat capacity of a substance at constant pressure is always greater than
the molar heat capacity at constant volume. The reason is that when a system is
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Enthalpy, H

Internal
energy, U

Enthalpy and internal energy, Hand U

Temperature, T

Fig. 1.15 The enthalpy of a system
increases as its temperature is
raised. Note that the enthalpy is
always greater than the internal
energy of the system and that
the difference increases with
temperature.

A brief comment

Again more precisely the
constant-pressure heat
capacity is the partial
derivative of the function H
with respect to the variable T,
denoted as

o[
P T ),

and calculated by holding the
variable p constant.
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free to expand, some of the energy supplied as heat is free to escape back into the
surroundings as work. Therefore, the rise in temperature at constant pressure is
not as great as at constant volume (when no expansion work can be done), and

Enthalpy and internal energy, Hand U

Temperature, T

Fig. 1.16 The heat capacity at
constant pressure is the slope

of the curve showing how the
enthalpy varies with temperature;
the heat capacity at constant
volume is the corresponding
slope of the internal energy
curve. Note that the heat capacity
varies with temperature (in
general) and that C, is greater
than C,.

A brief comment

Electrical charge is measured
in coulombs, C. The motion of
charge gives rise to an electric
current, I, measured in
coulombs per second, or
amperes, A,where 1 A=1Cs™.
If a constant current I flows
through a potential difference
7 (measured in volts, V), the
total energy supplied in an
interval ¢ is IVt. Because
1AVs=1(Cs!)Vs=
1CV=1],theenergyis
obtained in joules with the
current in amperes, the
potential difference in volts,
and the time in seconds.

the heat capacity is correspondingly greater.

bn the laboratory 1.1 ) Calorimetry

Calorimetry is the study of heat transfer during physical and chemical pro-
cesses. A calorimeter® is a device for measuring energy transferred as heat.
Here we explore three common types of calorimeters used in investigations of
nutrients, fuels, and biological processes.

(a) Bomb calorimeters

The most common device for measuring AU is an adiabatic bomb calorimeter
(Fig. 1.17). The process under study is initiated inside a constant-volume con-
tainer, the ‘bomb’ The bomb is immersed in a stirred water bath, and the whole
device is the calorimeter. The calorimeter is also immersed in an outer water
bath. The water in the calorimeter and of the outer bath are both monitored
and adjusted to the same temperature. This arrangement ensures that there is
no net loss of heat from the calorimeter to the surroundings (the bath) and
hence that the calorimeter is adiabatic.

The change in temperature, AT, of the calorimeter is proportional to the
energy that the process releases or absorbs as heat. Therefore, by measuring
AT we can determine gy and hence find AU. The conversion of AT to gy is best
achieved by calibrating the calorimeter using a process of known energy output
and determining the calorimeter constant, the constant C in the relation

q=CAT (Calorimeter constant]  (1.16)

The calorimeter constant may be measured electrically by passing a constant
current, I, from a source of known potential difference, ¥, through a heater for a
known period of time, t, for then

q=1Ivt (1.17)

LA brief iIIustration)

If we pass a current of 10.0 A from a 12 V supply for 300 s, then from eqn 1.17
the energy supplied as heat is

g=(10.0A)x (12 V) x (3005) =3.6 X 10* A Vs =36 k]

because 1 A V s =1 J. If the observed rise in temperature is 5.5 K, then the
calorimeter constant is C= (36 kJ)/(5.5K)=6.5kJ K.

Alternatively, C may be determined by using a reaction of known heat output,
such as the combustion of benzoic acid (C;H;COOH), for which the heat out-
put is 3227 kJ per mole of C;(H;COOH consumed. With C known, it is simple
to interpret an observed temperature rise as a release of energy as heat.

¢ The word calorimeter comes from ‘calor) the Latin word for heat.



Bomb calorimetry is used in nutritional studies to determine the total energy
content of a nutrient, also called its gross energy (G.E.) content. The results
may be expressed in a number of units, but common in nutritional studies is
the large calorie or nutritional calorie (abbreviation: Cal), which is defined as
1 Cal=4.184 k] exactly. The large calorie is the unit of energy used colloquially
and on labels on packages of food products. This unit is distinct from the
calorie (abbreviation: cal), or ‘small calorié] still encountered in the scientific
literature, 1 cal =4.184 ] exactly. It follows that 1 Cal =1 kcal.

l Example 1.2 ) Calibrating a calorimeter and measuring the energy content of
a nutrient

In an experiment to measure the heat released by the combustion of a sample
of nutrient, the compound was burned in a calorimeter and the temperature
rose by 3.22°C. When a current of 1.23 A from a 12.0 V source flowed through
a heater in the same calorimeter for 156 s, the temperature rose by 4.47°C.
What is the energy content of the nutrient, taken as the heat released by the
combustion reaction?

Strategy We calculate the heat supplied electrically by using eqn 1.17 and
1 AV s=1]. Then we use the observed rise in temperature to find the heat
capacity of the calorimeter. Finally, we use this heat capacity to convert the
temperature rise observed for the combustion into a heat output by writing
q=CAT (or g = CA8 if the temperature is given on the Celsius scale).

Solution The heat supplied during the calibration step is
q=Ivt=(1.23 A)x (12.0 V) X (156 5)
=1.23x12.0x156 A Vs
=123%x12.0x156]

This product works out as 2.30 kJ, but to avoid rounding errors we save the
numerical work to the final stage. The heat capacity of the calorimeter is

g _123x12.0x156] 1.23x12.0x156

= — ]’ chl
A6 4.47°C 4.47

The numerical value of Cis 515 ] °C™', but we don’t evaluate it yet in the actual
calculation. The heat output of the combustion is therefore

1.23x12.0x 156

q=CAB= ( a7 ] °C‘1j %x3.22°C=1.66Kk]

=0.397 Cal

| self-test 1.3 ) Inan experiment to measure the heat released by the combus-
tion of a sample of fuel, the compound was burned in an oxygen atmosphere
inside a calorimeter and the temperature rose by 2.78°C. When a current of
1.12 A from an 11.5 V source flowed through a heater in the same calorimeter
for 162 s, the temperature rose by 5.11°C. What is the heat released by the com-
bustion reaction?

Answer: 1.1 k]
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Thermometer
Firing
Qxygen leads f
input ‘
Bomb l

Water

Sample
Oxygen

under pressure

Fig. 1.17 A constant-volume
adiabatic bomb calorimeter. The
‘bomb’ is the central vessel, which
is strong enough to withstand
high pressures. The calorimeter
(for which the heat capacity

must be known) is the entire
assembly shown here. To ensure
adiabaticity, the calorimeter is
immersed in a water bath with

a temperature continuously
adjusted to that of the calorimeter
at each stage of the combustion.

A note on good practice

As well as keeping the
numerical evaluation to the
final stage (or at least not
rounding intermediate values
obtained with a calculator),
show the units at each stage
of the calculation.
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Products
Gas, Oxygen
vapor

1

Fig. 1.18 An adiabatic flame
calorimeter, an example of an
isobaric calorimeter, consists of
this component immersed in a
stirred water bath. Combustion
occurs as a known amount of
reactant is passed through to
fuel the flame and the rise of
temperature is monitored.

A brief comment

The rate of change of energy is
the power, expressed as joules
per second, or watts, W: 1 W =
1Js . Because1J=1A Vs, in
terms of electrical units 1 W=
1 A V. We write the electrical
power, P, as P=(energy
supplied)/t=IVt/t=1%.

Thermocouple
Reference |/ Sample |

Ll L]

S
Heater

Fig. 1.19 A differential scanning
calorimeter. The sample and a
reference material are heated

in separate but identical
compartments. The output is the
difference in power needed to
maintain the compartments at
equal temperatures as the
temperature rises.

(b) Isobaric calorimeters

An enthalpy change can be measured calorimetrically by monitoring the tem-
perature change that accompanies a physical or chemical change occurring at
constant pressure. A calorimeter for studying processes at constant pressure is
called an isobaric calorimeter. A simple example is a thermally insulated
vessel open to the atmosphere: the heat released in the reaction is monitored
by measuring the change in temperature of the contents. For a combustion
reaction an adiabatic flame calorimeter may be used to measure AT when a
given amount of substance burns in a supply of oxygen (Fig. 1.18). The relative
efficiencies of fuels may be evaluated by this method (see Section 1.9).

(c) Differential scanning calorimeters

A differential scanning calorimeter (DSC) is more sophisticated than the
calorimeters discussed so far. The term ‘differential’ refers to the fact that
the behavior of the sample is compared to that of a reference material that
does not undergo a physical or chemical change during the analysis. The term
‘scanning’ refers to the fact that the temperatures of the sample and reference
material are increased, or scanned, systematically during the analysis.

A DSC consists of two small compartments that are heated electrically at
a constant rate (Fig. 1.19). The temperature, T, at time ¢ during a linear scan is
T =T, + at, where Tj, is the initial temperature and o is the temperature scan
rate (in kelvins per second, K s™). A computer controls the electrical power
output in order to maintain the same temperature in the sample and reference
compartments throughout the analysis.

The temperature of the sample changes significantly relative to that of the refer-
ence material if a chemical or physical process that involves heating occurs in the
sample during the scan. To maintain the same temperature in both compart-
ments, excess energy is transferred as heat to the sample during the process. For
example, an endothermic process lowers the temperature of the sample relative
to that of the reference and, as a result, the sample must be supplied with more
energy (as heat) than the reference in order to maintain equal temperatures.

If no physical or chemical change occurs in the sample at temperature T, we
canuse eqn 1.5 to write g,= C,AT, where AT=T - T, =t and we have assumed
that C, is independent of temperature. If an endothermic process occurs in the
sample, we have to supply additional ‘excess” energy by heating, g,,.,, to achieve
the same change in temperature of the sample and can express this excess
energy in terms of an additional contribution to the heat capacity, C,,, by
Writing g, . = C,AT. It follows that

Crex= Dpex _ Gpex &
AT ot o

where P, = g/t is the excess electrical power necessary to equalize the
temperature of the sample and reference compartments.

A DSC trace, which is called a thermogram, consists of a plot of P,, or C,,
against T (Fig. 1.20). Broad peaks in the thermogram indicate processes
requiring the transfer of energy by heating. We show in the following

Justification that the enthalpy change of the process is

T,
AH:J Cper dT (1.18)

T,



That is, the enthalpy change is the area under the curve of C,., against T
between the temperatures at which the process begins and ends.

Justification 1.3 The enthalpy change of a process from DSC data

To calculate an enthalpy change from a thermogram, we begin by rewriting
eqn 1.14b as

dH=C,.dT

p,ex

We proceed by integrating both sides of this expression from an initial tem-
perature T and initial enthalpy H, to a final temperature T, and enthalpy H,.

H, T,
J k= j C,dT
H, T,

1

Now we use the integral [dx = x + constant to write

H,
J dH=H,- H,=AH
H,

It follows that

T,
AH= J CpedT

T,

which is eqn 1.18.

To appreciate the utility of a DSC in biochemical investigations, we consider
an important type of transformation that occurs in biological macromolecules,
such as proteins and nucleic acids, and aggregates, such as biological mem-
branes. Such large systems adopt complex three-dimensional structures as
a result of intra- and inter-molecular interactions (Fundamentals F.1 and
Chapter 11). Denaturation, the disruption of these interactions, can be
achieved by adding chemical agents (such as urea, acids, or bases) or by chang-
ing the temperature, in which case the process is called thermal denaturation.
Cooking is an example of thermal denaturation. For example, when eggs are
cooked, the protein albumin is denatured irreversibly.

Differential scanning calorimetry is a powerful technique for the study of
denaturation of biological macromolecules. Every biopolymer has a character-
istic temperature, the melting temperature, T,,, at which the three-dimensional
structure unravels and biological function is lost. For example, the thermo-
gram shown in Fig. 1.20 indicates that the widely distributed protein ubiquitin
retains its native structure up to about 45°C and ‘melts’ into a denatured state
at higher temperatures. The area under the curve represents the heat absorbed
in this process and can be identified with the enthalpy change. The thermo-
gram also reveals the formation of new intermolecular interactions in the
denatured form. The increase in heat capacity accompanying the native —
denatured transition reflects the change from a more compact native con-
formation to one in which the more exposed amino acid side chains in the
denatured form have more extensive interactions with the surrounding water
molecules. Differential scanning calorimetry is a convenient method for such
studies because it requires small samples, with masses as low as 0.5 mg.
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A brief comment
Infinitesimally small
quantities may be treated
like any other quantity in
algebraic manipulations, so
the expression dy/dx=a may
be rewritten as dy=adx,
dx/dy=a, and so on.
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Fig.1.20 A thermogram for the
protein ubiquitin. The protein
retains its native structure
(shown as a green ribbon
diagram) up to about 45°C
and then undergoes an
endothermic conformational
change. (Adapted from B.
Chowdhry and S. LeHarne,

J. Chem. Educ. 74,236 (1997).)
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Physical and chemical change

We shall focus on the use of the enthalpy as a useful book-keeping property
for tracing the flow of energy as heat during physical processes and chemical
reactions at constant pressure. The discussion will lead naturally to a quantitative
treatment of the factors that optimize the suitability of fuels, including ‘biological
fuels, the foods we ingest to meet the energy requirements of daily life.

1.7 Enthalpy changes accompanying physical processes

To begin to understand the complex structural changes that biological
macromolecules undergo when heated or cooled, we need to understand
how simpler physical changes occur.

To describe changes quantitatively, we need to keep track of the numerical value
of a thermodynamic property with varying conditions, such as the states of the
substances involved, the pressure, and the temperature. To simplify the calcula-
tions, chemists have found it convenient to report their data for a set of standard
conditions at the temperature of their choice:

The standard state of a substance is the pure substance at (Definition of |
exactly 1 bar. standard state|

We denote the standard state value of a property by the superscript ® on the sym-
bol for the property, as in Hg, for the standard molar enthalpy of a substance and
p* for the standard pressure of 1 bar. For example, the standard state of hydrogen
gas is the pure gas at 1 bar and the standard state of solid calcium carbonate is the
pure solid at 1 bar, with either the calcite or aragonite form specified. The physical
state needs to be specified because we can speak of the standard states of the solid,
liquid, and vapor forms of water, for instance, which are the pure solid, the pure
liquid, and the pure vapor, respectively, at 1 bar in each case. The standard states
of solutions, which are never ‘pure; need to be treated differently (Section 3.8).

In older texts you might come across a standard state defined for 1 atm
(101.325 kPa) in place of 1 bar. That is the old convention. In most cases, data for
1 atm differ only a little from data for 1 bar. You might also come across standard
states defined as referring to 298.15 K. That is incorrect: temperature is not a part of
the definition of standard state, and standard states may refer to any temperature
(but it should be specified). Thus, it is possible to speak of the standard state of
water vapor at 100 K, 273.15 K, or any other temperature. It is conventional, how-
ever, for data to be reported at the so-called conventional temperature of 298.15 K
(25.00°C), and from now on, unless specified otherwise, all data will be for that
temperature. For simplicity, we shall often refer to 298.15 K as 25°C’. Finally, a
standard state need not be a stable state and need not be realizable in practice.
Thus, the standard state of water vapor at 25°C is the vapor at 1 bar, but water vapor
at that temperature and pressure would immediately condense to liquid water.

(a) Phase transitions

A phase is a specific state of matter that is uniform throughout in composition
and physical state. The liquid and vapor states of water are two of its phases. The
term ‘phase’ is more specific than ‘state of matter’ because a substance may exist
in more than one solid form, each one of which is a solid phase. There are at least

7 Remember that 1 bar = 10° Pa exactly.
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12 forms of ice. No substance has more than one gaseous phase, so ‘gas phase’ and
‘gaseous state’ are effectively synonyms. The only substance that exists in more
than one liquid phase is helium, although some evidence suggests that water
might also have two liquid phases.

The conversion of one phase of a substance to another phase is called a phase
transition. Thus, vaporization (liquid — gas) is a phase transition, as is a transi-
tion between solid phases (such as aragonite — calcite in geological processes).
With a few exceptions, phase transitions are accompanied by a change of enthalpy,
for the rearrangement of atoms or molecules usually requires or releases energy.

(b) Enthalpies of vaporization, fusion, and sublimation

The vaporization of a liquid, such as the conversion of liquid water to water vapor
when a pool of water evaporates at 20°C or a kettle boils at 100°C, is an endother-
mic process (AH > 0) because heating is required to bring about the change. Ata
molecular level, molecules are being driven apart from the grip they exert on one
another, and this process requires energy. One of the body’s strategies for main-
taining its temperature at about 37°C is to use the endothermic character of the
vaporization of water because the evaporation® of perspiration requires energy
and withdraws it from the skin.

The energy that must be supplied as heat at constant pressure per mole of
molecules that are vaporized under standard conditions (that is, pure liquid at
1 bar changing to pure vapor at 1 bar) is called the standard enthalpy of vaporiza-
tion of the liquid and is denoted A,,,H® (Table 1.2). For example, 44 k] of heat is
required to vaporize 1 mol H,O(l) at 1 bar and 25°C, so A,,,H® =+44 k] mol ™.

Alternatively, we can report the same information by writing the thermochem-
ical equation’

H,0() > H,0(g)  AH®=+44k]

Table 1.2 Standard enthalpies of transition at the transition temperature*

Substance Freezing Aq H?/ Boiling A He/
point, T, /K (kJ mol™) point, T,/K (kJ mol™)
Ammonia, NH; 195.3 5.65 239.7 234
Argon, Ar 83.8 1.2 87.3 6.5
Benzene, C;Hg 278.7 9.87 353.3 30.8
Ethanol, C,H;OH 158.7 4.60 351.5 43.5
Helium, He 3.5 0.02 4.22 0.08
Hydrogen peroxide, H,O, 272.7 12.50 4234 51.6
Mercury, Hg 234.3 2.292 629.7 59.30
Methane, CH, 90.7 0.94 111.7 8.2
Methanol, CH;OH 175.5 3.16 337.2 35.3
Propanone, CH;COCHj; 177.8 5.72 329.4 29.1
Water, H,O 273.15 6.01 373.2 40.7
44.02 at 25°C
45.07 at 0°C

*For values at 298.15 K, use the information in the Resource section.

8 Evaporation is virtually synonymous with vaporization but commonly denotes vaporization to
dryness.
° Unless otherwise stated, all data in this text are for 298.15 K.

A note on good practice

The attachment of the
subscript vap to the A is the
modern convention; however,
the older convention in which
the subscript is attached to the
H, asin AH,,,, is still widely
used. All enthalpies of
vaporization are positive,

so the sign is not normally
written explicitly in tables

of data.
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Fig. 1.21 When a solid (a) melts
to a liquid (b), the molecules
separate from one another only
slightly, the intermolecular
interactions are reduced only
slightly, and there is only a small
change in enthalpy. When
aliquid vaporizes (c), the
molecules are separated by

a considerable distance, the
intermolecular forces are reduced
almost to zero, and the change in
enthalpy is much greater.

A thermochemical equation shows the standard enthalpy change (including
the sign) that accompanies the conversion of an amount of reactant equal to its
stoichiometric coefficient in the accompanying chemical equation (in this
case, 1 mol H,O). If the stoichiometric coefficients in the chemical equation
are multiplied through by 2, then the thermochemical equation would be
written

2H,0() »2H,0(g)  AH®=+88Kk]

This equation signifies that 88 kJ of heat is required to vaporize 2 mol H,O(l) at
1 bar and (recalling our convention) at 298.15 K.

There are some striking differences in standard enthalpies of vaporization:
although the value for water is 44 k] mol™, that for methane, CH,, at its boiling
point is only 8 k] mol™. Even allowing for the fact that vaporization is taking place
at different temperatures, the difference between the enthalpies of vaporization
signifies that water molecules are held together in the bulk liquid much more
tightly than methane molecules are in liquid methane. As should be recalled from
introductory courses, the interaction responsible for the low volatility of water is
the hydrogen bonding between neighboring H,O molecules. The high enthalpy
of vaporization of water has profound ecological consequences, for it is partly
responsible for the survival of the oceans and the generally low humidity of the
atmosphere. If only a small amount of heat had to be supplied to vaporize the
oceans, the atmosphere would be much more heavily saturated with water vapor
than is in fact the case.

Another common phase transition is fusion, or melting, as when ice melts to
water. The change in molar enthalpy that accompanies fusion under standard
conditions (pure solid at 1 bar changing to pure liquid at 1 bar) is called the stand-
ard enthalpy of fusion, Ay H®. Its value for water at 0°C is +6.01 k] mol™. As for
enthalpies of vaporization, all enthalpies of fusion are positive, and the sign is not
written explicitly in tables. Notice that the enthalpy of fusion of water is much less
than its enthalpy of vaporization. In vaporization the molecules become com-
pletely separated from each other, whereas in melting the molecules are merely
loosened without separating completely (Fig. 1.21).

The reverse of vaporization is condensation and the reverse of fusion (melting)
is freezing. The molar enthalpy changes are, respectively, the negative of the
enthalpies of vaporization and fusion because the energy that is supplied (dur-
ing heating) to vaporize or melt the substance is released when it condenses or

Q




freezes." It is always the case that the enthalpy change of a reverse transition is
the negative of the enthalpy change of the forward transition (under the same
conditions of temperature and pressure):

H,O0(s) = H,0(l) AH®=+6.01k]J
H,0(I) = H,O(s) AH®=-6.01Kk]
and in general

AforwardH6 =-A reverseHe ( 1. 19)

This relation follows from the fact that H is a state property, so it must return
to the same value if a forward change is followed by the reverse of that change
(Fig. 1.22). The high standard enthalpy of vaporization of water (+44 kJ mol™),
signifying a strongly endothermic process, implies that the condensation of water
(—44 kJ mol™) is a strongly exothermic process. That exothermicity is the origin
of the ability of steam to scald severely because the energy is passed on to the skin.

The direct conversion of a solid to a vapor is called sublimation. The reverse
process is called vapor deposition. Sublimation can be observed on a cold, frosty
morning, when frost vanishes as vapor without first melting. The frost itself
forms by vapor deposition from cold, damp air. The vaporization of solid carbon
dioxide (‘dryice’) is another example of sublimation. The standard molar enthalpy
change accompanying sublimation is called the standard enthalpy of sublim-
ation, A, H®. Because enthalpy is a state property, the same change in enthalpy
must be obtained both in the direct conversion of solid to vapor and in the indirect
conversion, in which the solid first melts to the liquid and then that liquid vapor-

izes (Fig. 1.23):
AsubHe:AfusHe-l-AvapHe (120)

This result is an example of a more general statement that will prove useful time
and again during our study of thermochemistry:

The enthalpy change of an overall process is the sum of the enthalpy changes
for the steps (observed or hypothetical) into which it may be divided.

LA brief iIIustration)

To use eqn 1.20 correctly, the two enthalpies that are added together must be
for the same temperature, so to get the enthalpy of sublimation of water at 0°C,
we must add together the enthalpies of fusion (6.01 k] mol™) and vaporization
(45.07 kJ mol™) for this temperature. Adding together enthalpies of transition
for different temperatures gives a meaningless result. It follows that

Ay H® = A H® + A, H® = 6.01 kJ mol™ +45.07 kJ mol™' = 51.08 kJ mol"!

vap

1.8 Bond enthalpy

To understand bioenergetics at a molecular level we need to account for the flow of
energy during chemical reactions as individual chemical bonds are broken and made.

' This relation is the origin of the obsolescent terms ‘latent heat’ of vaporization and fusion for
what are now termed the enthalpy of vaporization and fusion.
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Fig. 1.22 An implication of the
First Law is that the enthalpy
change accompanying a reverse
process is the negative of the
enthalpy change for the forward
process.
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Fig. 1.23 The enthalpy of
sublimation at a given
temperature is the sum of the
enthalpies of fusion and
vaporization at that temperature.
Another implication of the First
Law is that the enthalpy change of
an overall process is the sum of
the enthalpy changes for the
possibly hypothetical steps into
which it may be divided.

A note on good practice
Molar quantities are expressed
as a quantity per mole (as in
kilojoules per mole, k] mol™).
Distinguish them from the
magnitude of a property for

1 mol of substance, which is
expressed as the quantity
itself (as in kilojoules, kJ).

All enthalpies of transition,
denoted A, H, are molar
quantities.




50 1 THE FIRST LAW

A brief comment

Recall that a radical is a very
reactive species containing one
or more unpaired electrons. To
emphasize the presence of an
unpaired electron in a radical,
it is common to use a dot (-)
when writing the chemical
formula. For example, the
chemical formula of the
hydroxyl radical may be
written as -OH. Hydroxyl
radicals and other reactive
species containing oxygen can
be produced in organisms as
undesirable by-products of
electron transfer reactions and
have been implicated in the
development of cardiovascular
disease, cancer, stroke,
inflammatory disease, and
other conditions.

Table 1.3 Selected bond enthalpies, H(A-B)/(k] mol™)

Diatomic molecules

H-H 436 0=0 497 F-F 155 H-F 565
N=N 945 CI-Cl 242 H-Cl 431
O-H 428 Br-Br 193 H-Br 366
C=0 1074 I-I 151 H-1 299
Polyatomic molecules
H-CH, 435 H-NH, 431 H-OH 492
H-C.H, 469 0,N-NO, 57 HO-OH 213
H,C-CHj; 368 0=CO 531 HO-CH; 377
H,C=CH, 699 Cl-CH;, 352
HC=CH 962 Br-CH; 293
I-CH, 234

The thermochemical equation for the dissociation, or breaking, of a chemical
bond can be written with the hydroxyl radical OH(g) as an example:

HO(g) — H(g) + O(g) AH®=+428 k]

The corresponding standard molar enthalpy change is called the bond enthalpy,
so we would report the H-O bond enthalpy as 428 k] mol ™. All bond enthalpies
are positive, so bond dissociation is an endothermic process.

Some bond enthalpies are given in Table 1.3. Note that the bond in molecular
nitrogen, N,, is very strong, at 945 k] mol™, which helps to account for the chem-
ical inertness of nitrogen and its ability to dilute the oxygen in the atmosphere
without reacting with it. In contrast, the bond in molecular fluorine, F,, is rela-
tively weak, at 155 k] mol™; the weakness of this bond contributes to the high
reactivity of elemental fluorine. However, bond enthalpies alone do not account
for reactivity because, although the bond in molecular iodine is even weaker, I, is
less reactive than F,, and the bond in CO is stronger than the bond in N,, but CO
forms many carbonyl compounds, such as Ni(CO),. The types and strengths of
the bonds that the elements can make to other elements when a new substance is
formed from reactants are additional factors.

A complication when dealing with bond enthalpies is that their values depend
on the molecule in which the two linked atoms occur. For instance, the total stand-
ard enthalpy change for the atomization (the complete dissociation into atoms)

of water:
H,0(g) »2H(g)+0(g)  AH*=+927k]

is not twice the O-H bond enthalpy in H,O even though two O-H bonds are
dissociated. There are in fact two different dissociation steps. In the first step,
an O-H bond is broken in an H,O molecule:

H,0(g) > HO(g) +H(g)  AH®=+492k]
In the second step, the O-H bond is broken in an OH radical:

HO(g) — H(g) + O(g) AH®=+428 K]



Table 1.4 Mean bond enthalpies, AHy/(k] mol™)*

N 388 305(1) 163(1)
613(2) 409 (2)
890(3) 945 (3)

H C N o) F cl Br I S P Si
H 436
C 412 348(1)
612 (2)
838 (3)
518 (a)'
(
(

O 463 360(1) 157 146 (1)
743 (2) 497 (2)
F 565 484 270 185 155
Cl 431 338 200 203 254 242
Br 366 276 219 193
I 299 238 210 178 151
S 338 259 496 250 212 264
322 200
Si 318 374 466 226

*Values are for single bonds except where otherwise stated (in parentheses).
f(a) Denotes aromatic.

The sum of the two steps is the atomization of the molecule. As can be seen from
this example, the O-H bonds in H,O and HO have similar but not identical bond
enthalpies.

Although accurate calculations must use bond enthalpies for the molecule in
question and its successive fragments, when such data are not available, there is
no choice but to make estimates by using mean bond enthalpies, AHy, which are
the averages of bond enthalpies over a related series of compounds (Table 1.4).
For example, the mean HO bond enthalpy, AHy(H-O) =463 k] mol ™', is the mean
of the O-H bond enthalpies in H,O and several other similar compounds, includ-
ing methanol, CH;OH.

Example 1.3 Using mean bond enthalpies

Use information from the Resource section and bond enthalpy data from
Tables 1.3 and 1.4 to estimate the standard enthalpy change for the reaction

2 H,0,(1) > 2H,0() + O,(g)

in which liquid hydrogen peroxide decomposes into O, and water at 25°C.
In the aqueous environment of biological cells, hydrogen peroxide—a very
reactive species—is formed as a result of some processes involving O,.
The enzyme catalase helps rid organisms of toxic hydrogen peroxide by
accelerating its decomposition. The enthalpy of vaporization of H,O,(l) at
298 Kis 51.5 k] mol™.

Strategy In calculations of this kind, the procedure is to break the overall process
down into asequence of steps such that their sum is the chemical equation required.

1.8 BOND ENTHALPY

51



52

1 THE FIRST LAW

Always ensure, when using bond enthalpies, that all the species are in the gas
phase. That may mean including the appropriate enthalpies of vaporization or
sublimation. One approach is to atomize all the reactants and then to build the
products from the atoms so produced. When explicit bond enthalpies are
available (that is, data are given in the tables available), use them; otherwise,
use mean bond enthalpies to obtain estimates.

Solution The following steps are required:

AH®/K]
Vaporization of 2 mol H,0,(1), 2 H,0,(1) — 2 H,0,(g) 2% (+51.5)
Dissociation of 4 mol O-H bonds 4% (+463)
Dissociation of 2 mol O-O bonds in HO-OH 2% (+213)
Overall, so far: 2 H,0,(1) - 4 H(g) + 4 O(g) +2381

We have used the mean bond enthalpy value from Table 1.4 for the O-H
bond and the exact bond enthalpy value for the O-O bond in HO-OH from
Table 1.3. In the second step, four O-H bonds and one O=0 bond are formed.
The standard enthalpy change for bond formation (the reverse of dissociation)
is the negative of the bond enthalpy. We can use exact values for the enthalpy of
the O-H bond in H,0(g) and for the O=0 bond in O,(g):

AH®/k]
Formation of 4 mol O-H bonds 4x(—492)
Formation of 1 mol O, —497
Overall, in this step: 4 O(g) + 4 H(g) — 2 H,0(g) + O,(g) —2465

The final stage of the reaction is the condensation of 2 mol H,0(g)
2 H,0(g) > 2 H,0() AH®=2x(—44Kk])=-88Kk]J

The sum of the enthalpy changes is
AH® = (+2381 kJ) + (=2465 kJ) + (=88 kJ) =—172 k]

The experimental value is =196 kJ.

Self-test 1.4 ) Estimate the enthalpy change for the reaction between 1 mol
C,H;OH as liquid ethanol, a fuel made by fermenting corn, and O,(g) to
yield CO,(g) and H,0(I) under standard conditions by using the bond
enthalpies, mean bond enthalpies, and the appropriate standard enthalpies of
vaporization.

Answer: —1305 kJ; the experimental value is —1368 kJ

1.9 Thermochemical properties of fuels

We need to understand the molecular origins of the energy content of biological fuels,
the carbohydrates, fats, and proteins.

We saw in Case study 1.1 that photosynthesis and the oxidation of organic
molecules are the most important processes that supply energy to organisms.
In this section we begin our quantitative study of biological energy conversion
by assessing the thermochemical properties of fuels.
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Table 1.5 Standard enthalpies of combustion

Substance A H?/(k] mol™)
Carbon, C(s, graphite) -394
Carbon monoxide, CO(g) -283
Citric acid, CsHgO,(s) —1985
Ethanol, C,H;OH(l) —1368
Glucose, CsH,,04(s) —2808
Glycine, CH,(NH,)COOH(s) —969
Hydrogen, H,(g) —286
iso-Octane,* CgH 4(1) —5461
Methane, CH,(g) -890
Methanol, CH;OH() -726
Methylbenzene, C;H;CH,(1) -3910
Octane, CgH (1) —5471
Propane, C;Hy(g) —2220
Pyruvic acid, CH;(CO)COOH(I) —950
Sucrose, C;,H,,0,,(s) —5645
Urea, CO(NH,),(s) —632

*2,2,4-Trimethylpentane.

The consumption of a fuel in a furnace or an engine is the result of a combus-
tion. An example is the combustion of methane in a natural gas flame:

CH,(g) +2 0,(g) > CO(g) +2H,0()  AH®=-890k]

The standard enthalpy of combustion, A.H®, is the standard change in
enthalpy per mole of combustible molecules. In this example, we would write
A.H*(CH,, g) = —890 k] mol™. Some typical values are given in Table 1.5. Note
that A.LH* is a molar quantity and is obtained from the value of AH* by dividing by
the amount of organic reactant consumed (in this case, by 1 mol CH,).
According to the discussion in Sections 1.5 and 1.6, and the relation AU = gy,
the energy transferred as heat at constant volume is equal to the change in inter-
nal energy, AU, not AH. To convert from AU to AH, we need to note that the molar
enthalpy of a substance is related to its molar internal energy by H,, = U, + pV,
(eqn 1.12a). For condensed phases, pV,, is so small that it may be ignored. For
example, the molar volume of liquid water is 18 cm® mol™, and at 1.0 bar

PV =(1.0x10°Pa) x (18 X 10 m* mol ™) = 1.8 Pam?® mol™ = 1.8 ] mol™

However, the molar volume of a gas, and therefore the value of pV,,, is about
1000 times greater and cannot be ignored. For gases treated as perfect, pV;, may
be replaced by RT. Therefore, if in the chemical equation the difference (products
- reactants) in the stoichiometric coefficients of gas phase species is Av,, we

can write
AH=AU+Av, RT (1.21)
Note that v, (where v is nu) is a dimensionless number.
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LA brief iIIustration)

The energy released at constant volume as heat by the combustion of the amino
acid glycine is —969.6 k] mol™ at 298.15 K, so A.U=-969.6 k] mol . From the
chemical equation
NH,CH,COOH(s) +5 O,(g) = 2 CO,(g) +3 H,O(1) + 2 N,(g)
we find that Av,, = (2 +3) — 7 =1. Therefore,
AH=AU+LRT
=-969.6 k] mol™ +1x (8.3145x 10~ k] K™* mol™) X (298.15 K)
=-969.6 k] mol™ + 0.62 k] mol™! =—-969.0 k] mol™!

We shall see in Chapter 2 that the best assessment of the ability of a compound
to act as a fuel to drive many of the processes occurring in the body makes use of
the ‘Gibbs energy’. However, a useful guide to the resources provided by a fuel,
and the only one that matters when energy transferred as heat is being considered,
is the enthalpy, particularly the enthalpy of combustion. The thermochemical
properties of fuels and foods are commonly discussed in terms of their specific
enthalpy, the magnitude of the enthalpy of combustion divided by the mass of the
sample (typically in kilojoules per gram) or the enthalpy density, the magnitude
of the enthalpy of combustion divided by the volume of the sample (typically in
kilojoules per cubic decimeter). If the standard enthalpy of combustion is A.H®
and the molar mass of the compound is M, then the specific enthalpy is A.H®/M.
Similarly, the enthalpy density is A.LH®/V,,, where V,,, is the molar volume of the
material.

Table 1.6 lists the specific enthalpies and enthalpy densities of several fuels. The
most suitable fuels are those with high specific enthalpies, as the advantage of a
high molar enthalpy of combustion may be eliminated if a large mass of fuel is to
be transported. We see that H, gas compares very well with more traditional fuels
such as methane (natural gas), octane (gasoline), and methanol. Furthermore, the
combustion of H, gas does not generate CO, gas, a pollutant implicated in the
mechanism of global warming. As a result, H, gas has been proposed as an effi-
cient, clean alternative to fossil fuels, such as natural gas and petroleum. However,
we also see that H, gas has a very low enthalpy density, which arises from the fact

Table 1.6 Thermochemical properties of some fuels

Fuel Combustion equation A .H?/(kJ mol™) Specific enthalpy/ Enthalpy density*/
(kg™ (kJ dm™)

Hydrogen 2 Hy(g) + O,(g) — 2 H,0(1) —286 142 13

Methane CH,(g) +2 0,(g) = CO,(g) +2 H,0(1) —890 55 40

iso-Octane’ 2 CgH 5(1) + 25 O,(g) — 16 CO4(g) + 18 H,O(1) —5461 48 3.3x10*

Methanol 2 CH,0H(I) + 3 O,(g) — 2 CO,(g) + 4 H,0() —726 23 1.8x 10

* At atmospheric pressures and room temperature.

2,2,4-Trimethylpentane.
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that hydrogen is a very light gas. So, the advantage of a high specific enthalpy is
undermined by the large volume of fuel to be transported and stored. Strategies
are being developed to solve the storage problem. For example, the small H, mol-
ecules can travel through holes in the crystalline lattice of a sample of metal, such
as titanium, where they bind as metal hydrides. In this way it is possible to increase
the effective density of hydrogen atoms to a value that is higher than that of liquid
H,. Then the fuel can be released on demand by heating the metal.

We now assess the factors that optimize the enthalpy of combustion of carbon-
based fuels, with an eye toward understanding such biological fuels as carbo-
hydrates, fats, and proteins. The combustion of 1 mol CH,(g) releases 890 kJ of
energy as heat per mole of C atoms:

CH,(g) +2 O,(g) = CO,(g) +2 H,O()) AH®=-890 kJ
Now consider the combustion of 1 mol CH,OH(g):
CH,OH(g) +20,(g) > CO,(g) +2H,0()  AH®=-765k]

This reaction is also exothermic, but now only 765 kJ of energy is released as heat
per mole of C atoms. Much of the observed change in energy output between the
reactions can be explained by noting that the replacement of a C-H bond by a
C-0 bond renders the carbon in methanol more oxidized than the carbon in
methane, so it is reasonable to expect that less energy is released to complete the
oxidation of carbon in methanol to CO,. In general, the presence of partially oxi-
dized Catoms (that s, carbon atoms bonded to oxygen atoms) in a material makes
it a less suitable fuel than a similar material containing less oxidized C atoms.

Another factor that determines the enthalpy of combustion is the number of
carbon atoms in hydrocarbon compounds. For example, whereas the enthalpy of
combustion of methane is —890 k] mol ™, that of iso-octane (CgH,g, 2,2,4-trimethyl-
pentane (1), a typical component of gasoline) is —5461 k] mol™ (Table 1.6). The
much larger value for iso-octane is a consequence of each molecule having eight
C atoms to contribute to the formation of carbon dioxide, whereas methane has
only one.

Case study 1.2 ) Biological fuels

A typical 18- to 20-year-old man requires a daily energy input of about 12 MJ
(1 MJ=10°]) or about 2870 Cal; a woman of the same age needs about 9 MJ or
about 2150 Cal. If the entire consumption were in the form of glucose, which
has a specific enthalpy of 16 kJ g!, meeting energy needs would require the
consumption of 750 g of glucose by a man and 560 g by a woman. In fact, the
complex carbohydrates more commonly found in our diets have slightly
higher specific enthalpies (17 k] g = 4 Cal g™*) than glucose itself, so a carbo-
hydrate diet is slightly less daunting than a pure glucose diet, as well as being
more appropriate in the form of fibre, the indigestible cellulose that helps move
digestion products through the intestine.

The specific enthalpy of fats, which are long-chain esters such as tristearin (2),
is much greater than that of carbohydrates, at around 38 kJ g (9 Cal g™),
slightly less than the value for the hydrocarbon oils used as fuel (48 k] g™' =
11 Cal g'). The reason for this difference lies in the fact that many of the
carbon atoms in carbohydrates are bonded to oxygen atoms and are already
partially oxidized, whereas most of the carbon atoms in fats are bonded to
hydrogen and other carbon atoms and hence have lower oxidation numbers.

A brief comment

The concept of oxidation
numbers, familiar from
introductory chemistry,
clarifies the point made in this
paragraph. The formation

of CO, from CH, involves

an increase in the oxidation
number—that is, an oxidation
—of carbon from —4 in CH, to
+4 in CO,. By contrast, the
carbon atom in CH;OH has an
oxidation number of —2 and is
in a higher oxidation state than
the carbon in methane.

1 iso-Octane
(2,2,4-trimethylpentane),
(CH;);CCH,CH(CH,;),
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As we have seen, the presence of partially oxidized carbons lowers the energy
output of a fuel. Fats are commonly used as an energy store, to be used only

when the more readily accessible carbohydrates have fallen into short supply.

In Arctic species, the stored fat also acts as a layer of insulation; in desert
species (such as the camel), the fat is also a source of water, one of its oxidation
products.

Proteins are also used as a source of energy, but their components, the amino
acids, are also used to construct other proteins. When proteins are oxidized
(to urea, CO(NH,),), the equivalent specific enthalpy is comparable to that of
carbohydrates (about 17kJ g' =4 Cal g ™).

LA brief iIIustration)

A lunch consisting of a hamburger (about 350 Cal), potato chips (1 serving =
108 Cal), and a milk shake (about 502 Cal) would sum to about 960 Cal.'!? By
contrast, a lighter lunch of halibut (about 205 Cal for a 1-1b serving), a raw car-
rot (about 42 Cal), a large apple (101 Cal), and a glass of orange juice (about
120 Cal) would net only 468 Cal. The intake from these meals can be compared
to the rates at which a 70-kg person can expend energy, depending on the
nature of the activity:

Level of activity Rate of energy expenditure/(Cal min™)
Light (walking slowly) 2.5-5.0

Moderate (walking fast) 5.0-7.5

Heavy (running) 7.5-12.0

It follows that it would be necessary to walk slowly for about 3 to 6 hours (or
run for 1 to 2 hours) to expend the energy taken in by eating the 960-Cal ham-

burger meal. Even though reading this textbook also requires energy, it would

take about 16 hours for the hamburger meal to be ‘burned off’ by so sedentary
an activity.

' Alarmingly, this single meal corresponds to about 33 per cent or 44 per cent of the daily energy

requirements of a young man or woman, respectively.

!> The data for this brief illustration are from C.H. Snyder, The extraordinary chemistry of ordinary

things, Wiley (2002).
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We have already remarked that not all the energy released by the oxidation of
foods is used to perform work. The energy that is also released as heat needs to
be discarded in order to maintain body temperature within its typical range of
35.6 to 37.8°C. A variety of mechanisms contribute to this aspect of homeostasis,
the ability of an organism to counteract environmental changes with physiolo-
gical responses. The general uniformity of temperature throughout the body is
maintained largely by the flow of blood. When energy needs to be dissipated
rapidly by heating, warm blood is allowed to flow through the capillaries of the
skin, so producing flushing. Radiation is one means of heating the surroundings;
another is evaporation and the energy demands of the enthalpy of vaporization
of water.

LA brief iIIustration)

From the enthalpy of vaporization (A,,,H® = 44 k] mol™ at 298 K), molar
mass (M = 18 g mol™), and mass density (p = 1.0 g cm™, corresponding to
1.0 x 10° g dm™) of water, the energy removed as heat through evaporation
per liter (cubic decimeter) of water perspired is
_pAH®  (1.0x10°gdm™) X (44 k] mol™)
M 18 gmol™
=2.4MJ dm™

=2.4%10°k] dm™

When vigorous exercise promotes sweating (through the influence of heat
selectors on the hypothalamus), 1 to 2 dm? of perspired water can be produced
per hour, corresponding to a loss of energy of approximately 2.4 to 4.8 MJ h™.

1.10 The combination of reaction enthalpies

To make progress in our study of bioenergetics, we need to develop methods for
predicting the reaction enthalpies of complex biochemical reactions.

It is often the case that a reaction enthalpy is needed but is not available in tables
of data. Now the fact that enthalpy is a state function comes in handy, because it
implies that we can construct the required reaction enthalpy from the reaction
enthalpies of known reactions. We have already seen a primitive example when
we calculated the enthalpy of sublimation from the sum of the enthalpies of fusion
and vaporization. The only difference is that we now apply the technique to a
sequence of chemical reactions. The procedure is summarized by Hess’s law,
which in its modern form is:

The standard enthalpy of a reaction is the sum of the standard enthalpies of the
reactions into which the overall reaction may be divided.

Although the procedure is given the status of a law, it hardly deserves the title
because it is nothing more than a consequence of enthalpy being a state function,
which implies that an overall enthalpy change can be expressed as a sum of
enthalpy changes for each step in an indirect path. The individual steps need not
be actual reactions that can be carried out in the laboratory—they may be entirely
hypothetical reactions, the only requirement being that their equations should
balance. Each step must correspond to the same temperature.
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Example 1.4 Using Hess’s law

In biological cells that have a plentiful supply of O,, glucose is oxidized com-
pletely to CO, and H,O (Section 1.9 and Case study 1.2). Muscle cells may be
deprived of O, during vigorous exercise and, in that case, one molecule of
glucose is converted to two molecules of lactic acid (Atlas C2) by the process
of glycolysis (Case study 4.3). Given the thermochemical equations for the
combustions of glucose and lactic acid:

CeH,04(s) + 6 O,(g) — 6 CO,(g) + 6 H,O(1) AH®=-2808 k]

CH,;CH(OH)COOH(s) + 3 O,(g) = 3 CO,(g) + 3 H,O(l) AH®*=-1344Kk]
calculate the standard enthalpy for glycolysis:

C¢H,,04(s) — 2 CH,CH(OH)COOH(s)

Is there a biological advantage of complete oxidation of glucose compared with
glycolysis? Explain your answer.

Strategy We need to add or subtract the thermochemical equations so as to
reproduce the thermochemical equation for the reaction required.

Solution We obtain the thermochemical equation for glycolysis from the
following sum:

AH?®/K]
CeH,04(s) + 6 O,(g) — 6 CO,(g) + 6 H,0(1) -2808
6 CO,(g) +6 H,0(l) » 2 CH,;CH(OH)COOH(s) + 6 O,(g) 2% (+1344Kk])
Overall: C{H,,O4(s) — 2 CH,;CH(OH)COOH(s) -120

It follows that the standard enthalpy for the conversion of glucose to lactic acid
during glycolysis is =120 k] mol ™, a mere 4 per cent of the enthalpy of combus-
tion of glucose. Therefore, full oxidation of glucose is metabolically more
useful than glycolysis because in the former process more energy becomes
available for performing work.

L Self-test1.5 ) Calculate the standard enthalpy of the fermentation C4H,,04(s)
— 2 C,H;OH(]) + 2 CO,(g) from the standard enthalpies of combustion of
glucose and ethanol (Table 1.5).

Answer: =72 KkJ

1.11 Standard enthalpies of formation

We need to simplify even further the process of predicting reaction enthalpies of
biochemical reactions.

The standard reaction enthalpy, A H?, is the difference between the standard
molar enthalpies of the reactants and the products, with each term weighted by
the stoichiometric coefficient, v (nu), in the chemical equation

'Definition of
the standard
\reaction enthalpy

AH*° =Y vHg(products) — Y vH (reactants)

(1.22)

where ¥, (uppercase sigma) denotes a sum. Because the H are molar quantities
and the stoichiometric coeflicients are pure numbers, the units of A H® are
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kilojoules per mole. The standard reaction enthalpy is the change in enthalpy of
the system when the reactants in their standard states (pure, 1 bar) are completely
converted into products in their standard states (pure, 1 bar), with the change
expressed in kilojoules per mole of reaction as written.

The problem with eqn 1.22 is that we have no way of knowing the absolute
enthalpies of the substances. To avoid this problem, we can imagine the reaction
as taking place by an indirect route, in which the reactants are first broken down
into the elements and then the products are formed from the elements (Fig. 1.24).
Specifically, the standard enthalpy of formation, A;H®, of a substance is the stand-
ard enthalpy (per mole of the substance) for its formation from its elements in
their reference states. The reference state of an element is its most stable form
under the prevailing conditions (Table 1.7). Don’t confuse ‘reference state’ with
‘standard state’: the reference state of carbon at 25°C is graphite (not diamond);
the standard state of carbon is any specified phase of the element at 1 bar. For
example, the standard enthalpy of formation of liquid water (at 25°C, as always in
this text) is obtained from the thermochemical equation

H,(g) +1 O,(g) —» H,0()) AH®=-286k]

and is A(H°(H,0, 1) =286 k] mol™. Note that enthalpies of formation are molar
quantities, so to go from AH® in a thermochemical equation to A(H® for that
substance, divide by the amount of substance formed (in this instance, by
1 mol H,0).

With the introduction of standard enthalpies of formation, we can write
‘Calculationof

standard reaction
_enthalpies )

AH® =Y vA{H*(products) — Y vA{H*(reactants) (1.23)

The first term on the right is the enthalpy of formation of all the products from
their elements; the second term on the right is the enthalpy of formation of all the
reactants from their elements. The fact that the enthalpy is a state function means
that a reaction enthalpy calculated in this way is identical to the value that would
be calculated from eqn 1.22 if absolute enthalpies were available.

The values of some standard enthalpies of formation at 25°C are given in
Table 1.8, and alonger list is given in the Resource section. The standard enthalpies
of formation of elements in their reference states are zero by definition (because
their formation is the null reaction: element — element). Note, however, that the
standard enthalpy of formation of an element in a state other than its reference
state is not zero:

C(s, graphite) — C(s, diamond) AH®=+1.895Kk]
Therefore, although AH*(C, graphite) =0, A{H*(C, diamond) =+1.895 k] mol™".

Example 1.5 Using standard enthalpies of formation

Glucose and fructose (Atlas S3) are simple carbohydrates with the molecular
formula C;H,,O4. Sucrose (Atlas S5), or table sugar, is a complex carbohydrate
with molecular formula C,,H,,0,, that consists of a glucose unit covalently
linked to a fructose unit (a water molecule is released as a result of the reaction
between glucose and fructose to form sucrose). Estimate the standard enthalpy
of combustion of sucrose from the standard enthalpies of formation of the
reactants and products.

Elements
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Fig. 1.24 An enthalpy of reaction
may be expressed as the
difference between the enthalpies
of formation of the products and

the reactants.

Table 1.7 Reference states of some
elements at 298.15 K

Element Reference state

Arsenic Gray arsenic

Bromine Liquid, Br,(1)

Carbon Graphite

Hydrogen Gas, H,(g)

Todine Solid, I,(s)

Mercury Liquid

Nitrogen Gas, N,(g)

Oxygen Gas, O,(g)

Phosphorus ~ White phosphorus,
P,(s)

Sulfur Rhombic sulfur, Sy(s)
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Table 1.8 Standard enthalpies of formation at 298.15 K*

Substance

A:H®/(k] mol™)

Substance

A:H®/(KJ] mol™)

Inorganic compounds
Ammonia, NH;(g)
Carbon monoxide, CO(g)
Carbon dioxide, CO,(g)
Hydrogen sulfide, H,S(g)
Nitrogen dioxide, NO,(g)
Nitrogen monoxide, NO(g)
Sodium chloride, NaCl(s)
Water, H,O(l)

H,0(g)

—46.11
—110.53
—393.51

—20.63

+33.18

+90.25
—411.15
—285.83
—241.82

Organic compounds

Adenine, C;H;N;(s)

Alanine, CH;CH(NH,)COOH(s)
Benzene, C¢Hy(1)

Butanoic acid, CH,(CH,),COOH()
Ethane, C,H,(g)

Ethanoic acid, CH;COOH(I)

Ethanol, C,H;OH(I)

o-D-Glucose, C¢H;,O4(s)

Guanine, CsH;N;O(s)

Glycine, CH,(NH,)COOH(s)
N-Glycylglycine, C,HzN,O;(s)
Hexadecanoic acid, CH;(CH,),,COOH(s)
Leucine, (CH;),CHCH,CH(NH,)COOH(s)
Methane, CH,(g)

Methanol, CH;OH()

Sucrose, C;,H,,0,(s)

Thymine, C;H¢N,O,(s)

Urea, (NH,),CO(s)

+96.9
—604.0
+49.0
—533.8
—84.68
—484.3
—277.69
—1268
—183.9
—528.5
—747.7
—891.5
—637.4
—74.81
—238.86
—2222
—462.8
—333.1

*A longer list is given in the Resource section.

A note on good practice

The standard enthalpy of
formation of an element in its
reference state (oxygen gas in
this example) is written 0, not
0 kJ mol™, because it is zero
whatever units we happen to
be using.

Strategy We write the chemical equation, identify the stoichiometric numbers
of the reactants and products, and then use eqn 1.23. Note that the expression
has the form ‘products — reactants. Numerical values of standard enthalpies of
formation are given in the Resource section. The standard enthalpy of combus-
tion is the enthalpy change per mole of substance, so we need to interpret the
enthalpy change accordingly.

Solution The chemical equation is

C,H,,0,,(s) + 12 0,(g) = 12 CO,(g) + 11 H,O(1)

It follows that

A H® = {lZAfHe(COZ,g) +11A:H*(H,0O,1)}
- {AfHe(Clezzon,g) + 12AfH"(Oz,g)}

={12% (=393.51 k] mol™) + 11 x (—285.83 kJ mol™)}

—{(-2222 k] mol™) + 0}
=-5644kJ mol™

Inspection of the chemical equation shows that, in this instance, the ‘per mole’
is per mole of sucrose, which is exactly what we need for an enthalpy of com-
bustion. It follows that the estimate for the standard enthalpy of combustion of
sucrose is —5644 k] mol™". The experimental value is —5645 k] mol™.
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 Self-test 1.6 ) Use standard enthalpies of formation to calculate the enthalpy
of combustion of solid glycine to CO,(g), H,O(1), and N,(g).

Answer: =973 k] mol ™, in agreement with the experimental value

(see the Resource section)

The reference states of the elements define a thermochemical ‘sea level, and
enthalpies of formation can be regarded as thermochemical ‘altitudes’ above or
below sea level (Fig. 1.25). Compounds that have negative standard enthalpies of
formation (such as water) are classified as exothermic compounds, for they lie at
alower enthalpy than their component elements (they lie below thermochemical
sea level). Compounds that have positive standard enthalpies of formation (such
as carbon disulfide) are classified as endothermic compounds and possess a
higher enthalpy than their component elements (they lie above sea level).

1.12 Enthalpies of formation and computational chemistry

Table 1.4 is useful for many calculations, but its data cannot be used to estimate
the differences between the standard enthalpies of formation of conformational
isomers. For example, we would obtain the same enthalpy of formation for the
equatorial and axial conformers of methylcyclohexane (3 and 4, respectively) if
we were to use mean bond enthalpies. However, it has been observed experimen-
tally that these conformers have different standard enthalpies of formation due to
the steric repulsions in the axial conformer, which raise its energy relative to that
of the equatorial conformer.

Computational chemistry is becoming the technique of choice for estimating
standard enthalpies of formation of molecules with complex three-dimensional
structures. Commercial software packages use the principles developed in
Chapter 10 to calculate the standard enthalpy of formation of a conformer drawn
on a computer screen. The difference between calculated standard enthalpies of
formation of two conformers is then an estimate of the conformational energy
difference. In the case of methylcyclohexane, the calculated conformational
energy difference ranges from 5.9 to 7.9 k] mol™, with the equatorial conformer
having a lower standard enthalpy of formation than the axial conformer. These
estimates compare favorably with the experimental value of 7.5 k] mol ™. However,
good agreement between calculated and experimental values is relatively rare.
Computational methods almost always predict correctly which conformer is
more stable but do not always predict the correct magnitude of the conforma-
tional energy difference.

The computational approach also makes it possible to gain insight into the
effect of solvation on the enthalpy of formation without conducting experiments.
A calculation performed in the absence of solvent molecules estimates the prop-
erties of the molecule of interest in the gas phase. Computational methods are
available that allow for the inclusion of several solvent molecules around a solute
molecule, thereby taking into account the effect of molecular interactions with
the solvent on the enthalpy of formation of the solute. Again, the numerical results
are only estimates, and the primary purpose of the calculation is to predict
whether interactions with the solvent increase or decrease the enthalpy of forma-
tion. As an example, consider the amino acid glycine, which can exist in a neutral
(5) or zwitterionic (6) form, in which the amino group is protonated and the

Endothermic

T +— compound
>
o
o Elements
c
Ll

Exothermic

compound_—Y.

Fig. 1.25 The enthalpy of
formation acts as a kind of
thermochemical ‘altitude’ of a
compound with respect to the
‘sea level’ defined by the elements
from which it is made.
Endothermic compounds have
positive enthalpies of formation;
exothermic compounds have
negative energies of formation.

3 eq-Methylcyclohexane

4 ax-Methylcyclohexane

5 Glycine, NH,CH,COOH

6 Glycine, "NH;CH,CO;
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Fig. 1.26 The enthalpy of a
substance increases with
temperature, therefore if the
total enthalpy of the reactants
increases by a different amount
from that of the products, the
reaction enthalpy will change
with temperature. The change in
reaction enthalpy depends on the
relative slopes of the two lines
and hence on the heat capacities
of the substances.

carboxyl group is deprotonated. It is possible to show computationally that in the
gas phase the neutral form has a lower enthalpy of formation than the zwitteri-
onic form. However, in water the opposite is true because of strong interactions
between the polar solvent and the charges in the zwitterion.

1.13 The variation of reaction enthalpy with temperature

We need to know how to predict the reaction enthalpy of a biochemical reaction at
one temperature from its value at other temperatures.

Suppose we want to know the enthalpy of a particular reaction at body tem-
perature, 37°C, but have data available for 25°C, or suppose we want to know
whether the oxidation of glucose is more exothermic when it takes place inside an
Arctic fish that inhabits water at 0°C than when it takes place at mammalian body
temperatures. In precise work, every attempt would be made to measure the
reaction enthalpy at the temperature of interest, but it is useful to have a rapid way
of estimating the sign and even a moderately reliable numerical value.

Figure 1.26 illustrates the technique. As we have seen, the enthalpy of a sub-
stance increases with temperature; therefore the total enthalpy of the reactants
and the total enthalpy of the products increase, as shown in the illustration.
Provided the two total enthalpy increases are different, the standard reaction
enthalpy (their difference) will change as the temperature is changed. The change
in the enthalpy of a substance depends on the slope of the graph and therefore on
the constant-pressure heat capacities of the substances (recall Fig. 1.16). We can
therefore expect the temperature dependence of the reaction enthalpy to be
related to the difference in heat capacities of the products and the reactants.
We show in the following Justification that this is indeed the case and that, when
the heat capacities do not vary with temperature, the standard reaction enthalpy
at a temperature T is related to the value at a different temperature T by a special
formulation of Kirchhoff’s law:

AH(T)=AH*(T)+(T'-T)AC} (Kirchhoffs law)  (1.24)

where A,Cy is the difference between the weighted sums of the standard molar
heat capacities of the products and the reactants:

ACy= 2 vCy..(products) — 2 vCy . (reactants) (1.25)

Values of standard molar constant-pressure heat capacities for a number of sub-
stances are given in the Resource section. Because eqn 1.24 applies only when the
heat capacities are constant over the range of temperature of interest, its use is
restricted to small temperature differences (of no more than 100 K or so).

Justification 1.4  Kirchhoff’s law

To derive Kirchhoff’s law, we consider the variation of the enthalpy with
temperature. We begin by rewriting eqn 1.14b to calculate the change in the
standard molar enthalpy H,, of each reactant and product as the temperature of
the reaction mixture is increased:

dHS=C3,dT

where C},, is the standard molar constant-pressure heat capacity, the molar
heat capacity at 1 bar. We proceed by integrating both sides of the expression
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for dH, from an initial temperature T and initial enthalpy H5(T) to a final

temperature T” and enthalpy H&,(T”): A note on good practice
Ha(T") » Because heat capacities can
" measured more accuratel
dH=| C%,.dT v accuraiely
. ;. than some reaction enthalpi

It follows that for each reactant and product (assuming that no phase transition law, with numerical

be

€s,

the exact form of Kirchhoff’s

takes place in the temperature range of interest) integration of A,C§ over the

- temperature range of interest,

Hy(T)=HYT)+ | C3.dT sometimes gives results
. more accurate than a direct
) ) . ) . . measurement of the reaction
Because this equation applies to each substance in the reaction, we use it and enthalpy at the second
eqn 1.23 to write the following expression for A,H*(T"):
temperature.

I

AH*(T")=AH*(T) +J ACodT
T
where A,C; is given by eqn 1.25. This equation is the exact form of Kirchhoff’s
law. The special case given by eqn 1.24 can be derived readily from it by making
the approximation that A,Cy is independent of temperature. Then the integral
on the right evaluates to

T T
J ACSdT= Arcgj dT=ACoX (T’ = T)
T T

and we obtain eqn 1.24.

Example 1.6 Using Kirchhoff’s law

The enzyme glutamine synthetase mediates the synthesis of the amino acid
glutamine (Gln, 8) from the amino acid glutamate (Glu, 7) and ammonium
ion:

A.H®=+21.8 k] mol™ at 25°C

The process is endothermic and requires energy extracted from the oxidation of
biological fuels and stored in ATP (Case study 1.1). Estimate the value of the re-
action enthalpy at 60°C by using data found in this text (see the Resource section)
and the following additional information: C},,(Gln, aq) = 187.0 J K™' mol™
and C},,(Glu, aq) =177.0 J K" mol™".

Strategy Calculate the value of A,C; from the available data and eqn 1.25 and
use the result in eqn 1.24.

Solution From the Resource section, the standard molar constant-pressure heat
capacities of H,O(l) and NHj(aq) are 75.3 J K' mol™ and 79.9 ] K™' mol™,
respectively. It follows that

A.Cy={C;,.(GlIn, aq) + C;,,(H,0, 1)} = {C;,.(Glu, aq) + C;,,(NHE, aq)}

={(187.0J K'mol™) + (75.3 J K mol™)} — {(177.0 J K™ mol™)
+(79.9] K ' mol™)}

=+5.4]JK'mol'=+5.4x 107 k] K! mol™! 8 Glutamine
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Then, because T” — T=+35 K, from eqn 1.24 we find
AH*(333 K) = (+21.8 kf mol™) + (5.4 x 107 k] K™! mol™) x (35 K)
= (+21.8 k] mol™) + (0.19 k] mol™)
=+22.0 k] mol™

| Self-test 1.7 ) Estimate the standard enthalpy of combustion of solid glycine
at 340 K from the data in Self-test 1.6 and the Resource section.
Answer: —9683 k] mol™!

The calculation in Example 1.6 shows that the standard reaction enthalpy at 60°C
is only slightly different from that at 25°C. The reason is that the change in reac-
tion enthalpy is proportional to the difference between the molar heat capacities
of the products and the reactants, which is usually not very large. It is generally
the case that provided the temperature range is not too wide, enthalpies of reac-
tions vary only slightly with temperature. A reasonable first approximation is that
standard reaction enthalpies are independent of temperature. However, notable
exceptions are processes involving the unfolding of macromolecules, such as pro-
teins (In the laboratory 1.1). The difference in molar heat capacities between the
folded and unfolded states of proteins is usually rather large, in the order of a few
kilojoules per mole, so the enthalpy of protein unfolding varies significantly with

temperature.

Checkilist of key concepts

O
O

. A system is classified as open, closed, or isolated.

. The surroundings remain at constant temperature and

either constant volume or constant pressure when
processes occur in the system.

. An exothermic process releases energy as heat, g, to

the surroundings; an endothermic process absorbs
energy as heat.

. Metabolism is the collection of chemical reactions

that trap, store, and utilize energy in biological cells.

. Catabolism is the collection of reactions associated

with the oxidation of nutrients in the cell. Anabolism
is the biosynthesis of small and large molecules.

. Maximum expansion work is achieved in a reversible

change.

. The First Law of thermodynamics states that the

internal energy of an isolated system is constant.

. A change in internal energy is equal to the energy

transferred as heat at constant volume (AU =gy); a
change in enthalpy is equal to the energy transferred
as heat at constant pressure (AH=g,,).

[ o
1 10.
1
12

] 13.

] 14.

] 15.

The standard state of a substance is the pure substance
at 1 bar.

Bomb calorimetry is a useful technique for the study
of nutrients.

Isobaric calorimetry is a useful technique for the study
of fuels.

Differential scanning calorimetry (DSC) is a useful
technique for the investigation of phase transitions,
especially those observed in biological
macromolecules.

The standard enthalpy of transition, A, H¢, is the
change in molar enthalpy when a substance in one
phase changes into another phase, both phases being
in their standard states.

The standard enthalpy of the reverse of a process is
the negative of the standard enthalpy of the forward
process, AreverseH9 = _AforwardHQ'

The standard enthalpy of a process is the sum of
the standard enthalpies of the individual processes
into which it may be regarded as divided, as in

A H® =Ag H® + A, H®.



[] 16. Hess’s law states that the standard enthalpy of a
reaction is the sum of the standard enthalpies of the
reactions into which the overall reaction can be

divided.
]17.

The standard enthalpy of formation of a compound,

[ 1s.
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formation of the compound from its elements in
their reference states.

At constant pressure, exothermic compounds are

those for which A{H® < 0; endothermic compounds

A¢H?®, is the standard reaction enthalpy for the

Checkilist of key equations

are those for which A;(H® > 0.

Property or process Equation Comment

Work of expansion W=—pAV Constant pressure
Heat capacity C=q/AT General definition
Change in internal energy AU=w+gq

Constant-volume heat capacity Cy=dU/dT Definition
Enthalpy H=U+pV Definition
Enthalpy change AH=AU+pAV Constant pressure
Constant-pressure heat capacity C,=dH/dT Definition
Difference between the molar heat capacities Cpm—Cym=R Perfect gas
Standard reaction enthalpy A.H® =Y vH2(products) — > vH2(reactants) Definition

Kirchhoff’s law

AH* =Y vAH*(products) — ¥ vA;H*(reactants)
AH(T')=AH*(T)+ACy(T'—T)

Practical implementation

Constant-pressure heat capacities are
independent of temperature

Discussion questions

1.1 Provide molecular interpretations of work, heat, temperature, and

heat capacity.

1.2 Suggest a reason why most molecules survive for long periods at

room temperature.

1.3 Describe the general patterns of energy conversion in living

organisms.

1.6 A primitive air-conditioning unit for use in places where electrical

power is not available can be made by hanging up strips of linen

soaked in water. Explain why this strategy is effective.

1.7 In many experimental thermograms, such as that shown in

Fig. 1.20, the baseline below T is at a different level from that
above T,. Explain this observation.

1.8 Describe at least two calculational methods by which standard

1.4 Explain the difference between the change in internal energy and
the change in enthalpy of a chemical or physical process.

1.5 Explain the limitations of the following expressions:
() AH=AU+ pAV;
(b) A H*(T")=AH*(T)+A,Cx(T"=T).

Exercises

Assume all gases are perfect unless stated otherwise. All thermochemical
data are for 298.15 K.

1.10 The unit 1 electronvolt (1 eV) is defined as the energy acquired
by an electron as it moves through a potential difference of 1 V.
Suppose two states differ in energy by 1.0 eV. What is the ratio of
their populations at (a) 300 K and (b) 3000 K?

reaction enthalpies can be predicted. Discuss the advantages and
disadvantages of each method.

1.9 Distinguish between (a) the standard state and the reference state
of an element; (b) endothermic and exothermic compounds.

1.11 How much metabolic energy must a bird of mass 200 g
expend to fly to a height of 20 m? Neglect all losses due to
friction, physiological imperfection, and the acquisition of
kinetic energy.

1.12 Calculate the work of expansion accompanying the complete
combustion of 1.0 g of glucose to carbon dioxide and (a) liquid
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water, and (b) water vapor at 20°C when the external pressure is
1.0 atm.

1.13 We are all familiar with the general principles of operation of an
internal combustion reaction: the combustion of fuel drives out the
piston. It is possible to imagine engines that use reactions other than
combustions, and we need to assess the work they can do. A chemical
reaction takes place in a container of cross-sectional area 100 cm? the
container has a piston at one end. As a result of the reaction, the piston
is pushed out through 10.0 cm against a constant external pressure of
100 kPa. Calculate the work done by the system.

1.14 A sample of methane of mass 4.50 g occupies 12.7 dm*at 310 K.
Calculate the work done when the gas expands (a) isobarically against
a constant external pressure of 30.0 kPa until its volume has increased
by 3.3 dm?, and (b) isothermally by 3.3 dm’.

1.15 The heat capacity of air is much smaller than that of water,

and relatively modest amounts of heat are needed to change its
temperature. This is one of the reasons why desert regions, although
very hot during the day, are bitterly cold at night. The heat capacity of
air at room temperature and pressure is approximately 21 J K™' mol™".
How much energy is required to raise the temperature of a room of
dimensions 5.5 m x 6.5 m X 3.0 m by 10°C? If losses are neglected,
how long will it take a heater rated at 1.5 kW to achieve that increase
giventhat IW=1]s7"?

1.16 The transfer of energy from one region of the atmosphere to
another is of great importance in meteorology for it affects the
weather. Calculate the heat needed to be supplied to a parcel of air
containing 1.00 mol air molecules to maintain its temperature at
300 K when it expands reversibly and isothermally from 22 dm?®
t0 30.0 dm’ as it ascends.

1.17 A laboratory animal exercised on a treadmill, which, through
pulleys, raised a mass of 200 g through 1.55 m. At the same time, the
animal lost 5.0 ] of energy as heat. Disregarding all other losses and
regarding the animal as a closed system, what is its change in internal
energy?

1.18 A sample of a serum of mass 25 g is cooled from 290 K to 275 K
at constant pressure by the extraction of 1.2 k] of energy as heat.
Calculate g and AH and estimate the heat capacity of the sample.

1.19 (a) Show that for a perfect gas, C, ,, — Cy,,, = R. (b) When 229 ]

of energy is supplied as heat at constant pressure to 3.00 mol CO,(g),
the temperature of the sample increases by 2.06 K. Calculate the molar
heat capacities at constant volume and constant pressure of the gas.

1.20 Use the information in Exercise 1.19 to calculate the change in
(a) molar enthalpy and (b) molar internal energy when carbon
dioxide is heated from 15°C (the temperature when air is inhaled)
to 37°C (blood temperature, the temperature in our lungs).

1.21 Suppose that the molar internal energy of a substance over a
limited temperature range could be expressed as a polynomial in T
as U, (T) =a+ bT+ T Find an expression for the constant-volume
molar heat capacity at a temperature T.

1.22 The heat capacity of a substance is often reported in the

form C,,, =a+bT+c/T?. Use this expression to make a more
accurate estimate of the change in molar enthalpy of carbon

dioxide when it is heated from 15°C to 37°C (as in Exercise 1.20),
given a=44.22J K ' mol™, b=8.79x 10 J K> mol ™, and
¢=-8.62x10°] K mol™. Hint: You will need to integrate dH = C,dT.

1.23 Exercise 1.22 gives an expression for the temperature
dependence of the constant-pressure molar heat capacity over a

limited temperature range. (a) How does the molar enthalpy of
the substance change over that range? (b) Plot the molar enthalpy
as a function of temperature using the data in Exercise 1.22.

1.24 Classify as endothermic or exothermic (a) a combustion
reaction for which A,H*®=-2020 k] mol™', (b) a dissolution for
which AH® =+4.0 k] mol™, (c) vaporization, (d) fusion, and
(e) sublimation.

1.25 The pressures deep within the Earth are much greater than
those on the surface, and to make use of thermochemical data in
geochemical assessments we need to take the differences into account.
(a) Given that the enthalpy of combustion of graphite is —=393.5 k]
mol ™ and that of diamond is —395.41 k] mol’, calculate the standard
enthalpy of the C(s, graphite) — C(s, diamond) transition. (b) Use
the information in part (a) together with the densities of graphite
(2.250 g cm™) and diamond (3.510 g cm™) to calculate the internal
energy of the transition when the sample is under a pressure of

150 kbar.

1.26 A typical human produces about 10 MJ of energy transferred as
heat each day through metabolic activity. (a) If a human body were
an isolated system of mass 65 kg with the heat capacity of water, what
temperature rise would the body experience? (b) Human bodies

are actually open systems, and the main mechanism of heat loss is
through the evaporation of water. What mass of water should be
evaporated each day to maintain constant temperature?

1.27 Use the information in Tables 1.1 and 1.2 to calculate the total
heat required to melt 100 g of ice at 0°C, heat it to 100°C, and then
vaporize it at that temperature. Sketch a graph of temperature against
time on the assumption that the sample is heated at a constant rate.

1.28 In preparation for a study of the metabolism of an organism,

a small, sealed calorimeter was assembled. In the initial phase of the
experiment, a current of 22.22 mA from an 11.8 V source was passed
for 162 s through a heater inside the calorimeter. What is the change
in internal energy of the calorimeter?

1.29 Water is heated to boiling under a pressure of 1.0 atm. When
an electric current of 0.50 A from a 12 V supply is passed for 300 s
through a resistance in thermal contact with it, it is found that
0.798 g of water is vaporized. Calculate the molar internal energy
and enthalpy changes at the boiling point (373.15 K).

1.30 Inan experiment to determine the energy content of a food,

a sample of the food was burned in an oxygen atmosphere and the
temperature rose by 2.89°C. When a current of 1.27 A from a 12.5V
source flowed through the same calorimeter for 157 s, the temperature
rose by 3.88°C. What energy was released as heat by the combustion?

1.31 A sample of the sugar p-ribose (CsH,,Os) of mass 0.727 g was
placed in a calorimeter and then ignited in the presence of excess
oxygen. The temperature rose by 0.910 K. In a separate experiment in
the same calorimeter, the combustion of 0.917 g of benzoic acid, for
which the internal energy of combustion is —3226 k] mol™, gave a
temperature rise of 1.940 K. Calculate the enthalpy of formation of
p-ribose.

1.32 Figure 1.27 shows the experimental DSC scan of hen white
lysozyme (G. Privalov et al., Anal. Biochem. 79, 232 (1995)) converted
to kilojoules (from calories). Determine the enthalpy of unfolding of
this protein by integration of the curve and the change in heat capacity
accompanying the transition.

1.33 The mean bond enthalpies of C-C, C-H, C=0, and O-H bonds
are 348, 412, 743, and 463 k] mol ™', respectively. The combustion of
a fuel such as octane is exothermic because relatively weak bonds
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Fig. 1.27 Experimental DSC scan of hen white lysozyme.

break to form relatively strong bonds. Use this information to justify
why glucose has a lower specific enthalpy than the lipid decanoic
acid (C,oH,,0,) even though these compounds have similar molar
masses.

1.34 Use bond enthalpies and mean bond enthalpies to estimate
(a) the enthalpy of the anaerobic breakdown of glucose to lactic
acid in cells that are starved of O,, CsH;,04(aq) — 2 CH;CH(OH)
COOH(aq), and (b) the enthalpy of combustion of glucose. Ignore
the contributions of enthalpies of fusion and vaporization.

1.35 Glucose and fructose are simple sugars with the molecular
formula C4H,O. Sucrose (table sugar) is a complex sugar with
molecular formula C,,H,,0,, that consists of a glucose unit covalently
bound to a fructose unit (a water molecule is eliminated as a result

of the reaction between glucose and fructose to form sucrose).

(a) Calculate the energy released as heat when a typical table sugar
cube of mass 1.5 g is burned in air. (b) To what height could you climb
on the energy a table sugar cube provides assuming 25 per cent of the
energy is available for work? (c) The mass of a typical glucose tablet is
2.5 g. Calculate the energy released as heat when a glucose tablet is
burned in air. (d) To what height could you climb on the energy a
tablet provides assuming 25 per cent of the energy released by the
metabolism of glucose is available for work?

1.36 Camping gas is typically propane. The standard enthalpy of
combustion of propane gas is —2220 k] mol™ and the standard
enthalpy of vaporization of the liquid is +15 k] mol™. Calculate
(a) the standard enthalpy and (b) the standard internal energy of
combustion of the liquid.

1.37 Ethane is flamed off in abundance from oil wells because it is
unreactive and difficult to use commercially. But would it make a good
fuel? The standard enthalpy of reaction for 2 C,H(g) + 7 O,(g) —

4 CO,(g) + 6 H,0(1) is —=3120 kJ. (a) What is the standard enthalpy

of combustion of ethane? (b) What is the specific enthalpy of
combustion of ethane? (¢) Is ethane a more or less efficient fuel

than methane?
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1.38 Estimate the difference between the standard enthalpy of
formation of H,O(1) as currently defined (at 1 bar) and its value
using the former definition (at 1 atm).

1.39 Use information in the Resource section to calculate the standard
enthalpies of the following reactions:

(a) the hydrolysis of a glycine-glycine dipeptide:
“NH,CH,CONHCH,COj(s) + H,0(l) = 2 “NH,CH,CO;(aq)
(b) the combustion of solid B-p-fructose

(c) the dissociation of nitrogen dioxide, which occurs in the
atmosphere:

NO,(g) — NO(g) +O(g)

1.40 During glycolysis, glucose is partially oxidized to pyruvic acid,
CH,COCOOH, by NAD" (see Chapter 4) without the involvement
of O,. However, it is also possible to carry out the oxidation in the
presence of O,:

C¢H,,04(s) + O,(g) — 2 CH;COCOOH(s) + 2 H,0(l)
A,H*=-480.7 k] mol™!

From these data and additional information in the Resource section,
calculate the standard enthalpy of combustion and standard enthalpy
of formation of pyruvic acid.

1.41 At 298 K, the enthalpy of denaturation of hen egg white
lysozyme is +217.6 k] mol ™" and the change in the constant-pressure
molar heat capacity resulting from denaturation of the protein is
+6.3kJ K mol™. (a) Estimate the enthalpy of denaturation of the
protein at (i) 351 K, the ‘melting’ temperature of the macromolecule,
and (ii) 263 K. State any assumptions in your calculations. (b) Based
on your answers to part (a), is denaturation of hen egg white lysozyme
always endothermic?

1.42 Estimate the enthalpy of vaporization of water at 100°C from

its value at 25°C (+44.01 kJ mol™) given the constant-pressure heat
capacities of 75.29 J K™ mol ™" and 33.58 ] K™! mol ™" for liquid and gas,
respectively.

1.43 Is the standard enthalpy of combustion of glucose likely to be
higher or lower at blood temperature than at 25°C?

1.44 Using the fact that the enthalpy is a state function, derive a
version of Kirchhoft’s law (eqn 1.24) by adding contributions from the
following processes: (a) the enthalpy change when the reactants are
cooled from a temperature T'to 298 K, (b) the reaction enthalpy at
298 K, and (c) the enthalpy change when the temperature of the
products is increased from 298 K to T.

1.45 Derive a version of Kirchhoff’s law (eqn 1.24) for the
temperature dependence of the internal energy of reaction.

1.46 The formulation of Kirchhoff’s law given in eqn 1.24 is valid
when the difference in heat capacities is independent of temperature
over the temperature range of interest. Suppose instead that
A.Cy=a+bT+c/T* Derive a more accurate form of Kirchhoft’s
law in terms of the parameters a, b, and c. Hint: The change in the
reaction enthalpy for an infinitesimal change in temperature is
A,C;dT. Integrate this expression between the two temperatures

of interest.
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Projects

1.47 The Boltzmann distribution can be used to calculate the average
energy associated with each mode of motion of a molecule. However,
for certain modes of motion, such as translation, there is a short cut,
called the equipartition theorem:

In a sample at a temperature T, all quadratic contributions to the
total energy have the same mean value, namely 1k T.

A ‘quadratic contribution’ means a contribution that depends on the
square of the position or the velocity (or momentum).

(a) The kinetic energy of a particle of mass m free to undergo
translation in three dimensions is E, =3muv?+ %mvyz +3mv2 What is the
average kinetic energy of a particle free to move in three dimensions?

(b) Use the equipartition theorem to show that for a monatomic
perfect gas:

Un(T)=U,(0) +2RT

where U,,(0) is the molar internal energy at T= 0, when all
translational motion has ceased.

(c) When the gas consists of molecules, we need to take into account
the effect of rotation and vibration. A linear molecule, such as N, and
CO,, can rotate around two axes perpendicular to the line of the
atoms, so it has two rotational modes of motion, each contributing
aterm 1kT to the internal energy. Show that

Un(T)=U,(0)+3RT  Cy,=3R
(linear molecule, translation and rotation only)

(d) A non-linear molecule, such as CH, or H,O, can rotate around
three axes and, again, each mode of motion contributes a term 3kT
to the internal energy. Show that

U(T)=U,(0)+3RT Cym=3R
(non-linear molecule, translation and rotation only)

(e) Molecules do not vibrate significantly at room temperature and,
as a first approximation, the contribution of molecular vibrations to
the internal energy is negligible except for very large molecules such
as polymers and biological macromolecules. Use the information in
this problem to justify the following statement: the internal energy
of a perfect gas does not change when the gas undergoes isothermal
expansion.

(f) Use the equipartition theorem to calculate the contribution of
molecular motion to the total energy of a sample of 10.0 g of (i) argon,
(ii) carbon dioxide, and (iii) methane at 20°C. Hint: For (ii) and (iii),
take into account translation and rotation but not vibration.

(g) Wesaw in part (e) that the internal energy of a perfect gas does
not change when the gas undergoes isothermal expansion. What is
the change in enthalpy?

1.48 Itis possible to see with the aid of a powerful microscope that a
long piece of double-stranded DNA is flexible, with the distance

between the ends of the chain adopting a wide range of values. This
flexibility is important because it allows DNA to adopt very compact
conformations as it is packaged in a chromosome (see Chapter 11). It
is convenient to visualize a long piece of DNA as a freely jointed chain,
a chain of N small, rigid units of length [ that are free to make any
angle with respect to each other. The length /, the persistence length, is
approximately 45 nm, corresponding to approximately 130 base pairs.
You will now explore the work associated with extending a DNA
molecule.

(a) Suppose that a DNA molecule resists being extended from an
equilibrium, more compact conformation with a restoring force
F=—kx, where x is the difference in the end-to-end distance of the
chain from an equilibrium value and ks the force constant. Systems
showing this behavior are said to obey Hooke’s law. (i) What are the
limitations of this model of the DNA molecule? (ii) Using this model,
write an expression for the work that must be done to extend a DNA
molecule by x. Draw a graph of your conclusion.

(b) A better model of a DNA molecule is the one-dimensional freely
jointed chain, in which a rigid unit of length / can make an angle of
only 0° or 180° with an adjacent unit. In this case, the restoring force
of a chain extended by x = nl is given by

Fzﬂln 1ty v=n/N
21 1-v

where k=1.381 x 102* ] K™! is Boltzmann’s constant (not a force
constant). (i) What are the limitations of this model? (ii) What is

the magnitude of the force that must be applied to extend a DNA
molecule with N =200 by 90 nm? (iii) Plot the restoring force against
v, noting that v can be either positive or negative. How is the variation
of the restoring force with end-to-end distance different from that
predicted by Hooke’s law? (iv) Keeping in mind that the difference

in end-to-end distance from an equilibrium value is x = nl and,
consequently, dx = Idn = Nidv, write an expression for the work of
extending a DNA molecule. (v) Calculate the work of extending a
DNA molecule from v =0 to v = 1.0. Hint: You must integrate the
expression for w. The task can be accomplished easily with
mathematical software.

(c) Show that for small extensions of the chain, whenv « 1,
the restoring force is given by

vkT _nkT

1 NI

Hint: See Mathematical toolkit 3.2 for a review of series expansions of
functions.

(d) Is the variation of the restoring force with extension of the chain
given in part (c) different from that predicted by Hooke’s law? Explain
your answer.



The Second Law

Some things happen; some things don’t. A gas expands to fill the vessel it occupies;
a gas that already fills a vessel does not suddenly contract into a smaller volume. A
hot object cools to the temperature of its surroundings; a cool object does not sud-
denly become hotter than its surroundings. Hydrogen and oxygen combine explosively
(once their ability to do so has been liberated by a spark) and form water; water left
standing in oceans and lakes does not gradually decompose into hydrogen and
oxygen. These everyday observations suggest that changes can be divided into two
classes. A spontaneous change is a change that has a tendency to occur without
work having to be done to bring it about. A spontaneous change has a natural
tendency to occur. A non-spontaneous change is a change that can be brought
about only by doing work. A non-spontaneous change has no natural tendency to
occur. Non-spontaneous changes can be made to occur by doing work: a gas can be
compressed into a smaller volume by pushing in a piston, the temperature of a cool
object can be raised by forcing an electric current through a heater attached to it, and
water can be decomposed by the passage of an electric current. However, in each
case we need to act in some way on the system to bring about the non-spontaneous
change. There must be some feature of the world that accounts for the distinction
between the two types of change.

Throughout this chapter and the rest of the text we shall use the terms ‘spontan-
eous’ and ‘non-spontaneous’ in their thermodynamic sense. That is, we use them to
signify that a change does or does not have a natural tendency to occur. In thermo-
dynamics the term spontaneous has nothing to do with speed. Some spontaneous
changes are very fast, such as the precipitation reaction that occurs when solutions
of sodium chloride and silver nitrate are mixed. However, some spontaneous changes
are so slow that there may be no observable change even after millions of years.
For example, although the decomposition of benzene into carbon and hydrogen is
spontaneous, it does not occur at a measurable rate under normal conditions, and
benzene is a common laboratory commodity with a shelf life of (in principle) millions of
years. Thermodynamics deals with the tendency to change; it is silent on the rate at
which that tendency is realized.

We shall use the concepts introduced in this chapter as a basis for our study of
bioenergetics and structure in biological systems. Our discussion of energy conversion
in biological cells has focused on the chemical sources of energy that sustain life. We
now begin an investigation—to be continued throughout the text—of the mechanisms
by which energy in the form of radiation from the Sun or ingested as oxidizable mole-
cules is converted into work of muscle contraction, neuronal activity, biosynthesis of
essential molecules, and transport of material into and out of the cell. We shall also
explain a remark made in Chapter 1, that only part of the energy of biological fuels
leads to work, with the rest being dissipated in the surroundings as heat. We shall also
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Fig. 2.1 One fundamental type

of spontaneous process is the
disorderly dispersal of matter.
This tendency accounts for the
spontaneous tendency of a gas to
spread into and fill the container
it occupies. It is extremely
unlikely that all the particles will
collect into one small region of
the container. (In practice, the
number of particles is of the
order of 10%.)

Fig. 2.2 Another fundamental type
of spontaneous process is the
disorderly dispersal of energy
(represented by the color: red is
high temperature, blue is low
temperature).

see that the material discussed in this chapter is relevant not only to the transforma-
tions of energy but also to the structures of proteins.

Entropy

A few moments’ thought is all that is needed to identify the reason why some
changes are spontaneous and others are not. That reason is not the tendency of the
system to move toward lower energy. This point is easily established by identify-
ing an example of a spontaneous change in which there is no change in energy.
The isothermal expansion of a perfect gas into a vacuum is spontaneous, but the
total energy of the gas does not change because the molecules continue to travel at
the same average speed and so keep their same total kinetic energy. Even in a pro-
cess in which the energy of a system does decrease (as in the spontaneous cooling
of a block of hot metal), the First Law requires the total energy to be constant.
Therefore, in this case the energy of another part of the universe must increase if
the energy decreases in the part that interests us. For instance, a hot block of metal
in contact with a cool block cools and loses energy; however, the second block
becomes warmer and increases in energy. It is equally valid to say that the second
block has a tendency to go to higher energy as it is to say that the first block has a
tendency to go to lower energy!

In the next few sections we shall develop the thermodynamic criteria for spon-
taneity by using an approach similar to that adopted in Chapter 1. At first sight
the ideas, models, and mathematical expressions in our discussion may appear to
be of no immediate concern to a biochemist. But in due course we shall see how
they are of the greatest importance for an understanding of the flow of energy
in biological systems, the reactions that sustain them, and the structures of bio-
logical macromolecules.

2.1 The direction of spontaneous change

To understand the processes occurring in organisms, we need to identify the factors
that drive any physical or chemical change.

We shall now show that the apparent driving force of spontaneous change is the
tendency of energy and matter to disperse. For example, the molecules of a gas may
all be in one region of a container initially, but their ceaseless disorderly motion
ensures that they spread rapidly throughout the entire volume of the container
(Fig. 2.1). Because their motion is so random, there is a negligibly small probabil-
ity that all the molecules will find their way back simultaneously into the region
of the container they occupied initially. In this instance, the natural direction of
change corresponds to the disorderly dispersal of matter.

A similar explanation accounts for spontaneous cooling, but now we need to
consider the dispersal of energy rather than of matter. In a block of hot metal
in which there is a temperature gradient, the atoms in the hot region are oscillat-
ing vigorously, and the hotter the region, the more vigorous their motion. The
cooler region also consists of oscillating atoms, but their motion is less vigorous.
The vigorously oscillating atoms jostle their neighbors in the cooler region,
and the energy of the atoms in the block is handed on to the atoms in the cooler
region (Fig. 2.2). The process continues until the vigor with which the atoms in
the system are oscillating is uniform. The opposite flow of energy is very unlikely.
It is highly improbable that there will be a net accumulation of energy in one
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region as a result of the jostling of molecules within the block. In this case, the
natural direction of change corresponds to the disorderly dispersal of energy.
Similar remarks apply to the cooling of a hot block to the temperature of its
surroundings.

The tendency of energy to disperse also explains the fact that, despite countless
attempts, it has proved impossible to construct an engine like that shown in
Fig. 2.3, in which heat, perhaps from the combustion of a fuel, is drawn from a
hot reservoir and completely converted into work, such as the work of moving
an automobile. All actual heat engines have both a hot region, the ‘source;, and a
cold region, the ‘sink; and it has been found that for such engines to operate, some
energy must be discarded into the cold sink as heat and not used to do work. In
molecular terms, only some of the energy stored in the atoms and molecules of
the hot source can be used to do work and transferred to the surroundings in
an orderly way. For the engine to do work, some energy must be transferred to
the cold sink as heat, to stimulate random motion of its atoms and molecules.
Before long, we shall see that the heat engine, although it looks like an engineer-
ing concept, when appropriately interpreted is directly applicable to biochemical
processes even though there is no actual ‘engine’ present.

In summary, we have identified two basic types of spontaneous physical
process:

1) Matter tends to disperse in disorder.

2) Energy tends to disperse in disorder.

We now need to take the next step and see how these two fundamental pro-
cesses result in some chemical reactions being spontaneous and others not. It
may seem very puzzling that chaotic dispersal can account for the formation
of such organized systems as proteins and biological cells. Nevertheless, in
due course we shall see that change in all its forms, including the formation of
organized structures, is driven by the tendency of energy and matter to disperse
in disorder.

2.2 Entropy and the Second Law

To make progress with our quantitative discussion of biological structure and
reactivity, we need to associate the dispersal of energy and matter with the change
in a state function.

The measure of the disorderly dispersal of energy or matter used in thermodynamics
is called the entropy, S. We shall soon define entropy precisely and quantitatively,
but for now all we need to know is that when matter and energy disperse in dis-
order, entropy increases. That being so, we can combine the two remarks above
into a single statement known as the Second Law of thermodynamics:

The entropy of an isolated system tends to increase. (The Second Law/

The ‘isolated system’ may consist of a system in which we have a special interest
(a beaker containing reagents, a biological cell, or even an organelle within a cell)
and that system’s surroundings: the two components jointly form alittle ‘universe’
in the thermodynamic sense.

(a) The definition of entropy

To make progress and turn the Second Law into a quantitatively useful statement,
we shall use the following definition of a change in entropy:

Heat

Flow of
energy

Engine
Work 9

Fig. 2.3 The Second Law denies
the possibility of the process
illustrated here, in which heat is
changed completely into work,
there being no other change. The
process is not in conflict with the
First Law because the energy is
conserved.
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AS= rev Def|n|t|onk(1)f ‘ 2.1)
T .entropy change |

That is, the change in entropy of a system is equal to the energy transferred
as heat to it reversibly divided by the temperature at which the transfer takes
place. This definition can be justified thermodynamically,' but we shall confine
ourselves to showing that it is plausible and then show how to use it to obtain
numerical values for a range of processes.

There are three points we need to understand about the definition in eqn 2.1:

The significance of the term ‘reversible’

We met the concept of reversibility in Section 1.3, where we saw that it refers to
the ability of an infinitesimal change in a control variable to change the direction
of a process. Mechanical reversibility refers to the equality of pressure acting on
either side of a movable wall. Thermal reversibility, the type involved in eqn 2.1,
refers to the equality of temperature on either side of a thermally conducting wall.
Reversible transfer of heat is smooth, careful, restrained transfer between two
bodies at the same temperature. By making the transfer reversible, we ensure that
there are no hot spots generated in the object that later disperse spontaneously
and hence add to the entropy.

Why heat (not work) appears in the numerator

Recall from Section 1.2 that to transfer energy as heat, we make use of the random
motion of molecules, whereas to transfer energy as work, we make use of orderly
motion. It should be plausible that the change in entropy—the change in the
degree of disorder of energy and matter—is proportional to the energy transfer
that takes place by making use of random motion rather than orderly motion.

Why temperature appears in the denominator

The presence of the temperature in the denominator in eqn 2.1 takes into account
the randomness of motion that is already present. If a given quantity of energy is
transferred as heat to a hot object (one in which the atoms already undergo a sig-
nificant amount of thermal motion), then the additional randomness of motion
generated is less significant than if the same quantity of energy is transferred as
heat to a cold object in which the atoms have less thermal motion. The difference
is like sneezing in a busy street (an environment analogous to a high tempera-
ture), which adds little to the disorder already present, and sneezing in a quiet
library (an environment analogous to a low temperature), which can be very
disruptive.

LA brief iIIustration)

An organism inhabits a pond. In the course of its life, the organism transfers
100 kJ of heat to the pond water at 0°C (273 K). The resulting change in entropy
of the water due to this transfer is

Qe 100X 10°]
T 273K

AS=

=+366] K

The pond is large enough to ensure that the temperature of the water does not
change as heat is transferred. The same transfer at 100°C (373 K) results in

! For a thermodynamic justification, see our Physical chemistry (2010).
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100 x 10°
as=10x19)

=+268 JK!
373K

The increase in entropy is greater at the lower temperature. Notice that the
units of entropy are joules per kelvin (J K™'). Entropy is an extensive property.
When we deal with molar entropy, an intensive property, the units will be
joules per kelvin per mole (J K™ mol™).

The entropy (it can be proved) is a state function, a property with a value that
depends only on the present state of the system.” The entropy is a measure of the
current state of dispersal of energy and matter in the system, and how that change
was achieved is not relevant to its current value. The implication of entropy being
a state function is that a change in its value when a system undergoes a change of
state is independent of how the change of state is brought about.

(b) The entropy change accompanying heating

We can often rely on intuition to judge whether the entropy increases or decreases
when a substance undergoes a physical change. For instance, the entropy of a
sample of gas increases as it expands because the molecules are able to move in
a greater volume and so are more widely dispersed. Similarly, we should expect
the entropy of a sample to increase as the temperature is raised because the ther-
mal motion is greater at the higher temperature. As we show in the following
Justification, provided the heat capacity is constant over the range of temperatures
of interest,

AS=C lnﬂ ‘Change in entropy’ 2.2)

' .on heating

where C is the heat capacity of the system; if the pressure is held constant during
the heating, we use the constant-pressure heat capacity, C,, and if the volume is
held constant, we use the constant-volume heat capacity, C.

Justification 2.1  The change in entropy with temperature

Equation 2.1 refers to the transfer of heat to a system at a temperature T. In
general, the temperature changes as we heat a system, so we cannot use eqn 2.1
directly. Suppose, however, that we transfer only an infinitesimal energy as
heat, dg, to the system; then there is only an infinitesimal change in tempera-
ture and we introduce negligible error if we keep the temperature in the
denominator of eqn 2.1 equal to T during that transfer. As a result, the entropy
increases by an infinitesimal amount dS given by

gs= 30w
T

To calculate dg, we recall from Section 1.4 that the heat capacity C = /AT,
where AT is macroscopic change in temperature. For an infinitesimal change
dT brought about by an infinitesimal transfer of heat dg we write C = dgq/dT
and therefore dg= CdT, so we can write dg,., = CdT and therefore

2 Again see our Physical chemistry (2010) for a proof.
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Fig. 2.4 The entropy of a sample
with a heat capacity that can be
regarded as independent of
temperature in the range of
interest increases as In T as the
temperature is increased. The
increase is proportional to the
heat capacity of the sample.
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Fig. 25 The experimental
determination of the change in
entropy of a sample that has a
heat capacity that varies with
temperature, as shown in (a),
involves measuring the heat
capacity over the range of
temperatures of interest, then
plotting C/T against T and
determining the area under the
curve (the tinted area shown), as
shown in (b). The heat capacity
of all solids decreases toward zero
as the temperature is reduced.

_cdr
T

AS

The total change in entropy, AS, when the temperature changes from T; to Tis
the sum (integral) of all such infinitesimal terms:

T
AS:[ cdT
T

T,

For many substances and for small temperature ranges we may take C to be
constant. (This is strictly true only for a monatomic perfect gas.) Then C may
be taken outside the integral and the latter evaluated as follows:

T T
as=| Y ¢ T_op L
T T T,

T, T, i

Equation 2.2 is in line with what we expect. When T; > T, T¢/T, > 1, which
implies that the logarithm is positive, that AS > 0, and therefore that the entropy
increases (Fig. 2.4). Note that the relation also shows a less obvious point, that
the higher the heat capacity of the substance, the greater the change in entropy for
a given rise in temperature. A moment’s thought shows this conclusion to be rea-
sonable too: a high heat capacity implies that a lot of heat is required to produce a
given change in temperature, so the ‘sneeze’ (in terms of the analogy mentioned
earlier) must be more powerful than when the heat capacity is low, and the entropy
increase is correspondingly high.

L Self-test2.1 ) Calculate the change in molar entropy when water vapor is
heated from 160°C to 170°C at constant volume. (Cy,, =26.92 J K™ mol™.)

Answer: +0.615 ] K™ mol™!

When we cannot assume that the heat capacity is constant over the tempera-
ture range of interest, which is the case for all solids at low temperatures, we have
to allow for the variation of C with temperature. In Justification 2.1 we found,
before making the assumption that the heat capacity is constant, that

T;
AS= J cdr (2.3)
T

T

All we need to recognize is the standard result from calculus, that the integral
of a function between two limits is the area under the graph of the function
between the two limits. In this case, the function is C/T, the heat capacity at each
temperature divided by that temperature, and it follows that

AS = area under the graph of C/T
plotted against T, between T;and Tt

'Experimental basis of determining\
.an entropy change

This rule is illustrated in Fig. 2.5. To use eqn 2.3, we measure the heat capacity
throughout the range of temperatures of interest. Then we divide each measure-
ment by the corresponding temperature to get C/ T at each temperature, plot these
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C/T against T, and evaluate the area under the graph between the temperatures T;
and T:. In practice, mathematical software is used to fit a curve to the variation of
Cwith T and the integration carried out automatically.

tA brief iIIustrationJ

The molar heat capacity of chloroform between 20°C and 37°C was found to fit
the following expression:

Cpm(T)=91.74] K~ mol™ +0.075T ] K2 mol"*
The change in entropy over this range is therefore

AS,, =S,,(310K) - S,,(293 K)

M0 (91,741 K mol™!
- J ('—+0.075 i mollde
293K T

310K
5 +(0.075J K2 mol™)(310 K—293K)

=(91.74 ] K mol ™)1
( JK " mol)In 93K

=+6.45] K mol™

(c) The entropy change accompanying a phase transition

We can suspect that the entropy of a substance increases when it melts and when
it vaporizes because its molecules become distributed in a more disorderly way as
it changes from solid to liquid and from liquid to vapor. Likewise, we expect the
unfolding of a protein from a compact, active three-dimensional conformation to
a more flexible conformation, a process discussed in In the laboratory 1.1, to be
accompanied by an increase of entropy because the secondary structure of the
polypeptide chain is lost.

The transfer of energy as heat occurs reversibly when a solid is at its melting
temperature. If the temperature of the surroundings is infinitesimally lower than
that of the system, then energy flows out of the system as heat and the substance
freezes. If the temperature is infinitesimally higher, then energy flows into the
system as heat and the substance melts. Moreover, because the transition occurs
at constant pressure, we can identify the energy transferred by heating per mole of
substance with the enthalpy of fusion (melting). Therefore, the entropy of fusion,
A, S, the change of entropy per mole of substance, at the melting temperature,
T 1S

ApH(Tp Entropy of|
At the melting temperature: Ag, S = M Aoy Of‘ (2.4)

T; ‘\fusion
us S

Notice how we must use the enthalpy of fusion at the melting temperature and
that this expression applies only at the melting temperature. We get the standard
entropy of fusion, A, S*, if the solid and liquid are both at 1 bar; we use the melt-
ing temperature at 1 bar and the corresponding standard enthalpy of fusion at
that temperature. All enthalpies of fusion are positive (melting is endothermic: it

Fig. 2.6 (a) When a solid, here a

- 1 i o ) i highly stylized version of ice,
requires heat), so all entropies of fusion are positive too: disorder increases on  pelts the molecules form a

melting. The entropy of water, for example, increases when it melts because the liquid. (b) As a result, the entropy
orderly structure of ice collapses as the liquid forms (Fig. 2.6). of the sample increases.
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Table 2.1 Entropies of
vaporization at 1 atm and
the normal boiling point

Substance AS/

(J K™ mol™)
Ammonia, NH; 97.4
Benzene, CiHg 87.2
Bromine, Br, 88.6

Carbon tetrachloride, 85.9
CCl,

Cyclohexane, C(H,, 85.1
Ethanol, CH;CH,OH  109.7
Hydrogen sulfide, H,S ~ 87.9
Water, H,0O 109.1

H,0(g, 100°C)
1 R

H,0(g, 25°C)]

+109
+118

H,O(l, 100°C)
+16.9
H,0(l, 25°C)

Fig. 2.7 The cycle of steps used to
calculate the entropy of transition
at a temperature other than the
transition temperature.

LA brief iIIustration)

The protein lysozyme, an enzyme that breaks down bacterial cell walls, unfolds
at a transition temperature of 75.5°C, and the standard enthalpy of transition
as determined using differential scanning calorimetry is +509 k] mol™. It
follows that

Ay H®(T,)  +509 k] mol™

AyST= =+1.46 k] K mol™
T..  (273.15+755)K

At the molecular level, the positive entropy change can be explained by the
dispersal of matter and energy that accompanies the unraveling of the com-
pact three-dimensional structure of lysozyme into a long, flexible chain that
can adopt many different conformations as it writhes about in solution.

L Self-test2.2 ) Calculate the standard entropy of fusion of ice at 0°C from the
information in Table 1.2.
Answer: +22 J K mol™!

The entropy of other types of transition may be discussed similarly. Thus, the
entropy of vaporization, A,,,S, at the boiling temperature, T, of a liquid is related
to its enthalpy of vaporization at that temperature by

AvapH (Ty) Enthalpy of |

T, \vaporization) (2.5)

At the boiling temperature: A,,,S =

Note that to use this formula we use the enthalpy of vaporization at the boiling
temperature. Table 2.1 lists the entropy of vaporization of several substances at
1 atm. For the standard value, A,,,S, we use data corresponding to 1 bar. Because
vaporization is endothermic for all substances (with one exception of little relev-
ance to biology: helium), all entropies of vaporization are positive. The increase
in entropy accompanying vaporization is in line with what we should expect when
a compact liquid turns into a gas. To calculate the entropy of phase transition at
a temperature other than the transition temperature, we have to do additional
calculations, as shown in the following brief illustration.

LA brief iIIustration)

Suppose we want to calculate the entropy of vaporization of water at 25°C. We
need to perform three calculations (Fig. 2.7). First, we calculate the entropy
change for heating liquid water from 25°C to 100°C (using eqn 2.2 with data
for the liquid from Table 1.1):

.. T¢ y _ 373 K
AS, =C, ,(H,0, liquid) ln?i: (75.29 J K mol™) x In 08K

=+16.9 ] K mol™!

Then, we use eqn 2.5 and data from Table 1.2 to calculate the entropy of transi-
tion at 100°C:

Ay, H(T,) 4.07x10*] mol™

AS = =
2 T, 373K

=+109 ] K™ mol™
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Finally, we calculate the change in entropy for cooling the vapor from 100°C
to 25°C (using eqn 2.2 again, but now with data for the vapor from Table 1.1):

T 298 K
AS;=C, . (H,O, vapor) In— =(33.58 JK'mol™) XxIn——
3 p,( 2 p ) T, ( ] ) 373K

=-7.5] K mol™
The sum of the three entropy changes is the entropy of transition at 25°C:

ApS(298 K) = AS, + AS, + AS;=+118 ] K mol!

(d) Entropy changes in the surroundings

We can use the definition of entropy in eqn 2.1 to calculate the entropy change of
the surroundings in contact with the system at the temperature T: AS,,; = quree/ T-
However, surroundings are so extensive that the spread of heat through them
is effectively reversible, so the ‘rev’ subscript can be dropped and we can write
ASq = o/ T. Moreover, the heat entering the surroundings is lost from the sys-
tem, so q,,,=—¢. (For instance, if g =+100J, an influx of 100 J into the system, then
Gsur =—100 J, indicating that the surroundings have lost that 100 J.) Therefore, at
this stage we can write AS,,, = —¢/T. Finally, if the change in the system is taking
place at constant pressure, we can identify q with the change of enthalpy AH, and
so obtain

AH (Entropy change of (2.6)

for a process at constant pressure: AS,, =— the surroundings

This enormously important expression will lie at the heart of our discussion of
bioenergetics and the structural consequences of the Second Law. We see that it is
consistent with common sense: if the process is exothermic, AH is negative and
therefore AS,,, is positive. The entropy of the surroundings increases if heat is
released into them. If the process is endothermic (AH > 0), then the entropy of the
surroundings decreases.

LA brief iIIustration)

The enthalpy of vaporization of water at 20°C is 44 k] mol™'. When 10 cm’® of
water (corresponding to 10 g or 0.55 mol H,O) in an open vessel evaporates
at that temperature, the change in entropy of the surroundings is

B (0.55 mol) x (44 k] mol™)

AS, = =_83JK!
293K

The entropy of the surroundings decreases because heat flows out of them into
the water.

2.3 Absolute entropies and the Third Law of thermodynamics

To calculate the entropy changes associated with biological processes, we need
to see how to compile tables that list the values of the entropies of substances.

The graphical procedure summarized by Fig. 2.5 and eqn 2.3 for the determin-
ation of the difference in entropy of a substance at two temperatures has a very

77
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Fig. 2.8 The molar entropies of
monoclinic and rhombic sulfur
vary with temperature as shown
here. Initially we do not know
their values at T=0. When we
slide the two curves together by
matching their separation to the
measured entropy of transition at
the transition temperature, we
find that the entropies of the two
forms are the same at T=0.
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Fig. 2.9 The absolute entropy

(or Third-Law entropy) of a
substance is calculated by
extending the measurement of
heat capacities down to T=0 (or
as close to that value as possible)
and then determining the area
of the graph of C/T against T up
to the temperature of interest.
The area is equal to the absolute
entropy at the temperature T.

important application. If T, =0, then the area under the graph between T'=0 and
some temperature T gives us the value of AS = S(T') — §(0). However, at T'=0, all
the motion of the atoms has been eliminated and there is no thermal disorder.
Moreover, if the substance is perfectly crystalline, with every atom in a well-
defined location, then there is no spatial disorder either. We can therefore suspect
that at T'=0, the entropy is zero.

The thermodynamic evidence for this conclusion is based on observations
like the following. Sulfur undergoes a phase transition from its rhombic form
to its monoclinic polymorph at 96°C (369 K) and the enthalpy of transition
is +402 J mol™. The entropy of transition is therefore +1.09 J K™ mol™ at this
temperature. We can also measure the molar entropy of each phase relative to its
value at T = 0 by determining the heat capacity from T =0 up to the transition
temperature (Fig. 2.8). At this stage, we do not know the values of the entropies
at T=0. However, as we see from the illustration, to match the observed entropy
of transition at 369 K, the molar entropies of the two crystalline forms must be
the same at T = 0. We cannot say that the entropies are zero at T = 0, but from
the experimental data we do know that they are the same. This observation is
generalized into the Third Law of thermodynamics:

The entropies of all perfectly crystalline substances are the same at T=0.
(The Third Law)
For convenience (and in accordance with our understanding of entropy as a

measure of disorder), we take this common value to be zero. Then, with this
convention, according to the Third Law,

5(0) =0 for all perfectly ordered crystalline materials.

The Third-Law entropy, which is commonly called simply ‘the entropy’ at any
temperature, S(T), is based on setting S(0) =0. The entropy of a substance depends
on the pressure; we therefore select a standard pressure (1 bar) and report the
standard molar entropy, S3, the molar entropy of a substance in its standard
state at the temperature of interest. Some values at 298.15 K (the conventional
temperature for reporting data) are given in Table 2.2.

It is worth taking a moment to look at the values in Table 2.2 to see that they are
consistent with our understanding. All standard molar entropies are positive
because raising the temperature of a sample above T = 0 invariably increases its
entropy above the value S(0) = 0 because there is more thermal disorder. Another
feature that we can understand in terms of disorder is illustrated by the standard
molar entropy of diamond (2.4 ] K™ mol™), which is lower than that of graphite
(5.7 J K mol™). This difference is consistent with the atoms being linked less
rigidly in graphite than in diamond and their thermal motion being correspond-
ingly greater. The standard molar entropies of ice, water, and water vapor at 25°C
are, respectively, 45, 70, and 189 ] K™' mol™, and the increase in values corres-
ponds to the increasing molecular disorder on going from a solid to a liquid and
then to a gas.

bn the laboratory 2.1 ) The measurement of entropies

The Third-Law entropy at any temperature, S(T), is equal to the area under the
graph of C/T between T = 0 and the temperature T (Fig. 2.9). If there are any
phase transitions (for example, melting) in that range, then the entropy of each
transition at the transition temperature is calculated like that in eqn 2.4 and
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Table 2.2 Standard molar entropies of some substances at 298.15 K*

Substance $&/(J K mol™)
Gases

Ammonia, NH, 192.5
Carbon dioxide, CO, 213.7
Hydrogen, H, 130.7
Nitrogen, N, 191.6
Oxygen, O, 205.1
Water vapor, H,0 188.8
Liquids

Acetic acid, CH;COOH 159.8
Ethanol, CH;CH,OH 160.7
Water, H,O 69.9
Solids

Calcium carbonate, CaCO; 92.9
Diamond, C 24
Glycine, CH,(NH,)COOH 103.5
Graphite, C 5.7
Sodium chloride, NaCl 72.1
Sucrose, C,H,,0, 360.2
Urea, CO(NH,), 104.60

*See the Resource section for more values.

its contribution added to the contributions from each of the phases, as shown
in Fig. 2.10. The entropies of gas-phase species may also be calculated from
spectroscopic data about bond lengths and angles using the techniques of
statistical thermodynamics, but few biologically interesting substances can be
treated in this way.

To implement the calorimetric procedure the heat capacity of the substance is
measured (for instance, by using a differential scanning calorimeter (DSC))
down to as low a temperature as feasible and then using eqn 2.3. In practice, a
polynomial in T is fitted to the experimental data and then C,/T is integrated
from the lowest temperature attainable up to the temperature of interest. Thus,
if the function C,(T) =a+bT+cT?+- - - is fitted (for instance, by using a least-
squares procedure in a software package) to the data between Ty and T,
where T, is the temperature of a phase transition, the entropy just before the
phase transition is

Ty

S 4

S(Ts) = S(Tionest) + J
Tioves

Then another polynomial is fitted to the heat capacities for the new phase up to
the temperature of interest (or the next phase transition and a similar integral
is evaluated). At each phase transition the enthalpy of transition is measured
(once again, typically with a DSC), the entropy of transition is calculated as
A H(Ty,)/ Ty by analogy with eqn 2.4, and this value is added to the value
calculated by integrating the heat capacity.

Melt
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Fig. 210 The determination of
entropy from heat capacity data.
(a) Variation of C/T with the
temperature of the sample.

(b) The entropy, which is equal to
the area beneath the upper curve
up to the temperature of interest
plus the entropy of each phase
transition between T'=0and

the temperature of interest.
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There remains the experimental problem of determining S(7T},..), the entropy
at the lowest attainable temperature. If very low temperatures (within a few
kelvins of T'=0) can be reached and reliable measurements of C, made, it is
possible to use an extrapolation based on the observation that many non-
metallic substances have a heat capacity that obeys the Debye T>-law:

At temperatures close to T=0, C,=aT" (Debye T3-law | (2.7a)

where a is a constant that depends on the substance and is found by fitting this
equation to a series of measurements of the heat capacity close to T=0. With a
determined, the entropy at low temperatures is simply

At temperatures close to T=0, S(T) =5C,(T) Fer:;rgepétaarlg;v (2.7b)
(See Exercise 2.21.) That is, the molar entropy at the low temperature T (which
can be identified as T,.y) is equal to one-third of the constant-pressure
molar heat capacity at that temperature. Other extrapolation techniques have
been developed that do not require reaching such low temperatures as those
required for the Debye approximation to be reliable and are described in
textbooks of laboratory procedures.

2.4 The molecular interpretation of the Second and
Third Laws

To gain insight into the thermodynamic properties of biological assemblies and a
deeper understanding of what drives a spontaneous change, we need to develop
a molecular view of entropy.

The entry point into the molecular interpretation of the Second Law of thermo-
dynamics is Boltzmann’ insight into the manner in which molecules are distri-
buted over their available energy levels, which we explored in Fundamentals E3
and Section 1.2.

(@) The Boltzmann formula

Boltzmann made the link between the distribution of molecules over energy
levels and the entropy. He proposed that the entropy of a system is given by

S=kln W Boltzmann formula‘ (2.8)
forthe entropy |

where k is Boltzmann’s constant and W is the number of microstates, the ways
in which the molecules of a system can be arranged for the same total energy. At
T'=0, all the molecules must be in the lowest energy state, and there is only one
way of achieving that arrangement, so W =1 and S(0) = 0 (because In 1 = 0), in
accord with the Third Law. As the temperature is raised, more arrangements
correspond to the same energy, so W increases and S rises.

Suppose we raise the temperature just enough for two molecules of a 100-
molecule system to be able to leave their lowest energy state and occupy the first
excited state. Two possible microstates are

([3$4> s )loo]in state O[I)Z]in state 1) and
([1’3)4 s 42>44’ e loo]m state 0[2)43]in state 1)
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where molecules 1 and 2 are excited in the first microstate and molecules 2 and 43
are excited in the second. Each microstate lasts only for an instant and corres-
ponds to a particular distribution of molecules over the available energy levels.
These two microstates and a large number of others all correspond to the same
configuration, in this case the configuration {98,2,0, .. .} we introduced in Section
1.2(c). In this case, there are W =4950 possible microstates (that corresponds to
the number of ways of choosing two molecules from 100).

As we saw in Section 1.2(c), there is a dominating configuration of the sys-
tem—the one corresponding to the greatest number of microstates for a given
total energy—and the properties of the system are those of this most probable
configuration. That configuration is the one with populations given by the
Boltzmann distribution. To use Boltzmann’s formula for the entropy, we set the
W that occurs in it equal to the W of this dominating configuration.

LA brief iIIustration)

Suppose that a protein molecule of 100 amino acid residues denatured into a
random coil can adopt 1.0 x 10°** different conformations of the same energy.
We set W=1.0x 10* and calculate the entropy as

§=(1.38x 102 JK™") xIn(1.0x 10*") =9.9x 10 J K™

The corresponding molar entropy of the protein is 600 ] K™ mol™ (to 2 signi-
ficant figures; that is, 6.0 x 10* ] K™ mol™).

(b) The relation between thermodynamic and statistical entropy

The concept of the number of microstates makes quantitative the ill-defined
qualitative concepts of ‘disorder’ and ‘the dispersal of matter and energy’ that we
have used to introduce the concept of entropy: a more ‘disorderly’ distribution of
energy and matter corresponds to a greater number of microstates associated
with the same total energy. For instance, when a perfect gas expands, the available
translational energy levels get closer together (Fig. 2.11), so it is possible to dis-
tribute the molecules over them in more ways than when the volume of the con-
tainer is small and the energy levels are further apart. Therefore, as the container
expands, W and therefore S increase, just as for thermodynamic entropy.

The Boltzmann approach also illuminates the thermodynamic definition itself
(eqn 2.1) and in particular the role of the temperature. Molecules in a system at
high temperature can occupy a large number of the available energy levels, so a
small additional transfer of energy as heat will lead to a relatively small change in
the number of accessible energy levels. Consequently, the number of microstates
does not increase appreciably and neither does the entropy of the system. In con-
trast, the molecules in a system at low temperature have access to far fewer energy
levels (at T = 0, only the lowest level is accessible), and the transfer of the same
quantity of energy by heating will increase the number of accessible energy levels
and the number of microstates significantly. Hence, the change in entropy on
heating will be greater when the energy is transferred to a cold body than when it
is transferred to a hot body. This argument suggests that the change in entropy
should be inversely proportional to the temperature at which the transfer takes
place, asineqn 2.1.

Energy —>

Fig. 211 When the size of a
container is increased (shown
here in two dimensions), the
energy levels available to the
molecules inside it move closer
together so more are accessible at
a given temperature (as indicated
by the levels colored red).
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Fig. 2.12 The six possible
arrangements of H atoms around
a central O atom in ice. Occupied
locations are indicated by black
dots and unoccupied locations by
a grey outline.

(c) The residual entropy

In most cases, W =1 at T = 0 because there is only one way of putting all the
molecules into the same, lowest state. Therefore, as we have seen, S=0at T=0, in
accord with the Third Law of thermodynamics. In certain cases, however, W may
differ from 1 at T = 0. This is the case if disorder survives down to absolute zero
because there is no energy advantage in adopting a particular orientation. For
instance, there may be no energy difference between the arrangements... AB AB
AB...and...BAABBA...,so W>1evenat T=0.1fS >0 at T=0 we say that the
substance has a residual entropy. Ice has a residual entropy of 3.4 ] K™ mol™.
It stems from the disorder in the hydrogen bonds between neighboring water
molecules: a given O atom has two short O-H bonds and two long O---H bonds
to its neighbors, but there is a degree of randomness in which two bonds are
short and which two are long.

LA brief iIIustrationJ

Consider a sample of ice of N H,0O molecules. Each of the 2N H atoms can
be either close to or relatively far from an O atom, resulting in 2*" possible
arrangements. However, of the 2* = 16 possible arrangements around a single
O atom, only 6 have two short and two long bonds (Fig. 2.12) and hence are
acceptable. Therefore W =2>(£)V = (3)N and the residual entropy is

S(0)=kln W=kIn (3)V=NkIn2
The molar residual entropy (replace N by N, and use N k= R) is therefore
S$n(0)=RIn2=3.4]K "' mol™

2.5 Entropy changes accompanying chemical reactions

To move into the arena of biochemistry, where reactants are transformed into
products, we need to establish procedures for using the tabulated values of absolute
entropies to calculate entropy changes associated with chemical reactions; to assess
the spontaneity of a biological process, we need to see how to take into account
entropy changes in both the system and the surroundings.

Once again, we can sometimes use our intuition to predict the sign of the entropy
change associated with a chemical reaction. When there is a net formation of a
gas in a reaction, as in a combustion or the equivalent but controlled oxidations
characteristic of organisms, we can usually anticipate that the entropy increases.
When there is a net consumption of gas, as in the fixation of N, by certain micro-
organisms, it is usually safe to predict that the entropy decreases. However, for a
quantitative value of the change in entropy and to predict the sign of the change
when no gases are involved, we need to do an explicit calculation.

(a) Standard reaction entropies

The difference in molar entropy between the products and the reactants in their
standard states is called the standard reaction entropy, A,S°. It can be expressed
in terms of the molar entropies of the substances in much the same way as we have
already used for the standard reaction enthalpy:

(The standard entropy’

A,S° =X vS;(products) — X vS;,(reactants) of reaction

(2.9)

J

where the v are the stoichiometric coefficients in the chemical equation.
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LA brief iIIustration)

The enzyme carbonic anhydrase catalyses the hydration of CO, gas in red
blood cells: CO,(g) + H,O(l) = H,COs(aq). We expect a negative entropy of
reaction because a gas is consumed. To find the explicit value at 25°C, we use
the information from the Resource section to write
A.S° =S5 (H,CO,, aQ) —{S$2(CO,, g) +85(H,0, 1)}
=(187.4JK'mol™?)—{(213.74 ] K  mol™) + (69.91 ] K™ mol ™)}
=-96.3 ] K mol™

L Self-test 2.3 ) (a) Predict the sign of the entropy change associated with the
complete oxidation of solid sucrose, C;,H,,0,,(s), by O, gas to CO, gas and
liquid H,O. (b) Calculate the standard reaction entropy at 25°C.

Answer: (a) Positive; (b) +512 ] K™ mol™!

(b) The spontaneity of chemical reactions

A process may be spontaneous even though the entropy change of the system
itself is negative. Consider the binding of oxidized nicotinamide adenine
dinucleotide (NAD*; Atlas N4), an important electron carrier in metabolism
(Case studies 1.1 and 1.2), to the enzyme lactate dehydrogenase, which plays a
role in the catabolism and anabolism of carbohydrates. Experiments show that
A.S°=-16.8 J K™ mol™ for binding at 25°C and pH = 7.0. The negative sign of the
entropy change is expected because the association of two reactants gives rise to
a more compact structure. The reaction results in a more organized structure,
yet it is spontaneous!

The resolution of this apparent paradox underscores a feature of entropy that
recurs throughout chemistry and biology: it is essential to consider the entropy of
both the system and its surroundings when deciding whether or not a process
is spontaneous. The reduction in entropy by 16.8 ] K™ mol™ relates only to the
system, the reaction mixture. To apply the Second Law correctly, we need to
calculate the total entropy, the sum of the changes in the system and the sur-
roundings that jointly compose the entire ‘isolated system’ referred to in the
Second Law. It may well be the case that the entropy of the system decreases when
a change takes place, but there may be a more than compensating increase in
entropy of the surroundings, so that overall the entropy change is positive. The
opposite may also be true: a large decrease in the entropy of the surroundings may
occur when the entropy of the system increases. In that case we would be wrong
to conclude from the increase in the system alone that the change is spontaneous.
Whenever considering the implications of entropy, we must always consider the
total change of the system and its surroundings.

LA brief iIIustration)

To calculate the entropy change in the surroundings when a reaction takes place
at constant pressure, we use eqn 2.6, interpreting the AH in that expression as the
reaction enthalpy. For example, for the formation of the NAD*-enzyme complex
discussed above, with A,H® = —24.2 k] mol™, the change in entropy of the sur-
roundings (which are maintained at 25°C, the same temperature as the reaction
mixture) is

A note on good practice

Do not make the mistake of
setting the standard molar
entropies of elements equal
to zero: they have non-zero
values (provided T > 0), as
we have already discussed.
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AH —24.2k 1!
Arssur=_ - =_( Imo )'=+8]..21K71 mol™!
T 298 K

Now we can see that the total entropy change is positive:
AS=(=16.8 T K mol™?) + (81.2J K mol™) =+64.4 ] K! mol™

This calculation confirms that the reaction is spontaneous. In this case, the
spontaneity is a result of the dispersal of energy that the reaction generates in
the surroundings: the complex is dragged into existence, even though it has a
lower entropy than the separated reactants, by the tendency of energy to dis-
perse into the surroundings.

The Gibbs energy

One of the problems with entropy calculations is already apparent: we have to
work out two entropy changes, the change in the system and the change in
the surroundings, and then consider the sign of their sum. The great American
theoretician J.W. Gibbs, who laid the foundations of chemical thermodynamics
toward the end of the nineteenth century, discovered how to combine the two
calculations into one. The combination of the two procedures in fact turns out to
be of much greater relevance than just saving a little labor, and throughout this
text we shall see consequences of the procedure he developed.

2.6 Focusing on the system

To simplify the discussion of the role of the total change in the entropy, we need to
introduce a new state function, 