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3 .1 In tro d u c tio n

Undoubtedly, humans have been analyzing the e®ectiveness of locational de-
cisions since they inhabited their ¯rst cave. We use the term \facility" here in
its broadest sense. That is, it is meant to include entities such as air and mar-
itime ports, factories, warehouses, retail outlets, schools, hospitals, day-care
centers, bus stops, subway stations, electronic switching centers, computer
concentrators and terminals, rain gages, emergency warning sirens, and satel-
lites, to name but a few that have been analyzed in the research literature.

The ubiquity of locational decision-making has led to a strong interest
in location analysis and modeling within the operations research and man-
agement science community. The long and voluminous history of location
research results from several factors. First, location decisions are frequently
made at all levels of human organization from individuals and households
to ¯rms, government agencies and even international agencies. Second, such
decisions are often strategic in nature. That is, they involve large sums of cap-
ital resources and their economic e®ects are long term. In the private sector
they have a major in°uence on the ability of a ¯rm to compete in the market
place. In the public sector they in°uence the e±ciency by which jurisdictions
provide public services and the ability of these jurisdictions to attract house-
holds and other economic activity. Third, they frequently impose economic
externalities. Such externalities include pollution, congestion, and economic
development, among others.

Fourth, location models are often extremely di±cult to solve, at least
optimally. Even the most basic models are computationally intractable for
large problem instances. In fact, the computational complexity of location
models is a major reason that the widespread interest in formulating and
implementing such models did not occur until the advent of high-speed digital
computers. Finally, location models are application speci¯c. That is, their
structural form (the ob jectives, constraints and variables) is determined by
the particular location problem under study. Consequently, there does not
exist a general location model that is appropriate for all potential or existing
applications.



86 C u rren t D a sk in a n d S ch illin g

3 .1 .1 E x a m p le s o f fa c ility lo c a tio n d e c isio n c o n te x ts

Much of the literature on facility location modeling has not been directed
to speci¯c applications (i.e. , case studies) . Rather, it has been directed to
formulating new models and modi¯cations to existing models which have
many potential applications, and to developing e±cient solution techniques
for existing or newly formulated models.

There are several causes for this bias away from reporting speci¯c appli-
cations in the literature. First, applications frequently employ existing mod-
els and solution techniques. Consequently, they are not viewed as scienti¯c
advances by the research community, but rather as applications of existing
technology. Second, speci¯c applications are frequently analyzed by consul-
tants and planners; two professions which are rarely motivated to publish
in research journals. Third, private sector advances in location modeling are
often viewed as proprietary because they give the ¯rm a competitive advan-
tage; consequently, they are not shared with the larger community. In spite
of this bias, there are still many articles which relate directly to a speci¯c
application or application area.

Table 3.1 lists some of the applications that have appeared in the liter-
ature. It is not intended to be exhaustive, but rather to demonstrate their
diversity. A single citation is given for each application. This is done because
of space limitations and is not meant to imply that the citation given is either
the only or the most important article addressing the topic. In fact, for sev-
eral of these applications, such as emergency medical services (EMS) siting,
there exists a rather extensive literature.

Undoubtedly, the multitude of applications is a major reason for the multi-
disciplinary interest in location modeling. In addition to the more traditional
applications listed in Table 3.1 there have also been less obvious ones. Some
of these are listed in Table 3.2. The reader is referred to Eiselt (1992) for a
review of facility location applications.

3 .2 B a sic F a c ility L o c a tio n M o d e ls

In this section we present eight basic facility location models: set covering,
maximal covering, p -center, p -dispersion, p -median, ¯xed charge, hub, and
maxisum. In all of these models, the underlying network is given, as are the
locations of the demands to be served by the facilities and the locations of ex-
isting facilities (if pertinent. ) The general problem is to locate new facilities to
optimize some ob jective. Distance or some measure more or less functionally
related to distance (e.g. , travel time or cost, demand satisfaction) is funda-
mental to such problems. Consequently, we have classi¯ed them according to
their consideration of distance. The ¯rst four are based on maximum distance
and the second four are based on total (or average) distance.
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T a b le 3 .1 . A p p licatio n s of F a cility L o ca tion M o d els

A p p lica tion C itation

A irlin e h u b s O 'K elly, 19 87
A irp o rts S aa tcio glu , 19 82
A u to E m issio n testin g station s S w ersey an d T h ak u r, 1 995
B lo o d b a n k P rice an d T u rcotte, 1 986
B rew ery d ep o ts G eld ers, et al., 19 87
B u s stop s G leason , 19 75
B u s g ara ges M aze et al., 198 1
C oa l h a n d lin g facilities O sleeb a n d R a tick , 1 983
C om p u ter co n cen tra tors P irk u l, 1 98 7
C om p u ter serv ice cen ters G h o sh a n d C raig, 19 86
D ay -C are C en ters H olm es, et al., 197 2
E lectric p ow er gen eratin g p la n ts C oh on , et a l., 1 98 0
E m ergen cy m ed ical serv ices R eV elle, et al., 19 77
E m ergen cy eq u ip m en t fo r o il sp ills B ela rd o et al., 19 84
E ssen tia l air serv ices F ly n n a n d R atick , 1 988
F a st-fo o d restau ran ts M in , 198 7
F ire statio n s S ch illin g et a l., 1 980
F o rest h a rvestin g sites H o d g son , et a l., 1 98 7
F ra n ch ise o u tlets P irk u l, et al., 19 87
H azard ou s w aste d isp o sal sites R eV elle et a l., 1 99 1
G rain su b term in a ls H ilger, et al., 19 77
P u b lic sw im m in g p o ols G o o d ch ild an d B o o th , 19 80
R ailro ad sid in g s H ig gin s, et al., 19 97
R ain ga u g es H og an , 199 0
R eg ion al h ea lth fa cilities A b ern ath y a n d H ersh ey, 19 72
R u ral h ealth w ork ers B en n ett, et al., 198 2
S a tellite h om in g sta tion s H elm e a n d M ag n a n ti, 1 98 9
S a tellite o rb its D rezn er, 19 88
S ch o o ls T ew ari a n d S id h esw ar, 19 87
S o cia l S erv ice C en ters P a tel, 1 979
S o lar p ow er sy stem d esig n B irge a n d M aly sh k o, 19 85
S o lid w aste co llection M ark s an d L ieb m an , 19 71
T eleco m m u n ica tion sw itch in g cen ters H ak im i, 1 96 5
T ru ck term in a ls L ove, et al., 198 5
V eh icle In sp ection S ta tion s H o d g son , et a l., 1 99 6
W areh o u ses K u eh n an d H am b u rg er, 19 63
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T a b le 3 .2 . A d d itio n a l A p p lica tion s of F a cility L o ca tion M o d els

A p p lication C itatio n

A p p a rel sizin g T ry fo s, 19 86
A rch aeo log ica l settlem en t a n a ly sis B ell an d C h u rch , 198 5
C h ip m an u fa ctu rin g C h o a n d S a rrafzad eh , 199 4
D ata b ase m a n a gem en t P irk u l, 1 986
F lex ib le M an u factu rin g S y stem to ol selectio n D ask in , et al., 199 0
In go t size selection V a sko , et a l., 1 98 8
L o cation o f b a n k acco u n ts C orn u ejols, et a l., 1 97 7
M ed ical d ia gn osis R egg ia, et al., 19 83
M etallu rgica l gra d e assig n m en t V a sko , et a l., 1 98 9
P lacem en t of d am p ers K in caid an d B erger, 1 99 3
P o litical p arty p la tform G in sb erg, et al., 198 7
P ro d u ct p ositio n in g in fea tu re sp ace G av ish et al., 19 83
P ro d u ct p ro cu rem en t a n d stan d ard iza tion W atso n , 1 996
P ro d u ction lot sizin g V a n O u d h eu sd en an d S in gh , 19 88
V eh icle rou tin g B ram el an d S im ch i-L ev i, 19 95

3 .2 .1 M a x im u m D ista n c e M o d e ls

In some locations problems, a maximum distance exists a p rio ri. For exam-
ple, in many school districts elementary school students within a mile of their
school must walk to school. Public transportation must be provided for those
not within this maximum distance. In the private sector, some businesses
guarantee service within a pre-determined time (e.g. , 20 minute pizza deliv-
ery) . In the former case, a school district might want to locate schools to
minimize the number of students who must be bussed at public expense. In
the latter example, a pizza chain might want to locate its outlets to maximize
the number of potential customers within 20 minutes of one of the outlets.

In the facility location literature, a p rio ri maximum distances such as
these are known as \covering" distances. Demand within the covering dis-
tance of its closest facility is considered \covered." An underlying assump-
tion of this measure of maximum distance is that demand is fully satis¯ed if
the nearest facility is within the coverage distance and is not satis¯ed if the
closest facility is beyond that distance. That is, being closer to a facility than
the maximum distance does not improve satisfaction.

S e t c o v e r in g lo c a tio n m o d e l The ¯rst location covering location problem
was the set covering problem (Toregas et al. , 1971) . Here the objective is to
locate the minimum number of facilities required to \cover" all of the demand
nodes. To formulate this problem we de¯ne the following inputs and sets
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I = the set of demand nodes indexed by i
J = The set of candidate facility locations, indexed by j
d ij = distance between demand node i and candidate site j
D c = distance coverage
N i = f j j d ij · D c g

= the set of all candidate locations that can cover demand point i

and the following decision variable

x j =

½
1 if we locate at site j
0 if not

With this notation, the set covering location problem (SCLP) can be
formulated as follows:

Minimize
P
j2 J

x j (3.1 )

sub ject to: P
j2 N i

x j ¸ 1 8 i 2 I (3.2)

x j 2 f0;1g 8 j 2 J (3.3)

The ob jective function (3.1 ) minimizes the number of facilities located.
Constraint set (3.2) ensures that each demand node is covered by at least
one facility. Constraint set (3.3) enforces the yes or no nature of the siting
decision. The ob jective function can be generalized by including site-speci¯ed
costs as coe±cients of the decision variables. In this case, the objective would
be to minimize the total ¯xed cost of the siting con¯guration rather than the
number of facilities sited. Both versions of the set covering problem are NP-
hard (Garey and Johnson, 1979) . However, the linear programming relaxation
of the set covering location problem as formulated above often results in an
all-integer solution. Typically, only a few branches in a branch and bound
algorithm are needed to obtain an optimal all-integer solution when the LP
relaxation is fractional.

A variety of row and column reduction rules have been developed to reduce
the size of the problem considerably (see Daskin (1995) for a discussion of
such rules) . For example, variable x k can be eliminated from the formulation
if M k ½ M j , where M j = f ijd ij · D c g and M k = f ijd ik · D c g . This column
reduction is possible because a facility at j would cover all of the demand
nodes that a facility at k would cover and possibly additional ones as well;
therefore, location j \dominates" location k . Individual constraints, say h , of
constraint set (3.2) can be eliminated if there is some covering set, say N i,
such that N i ½ N h . This row reduction is possible because the constraint
in (3.2) for demand node h is redundant. That is, if the coverage constraint
for demand node i is satis¯ed, then the constraint for demand node h is also
satis¯ed.
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Formulation (3.1) -(3.3) assumes that the candidate facility sites are lo-
cated at the nodes of the network. A lower cost facility siting scheme might
be possible if the facilities could be located along the arcs of the network
as well. This is illustrated by Figure 3.1 . If the coverage distance is 10 and
facilities can only be located at the nodes, then two facilities are needed: one
at node A and one at either node B or C . If we could locate along the arcs
as well as at the nodes, then a single facility located ten units to the right
of node A would cover all three demand nodes. Church and Meadows (1979)
present a method to modify the original network to permit siting along the
arcs but still solve the problem using formulation (3.1) -(3.3) . This method
augments the original network with a ¯nite (albeit potentially large) num-
ber of nodes located along the arcs of the network. The inclusion of these
additional nodes in set J will result in a solution as good as one permitting
locations anywhere along the arcs.

F ig . 3 .1 . E x a m p le n etw o rk

m m mA B C
12 8

M a x im a l c o v e r in g lo c a tio n p r o b le m An underlying assumption of the
set covering location problem is that all of the demand nodes must be covered.
In essence, there is no budget constraint. However, in many facility planning
situations, a budget does exist. For example, many school districts would like
to have an elementary school within walking distance of all of its elemen-
tary age students. However, satisfying such a requirement may require more
schools than the district is prepared to build. The maximal covering loca-
tion problem (MCLP, Church and ReVelle, 1974) was formulated to address
planning situations which have an upper limit on the number of facilities to
be sited. The objective of the MCLP is to locate a predetermined number of
facilities, p , in such a way as to maximize the demand that is covered. Thus,
the MCLP assumes that there may not be enough facilities to cover all of the
demand nodes. If not all nodes can be covered, the model seeks the siting
scheme that covers the most d em a n d .

To formulate the maximal covering problem, we augment the de¯nitions
used in the SCLP with:

h i = demand at node i
p = the number of facilities to locate

z i =

½
1 if demand node i is covered
0 if not

The maximal covering problem may now be formulated as follows:
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Maximize
P
i2 I
h iz i (3.4)

sub ject to: P
j2 N i

x j ¡ z i ¸ 0 8 i 2 I (3.5)P
j2 J

x j = p (3.6)

x j 2 f0;1g 8 j 2 J (3.7)

z i 2 f0;1g 8 i 2 I (3.8)

The ob jective function (3.4) maximizes the total demand covered. Constraint
set (3.5) ensures that demand at node i is not counted as covered unless we
locate at one of the candidate sites that covers node i. Constraint (3.6) limits
the number of facilities to be sited. Constraint sets (3.7) and (3.8) re°ect
the binary nature of the facility siting decisions and demand node coverage,
respectively. Interestingly, constraint sets (3.5) and (3.7) , allow us to replace
constraint set (3.8) with z i · 1; 8 i 2 I , without loss of generality.

As with the SCLP, if the facilities can be sited anywhere along the arcs
of the network, the network can be modi¯ed as proposed by Church and
Meadows (1979) and the problem solved with (3.4) -(3.8) . By systematically
varying p from 1 to k , where k is the minimum number of facilities required
to cover the entire demand, one can use (3.4) -(3.8) to determine the marginal
bene¯ts associated with additional facilities.

The maximal covering problem is also NP-hard (Megiddo, Zemel and
Hakimi, 1983) , but it can generally be solved e®ectively using heuristics of
the sort outlined later. Particularly useful is Lagrangean relaxation embed-
ded within a branch and bound algorithm (Daskin, 1995; Daskin and Owen,
1998; GalvÄao and ReVelle, 1996) . As mentioned earlier, some planning sce-
narios exist where there is a desired coverage distance and some maximum
distance beyond which service is unacceptable. For problems like this, Church
and ReVelle (1974) formulated the maximal covering location problem with
mandatory closeness constraints.

Given the previous de¯nitions and D m = the maximum distance that a
demand node may be from an opened facility and M i = f jjd ij · D m g , the
MCLP with mandatory closeness constraints may be formulated by adding
the following constraint set to formulation (3.4){(3.8) .X

j2 M i

x j ¸ 1 8 i 2 I (3.9)

The SCLP and MCLP assume that the covering distance, D c , is a ¯xed,
predetermined standard. This is certainly true in many location planning sit-
uations. However, in other situations D c may be a goal, or target, rather than
a ¯xed standard. For example, in siting facilities such as public libraries and
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recreational facilities, public agencies may desire to minimize the maximum
distance that a citizen is from such a facility for equity reasons (Marsh and
Schilling, 1994) . Other facilities, such as schools or ¯re stations, may have
a desired distance (e.g. , less than 1 mile or 3 minutes travel time) and an-
other distance (e.g. , 5 miles or 10 minutes travel time) beyond which service
is unacceptable. The following sections address planning situations of this
nature.

p -c e n te r p r o b le m The p -center problem (Hakimi, 1964,1965) addresses
the problem of minimizing the maximum distance that demand is from its
closet facility given that we are siting a pre-determined number of facilities.
There are several possible variations of the basic model. The \vertex" p -center
problem restricts the set of candidate facility sites to the nodes of the network
while the \absolute" p -center problem permits the facilities to be anywhere
along the arcs. Both versions can be either w eigh ted or u n w eigh ted . In the
unweighted problem, all demand nodes are treated equally. In the weighted
model, the distances between demand nodes and facilities are multiplied by
a weight associated with the demand node. For example, this weight might
represent a node's importance or, more commonly, the level of its demand.

Given our previous de¯nitions and the following decision variables

W = the maximum distance between a demand node and the facility to
which it is assigned

y ij =

½
1 if demand node i is assigned to a facility at node j
0 if not

the p -center problem can be formulated as follows:

Maximize W (3. 10)

sub ject to: P
j2 J

x j = p (3. 11)P
j2 J

y ij = 1 8 i 2 I (3. 12)

y ij ¡ x j · 0 8 i 2 I ;j 2 J (3. 13)

W ¡ P
j2 J

h id ij y ij ¸ 0 8 i 2 I (3. 14)

x j 2 f0;1g 8 j 2 J (3. 15)

y ij 2 f0;1g 8 i 2 I ;j 2 J (3. 16)

The ob jective function (3.10) minimizes the maximum demand-weighted dis-
tance between each demand node and its closest open facility. Constraint
(3.11) stipulates that p acilities are to be located. Constraint set (3.12) re-
quires that each demand node be assigned to exactly one facility. Constraint
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set (3.13) restricts demand node assignments only to open facilities. Con-
straint (3.14) de¯nes the lower bound on the maximum demand-weighted
distance, which is being minimized. Constraint set (3.15) established the sit-
ing decision variable as binary. Constraint set (3.16) requires the demand at
a node to be assigned to one facility only. Constraint set (3. 16) can be re-
placed by y ij ¸ 0 8 i 2 I ; j 2 J because constraint set (3.13) guarantees that
y ij · 1. If some y ij are fractional, we can simply assign node i to its closest
open facility.

For ¯xed values of p , the vertex p -center problem can be solved in O (N p )
time since we can enumerate each possible set of candidate locations in this
amount of time. Clearly, even for moderate values of N and p , such enu-
meration is not realistic and more sophisticated approaches are required. For
variable values of p , the problem is NP-hard (Garey and Johnson, 1979. )

If integer-valued distances can be assumed, the unweighted vertex or ab-
solute p -center problem is most often solved using a binary search over a range
of coverage distances (Handler and Mirchandani, 1979; Handler, 1990) . For
each coverage distance, a set covering problem is solved. When the solution to
the SCP equals p , the minimum associated coverage distance is the solution
to the p -center problem. Daskin (2000) has recently shown how the maximal
covering model can be used e®ectively in place of the set covering model as
a sub-problem in solving the unweighted vertex p -center problem.

3 .2 .2 T h e p -d isp e r sio n p r o b le m

For all of the models discussed above the concern is with the distance between
demand and new facilities. Also, an unspoken assumption is that being close
to a facility is desirable. The p -dispersion problem (PDP) di®ers from those
problems in two ways (Kuby, 1987) . First, it is concerned only with the
distance between new facilities. Second, the ob jective is to maximize the
minimum distance between any pair of facilities. Potential applications of
the PDP include the siting of military installations where separation makes
them more di±cult to attack or locating franchise outlets where separation
reduces cannibalization among stores.

To formulate this model we require an additional input (M ) and a decision
variable (D ) :

M = a large constant (e.g. , max
i2 I ;j2 J

f d ij g )
D = the minimum separation distance between any pair of facilities

With this notation, the p -dispersion model may be formulated as follows:
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Maximize D (3. 17)

subject to: P
j2 J

x j = p (3. 18)

D + (M ¡ d ij )x i + (M ¡ d ij )x j · 2M ¡ d ij
8 i;j 2 J ;i < j (3. 19)

x j 2 f0;1g 8 j 2 J (3.20)

The ob jective function (3.17) maximizes the distance between the two closest
facilities. Constraint (3.18) requires that p facilities are located. Constraint
(3.20) is a standard integrality constraint. Constraint (3.19) de¯nes the min-
imum separation between any pair of open facilities. Note that if either x i
or x j is zero, the constraint will not be binding. However, if both are equal
to 1, then the constraint is equivalent to D · d ij . Therefore, maximizing D
has the e®ect of forcing the smallest inter-facility distance to be as large as
possible.

3 .2 .3 T o ta l o r A v e r a g e D ista n c e M o d e ls

Many facility location planning situations in the public and private sections
are concerned with the total travel distance between facilities and demand
nodes. An example in the private sector might be the location of production
facilities that receive their inputs from established sources by truckload de-
liveries. In the public sector, one might want to locate a network of service
providers such as licensing bureaus in such a way as to minimize the total
distance that customers must traverse to reach their closest facility. This ap-
proach may be viewed as an \e±ciency" objective as opposed to the \equity"
objective of minimizing the maximum distance, which was mentioned earlier.

p -m e d ia n p r o b le m One classic model in this area is the p -median model
(Hakimi, 1964, 1965) which ¯nds the locations of p facilities to minimize the
demand-weighted total distance between demand nodes and the facilities to
which they are assigned. This model may be formulated as follows:
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Minimize
P
i2 I

P
j2 J

h id ij y ij (3.21)

sub ject to: P
j2 J

x j = p (3.22)P
j2 J

y ij = 1 8 i 2 I (3.23)

y ij ¡ x j · 0 8 i 2 I ;j 2 J (3.24)

x j 2 f0;1g 8 j 2 J (3.25)

y ij 2 f0;1g 8 i 2 I ;j 2 J (3.26)

The ob jective function (3.21) minimizes the demand-weighted total distance
traveled. Constraint set (3.22) through (3.24) are identical to (3.11) through
(3.13) of the p -center problem. Constraints sets (3.25) and (3.26) are identical
to (3.15) and (3.16) . Constraint set (3.26) can be eliminated following the
same arguments as were used for constraint set (3.16) . Toregas and ReVelle
(1972) show that this formulation also minimizes the average travel distance
between the sited facilities and the demand.

This formulation (3.21{3.26) assumes that the potential facility sites are
nodes on the network. Hakimi (1964) proved that relaxing the problem to
allow facility locations on the arcs of the network would not reduce total
travel cost. Consequently, this formulation will yield an optimal solution,
even if the facilities could be located anywhere on an arc. Like the p -center
problem, the p -median problem can be solved in polynomial time for ¯xed
values of p , but is NP-hard for variable values of p (Garey and Johnson,
1979) .

F ix e d C h a r g e L o c a tio n P r o b le m The p -median problem makes three
important assumptions that may not be appropriate for certain siting sce-
narios. First, it assumes that each potential site has the same ¯xed costs for
locating a facility at it . Secondly, it assumes that the facilities being sited do
not have capacities on the demand that they can serve. In the parlance of
the literature, it is an \uncapacitated" problem. Finally, it also assumes that
one knows, a p rio ri, how many facilities should be opened (i. e. , p )

The ¯xed charge location problem (FCLP) relaxes all three of these as-
sumptions. The ob jective of the FCLP is to minimize total facility and trans-
portation costs. In so doing, it determines the optimal number and locations
of facilities, as well as the assignments of demand to a facility. Given the fact
that the facilities have capacities, demand may not be assigned to its closest
facility, as was the case in the previous models presented in this chapter.

Given the previous de¯nitions and the following inputs
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f j = ¯xed cost of locating a facility at candidate site j
C j = capacity of a facility at candidate site j
® = cost per unit demand per unit distance

the capacitated ¯xed charge location problem can be formulated as follows
(Balinski, 1965) :

Minimize
P
j2 J

f j x j + ®
P
i2 I

P
j2 J

h id ij y ij (3.27)

subject to: P
j2 J

y ij = 1 8 i 2 I (3.28)

y ij ¡ x j · 0 8 i 2 I ;j 2 J (3.29)P
j2 J

h iy ij ¡ C j x j · 0 8 i 2 I (3.30)

x j 2 f0;1g 8 j 2 J (3.31)

y ij 2 f0;1g 8 i 2 I ;j 2 J (3.32)

The objective function (3.27) minimizes the sum of the ¯xed facility loca-
tion costs and the total travel costs for demand to be served. The second
set of terms in (3.27) is often referred to as demand-weighted distance. Con-
straint (3.30) prohibits the total demand assigned to a facility from exceed-
ing the capacity of the facility, C j . Constraint sets (3.28) , (3.29) , (3.31) and
(3.32) function as similar constraint sets in the previous problems. Relaxing
constraint set (3.32) allows demand at a node to be assigned (partially) to
multiple facilities. We also note that constraint (3.29) is not needed in this
integer programming formulation since constraint set (3.30) will also force
demands to be assigned only to open facilities. However, including constraint
set (3.29) in the formulation signi¯cantly strengthens the linear programming
relaxation of the model.

There are several other features of the FCLP that may not be initially
apparent. The inclusion of (3.32) as a binary constraint requires that all de-
mand points be singly sourced. That is, all demand at a particular location
is assigned to one facility. Note also that, due to the facility capacities, de-
mand may be served by a facility which is not its closest one. If constraint set
(3.30) is removed, the model becomes the uncapacitated ¯xed charge location
problem (UFCLP) . In this case, each demand can be completely served by
its closest facility and (3.32) can be replaced by non-negativity constraints
on the assignment variables, y ij .

H u b lo c a tio n p r o b le m s Many logistics systems such as less-than-truckload
carrier networks, airline networks, and inter-modal carriers, employ hub and
spoke systems. These systems are designed to utilize larger capacity or faster
vehicles or modes over the long-haul portion of an origin to destination deliv-
ery. Consequently, these systems reduce average per mile transportation cost
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or total delivery time. Numerous models (e.g. O'Kelly, 1986a, 1986b; and
Campbell, 1990, 1994) have been formulated to locate the hubs and delivery
routes of hub and spoke systems. Most of these models attempt to minimize
total cost (as a function of distance. ) We refer the reader to chapter 12 of
this book for a detailed discussion of hub location problems. The basic p -hub
location model can be formulated using the following notation inputs

h ij = number of units of °ow between nodes i and j
cij = unit cost of transportation between nodes i and j
® = discount factor for transport between hubs

and the following decision variables

x j =

½
1 if a hub is located at node j
0 if not

y ij =

½
1 if demands at node i are assigned to a hub located at node j
0 if not

as follows (O'Kelly, 1987) :

Minimize
P
i2 N

P
j2 N

h ij

µ P
k 2 N

cik y ik +
X
m 2 N

cjm y jm + ®
X
k 2 N

X
k 2 N

ck m y ik y jm

!
(3.33)

sub ject to: P
j2 N

x j = p (3.34)P
j2 J

y ij = 1 8 i 2 I (3.35)

y ij ¡ x j · 0 8 i 2 I ;j 2 J (3.36)

x j 2 f0;1g 8 j 2 J (3.37)

y ij 2 f0;1g 8 i 2 I ;j 2 J (3.38)

The objective function (3.33) minimizes the sum of the cost of moving items
between a non-hub node and the hub to which the node is assigned, the cost
of moving from the ¯nal hub to the destination of the °ow, and the inter-
hub movement cost which is discounted by a factor of ® . The model assumes
that the hub portion of the network is a complete graph and therefore °ows
between any pair of nodes i and j will pass through at most two di®erent hub
nodes. Constraints (3.34) through (3.38) are identical to constraints (3.22)
through (3.27) for the p -median model above. In particular, constraints (3.35)
stipulate that each node should be assigned to exactly one hub. In practical
contexts, it may be valuable to relax this constraint and to allow °ows from
particularly large nodes to be served directly by two or more hub nodes.

Despite the similarity between the constraints of the two models, it is
worth noting a number of important di®erences. First, the demands in the
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p -hub location model are node-to-node °ows and not simply demands at a
particular node. Second, and perhaps most importantly, the ob jective func-
tion is quadratic in the assignment variables. Third, it may not be optimal to
assign a node to the nearest hub since the ob jective function is measured in
terms of node-to-node °ows and not simply in terms of the cost of accessing
the hub system.

Given the di±culties in solving even moderate sized hub location problems
optimally, Ernst and Krishnamoorthy (1996) propose heuristic (or approxi-
mate) e±cient algorithms to attack such problems. Kuby and Gray (1993)
analyzed an express air carrier's network with a hub location model. For
a more complete review of hub location models, the reader is referred to
O'Kelley and Miller (1994) and chapter 12 of this book.

T h e m a x isu m lo c a tio n p r o b le m The average distance models discussed
above assume that locating facilities as close as possible to demands is desir-
able. For many facilities this is the case. However, for undesirable facilities
(e.g. , prisons, power plants, and solid waste repositories) at least one ob jec-
tive involves locating facilities far from demand nodes.

The maxisum location problem seeks the locations of p facilities such that
the total demand-weighted distance between demand nodes and the facilities
to which they are assigned is maximized. This model may be formulated as
follows:

Maximize
P
i2 I

P
j2 J

h id ij y ij (3.39)

sub ject to: P
j2 J

x j = p (3.40)P
j2 J

y ij = 1 8 i 2 I (3.41)

y ij ¡ x j · 0 8 i 2 I ;j 2 J (3.42)
mP
k = 1

y i[k ]i ¡ x [m ]i ¸ 0 8 i 2 I ;m = 1;::: ;N ¡ 1 (3.43)

x j 2 f0;1g 8 j 2 J (3.44)

y ij 2 f0;1g 8 i 2 I ;j 2 J (3.45)

This formulation is identical to that of the p -median problem with two
notable exceptions. First, the ob jective (3.39) is to maximize the demand-
weighted total distance and not to minimize it. The unfortunate impact of
this obj ective is that it forces demands to be assigned to the most remote fa-
cility. Thus, the formulation has been extended with constraint (3.43) , which
ensures that demands are assigned to the nearest facility. In this constraint,

[k ] i is the index of the k
th farthest candidate location from demand node i.
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Constraint (3.43) then states that if the mth closest facility to demand node i
is opened then demand node i must be assigned to that facility or to a closer
facility.

3 .3 L o c a tio n -R o u tin g M o d e ls

The basic models discussed above assume that the demand is served directly
from a facility. This is valid for many siting scenarios such as those involving
direct shipments from factories to distribution centers or emergency medical
services. However, many facilities such as solid waste collection substations
and distribution centers provide collection and/or distribution functions in
which demand is served by multiple drop o® and/or pickup routes. In such
cases, the overall e®ectiveness of the facility siting scheme depends not only
upon the distances from the individual demands but also upon the e±ciency
of the vehicle routes needed to serve multiple demands. Such problems are
referred to as location-routing problems. It is well established that model-
ing distribution cost as the cost of a simple round trip from a facility to a
customer may signi¯cantly misrepresent the actual costs and may, as a con-
sequence, result in the selection of sub-optimal facility sites when multi-stop
tours are used. (Webb, 1968, Eilon, Watson-Gandy and Christo¯des, 1971 ,
and Perl and Daskin, 1985) As Perl and Daskin pointed out, location-routing
problems involve three inter-related, fundamental decisions: where to locate
the facilities, how to a lloca te customers to facilities, and how to ro u te the
vehicles to serve customers.

Many variations of location-routing problems exist. For example, La-
porte, Nobert, and Taillefer (1988) consider three variants of location-routing
problems, including (1) capacity constrained vehicle routing problems, (2)
cost constrained vehicle routing problems, and (3) cost constrained location-
routing problems. The authors examine multi-depot, asymmetrical problems
and develop an optimal solution procedure that enables them to solve prob-
lems with up to 80 nodes. Berger (1997) formulates a location routing prob-
lem for perishable commodities as a variant of a ¯xed charge facility location
problem. Her model is applicable in cases in which the routes are constrained
to be short (since the commodity is perishable) and the vehicle does not have
to return to the original depot within a time window. Current and Schilling
(1994) formulate the median and maximal covering tour problems. These
problems determine which nodes should have facilities to serve demand as
well as the route (a cycle) connecting the nodes with facilities. The inter-
ested reader is referred to Laporte (1988) for a discussion of application,
formulations and solution approaches to a wide variety of location-routing
problems.
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3 .4 F a c ility L o c a tio n -N e tw o rk D e sig n M o d e ls

It is obvious that the underlying network is important in facility location
and location-routing problems. The underlying network was assumed to be
given in the models presented in the previous two sections. However, in many
location problems, one must determine which arcs should be included in
the network as well as where facilities should be located. Examples of such
problems include the design of subway or rail systems, electricity distribution
systems, and computer networks. The facilities in such systems are stations,
transformers, or concentrators and the network arcs are rail lines, power lines,
or ¯ber optic cable. One objective in these problems is to minimize total cost,
which includes facility and arc costs.

Current (1988) and Current and Pirkul (1991) develop a model and so-
lution procedure for problems where the desired network is a path and the
facilities are \entry locations" (e.g. , station) for demand to enter the path
(e.g. , rail line) . The ob jective is to minimize facility and network costs as well
as the cost of arcs needed for demand to reach a facility on the path. The
models in Current and Schilling (1989) can be used in a similar fashion when
the network design requires a cycle.

Many hub location problems also fall into this category. For example, in
studying airline hub and spoke networks, we must simultaneously determine
the location of the hubs, the assignment of non-hub airports to the hubs (i.e. ,
the links to be used in the spoke part of the network) , and the connectivity of
the hubs. Similar problems arise in telecommunication, power transmission,
and computer networks. This is especially true when they address problems
where the spoke nodes are not necessarily assigned to their nearest hub or
when the hub network is not a complete graph. Melkote (1996) proposed a
number of novel formulations of the network design/facility location prob-
lem and outlined heuristic and optimal solution procedures. In particular,
he extended a number of coverage-based models to include network design
decisions. Such formulations are particularly appropriate for decisions in de-
veloping regions.

3 .5 M u ltio b je c tiv e M o d e ls

Facility location decisions are often strategic in nature as they frequently
involve large capital outlays and long-term planning horizons. In general, they
are the least °exible component of a ¯rm's supply chain or a government's
provisions of services. Factories, distribution centers, libraries and sewage
treatment plants have expected life times of 20 to 50 years. They impact
not only the providers of the facility but also their users and neighbors. They
impact the human resources, ¯nance, accounting, marketing, production, and
logistics functions of a ¯rm. Consequently, facility location decisions often
involve many stake holders and must consider multiple, often con°icting,
obj ectives.
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There are essentially two approaches to multiob jective problems: gener-
ating techniques and preference-based techniques (Cohon, 1978) . Preference-
based techniques employ some method to \rank" the ob jectives and then ¯nd
the solution that optimizes this ranking. Ranking may be done by a variety of
means from a simple ordinal weighting of the ob jectives to a complex utility
function. In general, generating techniques identify the pareto optimal siting
con¯gurations from which the decision makers select the one that they prefer.

The importance of distance and the ways it can be addressed in facility lo-
cation objectives is demonstrated by the development of models that include
multiple distance-related objectives. For example, Halpern (1976) included a
maximum distance (center) and an average distance ob jective (median) for
locating a single facility. Schilling, et al. (1980) included several di®erent max-
imum covering ob jectives for ¯re equipment location. Church, et al. (1991)
included a maximum distance (covering) ob jective and an average distance
(median) objective.

Other researchers have included new ob jectives in facility location models.
Many of these have appeared in models to locate obnoxious or undesirable
facilities such as waste disposal sites, prisons, and power plants (e.g. , Ratick
and White, 1988; Erkut and Newman, 1989, 1992; and Erkut and Verter,
1995) . These models often consider ob jectives related to risk and equity as
well as e±ciency.

Multiple obj ectives have also been considered in location-routing and
location-network design models. For example, List et al. (1991) and Current
and Ratick (1995) formulated hazardous material facility location-routing
models which include ob jectives related to cost, risk, and the equity of risk
imposed resulting from the facilities and the the routing of hazardous materi-
als to them. Current et al (1985) formulated location-network design problem
in which one ob jective minimizes the cost of a path network and the second
mazimizes the demand covered by facilities at the nodes of the path. Current,
et al. (1987) replaced the second ob jective with one to minimize access cost
for demand to reach a node on the path.

The models mentioned so far in this section are designed primarily to
generate pareto optimal solutions to multiob j ective facility location problems.
That is, they are generating techniques. If preference weights on the ob jectives
are known a p rio ri, these models can be used to ¯nd the solution which
optimizes a convex combination of the objectives based on these weights.

Another preference-based method employs a lexicographical ordering of
the ob jectives. This approach optimizes a primary ob jective and then, from
among the alternate optima for the primary ob jective, optimizes a secondary
(or tertiary) obj ective. Daskin and Stern (1981) proposed a hierarchical ob-
jective approach to locating emergency medical services. Their primary ob-
jective is that of the set covering model, to which they append a secondary
objective of maximizing a measure of backup coverage. Plane and Hendrick
(1977) proposed a hierarchical obj ective location problem for locating ¯re



10 2 C u rren t D ask in an d S ch illin g

stations in Denver. Their primary ob jective is also to minimize the number
of required facilities, while their secondary ob jective is to maximize the num-
ber of existing facilities in the solution. Benedict (1983) outlines a number of
other hierarchical ob jective covering models.

For reviews of multiob jective facility location problems, the reader is re-
ferred to Current, et al. (1990) , and Erkut and Verter (1995) .

3 .6 D y n a m ic L o c a tio n M o d e ls

Since the pioneering work of Manne (1961, 1967) , researchers have been in-
terested in dynamic location problems. As Ballou (1968) states: \the e®ect
of the future time dimension cannot be neglected in location analysis. " (p.
271) The basic models presented in section 3.2.3 have ignored time; that is,
they are static. Dynamic models incorporate time. Current et al. (1998) de-
¯ne two categories of dynamic models: \implicitly" dynamic and \explicitly"
dynamic. Implicitly dynamic models are \static" in the sense that all of the
facilities are to be opened at one time and remain open over the planning
horizon. They are dynamic because they recognize that problem parameters
(e.g. , demand) may vary over time and attempt to account for these changes
in the facility location scheme generated. Examples of implicitly dynamic
models include Mirchandani and Odoni (1979) , Weaver and Church (1983) ,
Drezner and Wesolowsky (1991) , and Drezner (1995) , which consider prob-
lems where demand and travel times change over time.

Explicitly dynamic models are those designed for problems where the fa-
cilities will be opened (and possibly closed) over time. Typically, explicitly
dynamic models extend the basic, static models with the addition of temporal
subscripts to the facility location and assignment variables and constraints
linking these variables over time. Early examples of such problems include
Roodman and Schwarz (1975) , Wesolowsky and Truscott (1976) , Schilling
(1980) , Van Roy, Erlenkotter (1982) , and Campbell (1990) . The decision to
open and close facilities over time is related to changes in the problem pa-
rameters over time. Examples of parameters that might change include de-
mand, travel time/cost, facility availability, ¯xed and variable costs, pro¯t,
and the number of facilities to be opened. Multiob jective approaches to dy-
namic problems also have been developed (e.g. , Schilling, 1980; Gunawardane
1982, and Min 1988) .

The interested reader is referred to Current et al. (1998) , and Owen and
Daskin (1998a) for reviews of dynamic location problems.

3 .7 S to c h a stic L o c a tio n M o d e ls

The basic facility location models presented in section 2 assume that the para-
meters of the problem are known with certainty. Many of the dynamic models
discussed in the previous section assume that the changes over time are known
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with certainty. However, there is considerable uncertainty in most facility lo-
cation problems. This is particularly true given the long life spans of most
facilities. Demand, travel time, facility costs, and even distance may change.
These changes are often random. Uncertain parameters which have been ad-
dressed in the literature include demand (e.g. , Frank, 1966; Manne, 1961 ;
Carbonne, 1974; Berman, 1985) , travel time (e.g. , Mirchandani and Odoni,
1979; Mirchandani, 1980; Berman and Odoni, 1982; Weaver and Church,
1983; Berman and LeBlanc, 1984; and Louveaux, 1986) the availability of
the facility for service (e.g. , Daskin, 1982, 1983; ReVelle and Hogan, 1989a,
b; Marianov and ReVelle, 1992, 1996) , and the number of facilities to be sited
(Current, et al. , 1998) .

There have been four basic approaches to stochastic facility location prob-
lems. The ¯rst, approximates the uncertainty via a deterministic surrogate.
For example, Bean, et al. (1992) formulated an equivalent deterministic prob-
lem by \replacing stochastic demand by its deterministic trend and discount-
ing all costs by a new interest rate that is smaller than the original, in ap-
proximate proportion to the uncertainty in the demand." (p. S210) They cite
seven articles since Manne (1967) that have used a similar approach.

The second approach develops chance constrained models (Chapman and
White, 1974) . For example, Daskin (1982, 1983) formulated a probabilistic
extension of the maximal covering problem in which facilities are assumed to
be busy with probability ½ . If busy, they cannot serve demand. The ob jective
of these models is to maximize the number of demands that are covered by
an available (i.e. , not busy) facility. ReVelle and Hogan (1989a) formulated
a similar model in which they maximized the number of demands that are
covered at least b times, where b is the number of coverages needed to ensure
that a demand is covered by an available facility with probability ¯ . ReVelle
and Hogan (1989b) formulated a set covering version of the problem which
minimizes the number of facilities required to ensure that all demands are
covered with probability ¯ . Other articles using this approach include Mari-
anov and ReVelle (1992) which incorporated multiple vehicle types housed at
the facilities and Marianov and ReVelle (1996) which incorporated a M/G/s-
loss queuing model to compute the minimum number of facilities needed
to ensure coverage of a node within some minimum probability ® . Daskin,
Hogan and ReVelle (1988) summarize these and other related models.

The third approach explicitly accounts for the queuing interactions that
occur in a spatially distributed queuing system with facilities at multiple
locations in a network. Larson (1974) formulated a hypercube queuing model
with 2N states to account for all possible combinations of N facilities being
available or unavailable. The resulting model has either 2N linear equations or
N non-linear equations in an approximate model (Larson, 1975) , thus making
it very di±cult to embed in an optimization algorithm. Batta, Dolan and
Krishnamurthy (1989) , however, used the model to show that the implicit
assumption of server independence in Daskin's expected covering model is
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often violated. Berman, Larson and Chiu (1985) used an M/G/1 queuing
model to explore the location of a single facility on a network as a function of
the demand intensity when demands could wait for service. At very low and
very high demands, they showed that the facility would be located at the
1-median location; for intermediate demand intensities, alternate locations
were shown to be optimal. When no queuing was permitted, they showed
that the optimal location was always the 1-median.

The fourth approach utilizes scenario planning (van der Heijden, 1994;
Vanston et al. , 1977) . Scenarios represent possible values for parameters that
may vary over the planning horizon. One of the ¯rst applications of scenario
planning to facility location problems was Sheppard (1974) which minimized
the expected cost over all scenarios. Ghosh and McLa®erty (1982) used sce-
narios to locate retail stores. Schilling (1982) extended the maximal cover-
ing location problem to incorporate scenarios by maximizing the number of
covered demands over all possible scenarios in an EMS siting situation. In
this model some facilities must be common to all scenarios, while others can
be located in a scenario-speci¯c manner. Daskin, Hopp and Medina (1992)
demonstrated that this approach can lead to the selection of the worst possi-
ble sites under certain conditions. Serra and Marianov (1997) used scenarios
to incorporate varying travel times and demand conditions over the course of
a day. One of their ob jectives was to ¯nd locations that minimize the maxi-
mum average travel time over seven de¯ned scenarios as well as locations that
minimize the maximum regret over the scenarios. Carson and Batta (1990)
used scenarios to describe demand conditions at di®erent times of the day
in an ambulance location problem. Jornsten and Bjorndal (1994) formulated
an uncapacitated dynamic ¯xed charge facility location model using scenario
planning to minimize the expected cost across all scenarios and time periods.

In recent years there have been several facility location articles which
minimize regret or expected opportunity loss in scenario planning. Generally,
regret in these articles is de¯ned as the di®erence between the optimal so-
lution (once the future is known) and the siting con¯guration selected when
the future is not known. For example, Serra et al. (1996) incorporated a min-
imax regret approach in which demands vary over the scenarios. Serra and
Marianov (1997) included a minimax regret ob jective for average travel times.
Current, et al. (1998) considered the problem where demand, travel cost, and
the number of facilities sited may vary over the di®erent scenarios. Averbakh
(1997) and Averbakh and Berman (1997a, 1997b, 1997c) have focused on the
development of polynomial time algorithms for specially structured instances
of these problems.

Daskin, Hesse and ReVelle (1987) extend the minimax regret approach
by allowing the analyst or decision-maker to specify a reliability level, ® .
The model then endogenously picks a subset of the scenarios whose total
probability of occurrence exceeds ® and whose maximum regret is as small
as possible. In other words, the model minimizes the maximum regret over
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an endogenously determined subset of the scenarios whose total probability
is at least ® . Clearly, if ® = 1, the model reduces to the standard minimax
regret model. Owen (1998) formulates a variety of related models that do not
necessitate the speci¯cation of scenario probabilities. These models can be
solved e®ectively using evolutionary algorithms (Owen and Daskin, 1998b) .

3 .8 S o lu tio n A p p ro a c h e s fo r L o c a tio n M o d e ls

As we have seen from the previous sections, discrete location models are gen-
erally constructed as mixed-integer linear programs. However, formulating an
appropriate model is only one step in analyzing a location problem. Another
(and often larger) challenge is identifying the optimal solution. Typically, the
¯rst approach to ¯nding the optimal solution to such problems is to apply one
of the well-known algorithms such as branch and bound or cutting planes.
While these methods work on at least some instances of most location models,
they are typically only useful on small problems. Realistically scaled location
models can easily have thousands even hundreds of thousands of constraints
and variables. Attempting a solution with these standard optimization meth-
ods will quite often consume unacceptable computational resources in terms
of both computer memory and time and with no guarantee of success. The
reason is that even the most basic location models are classi¯ed as NP-Hard
(Garey and Johnson, 1979) .

As a result, the location analyst must devise other methods to identify
optimal solutions and, failing that, at least ¯nd very good solutions. A method
of the latter type is known as a heuristic, which is an algorithm, that can
¯nd good solutions to a decision problem, but will not guarantee ¯nding the
optimal solution. In the remainder of this section, we will explore several of
the most common solution approaches used by location analysts. Throughout,
we will use the p -median model to describe the solution process. However,
the methods discussed are generally applicable to a wide variety of location
models.

G r e e d y h e u r istic s When faced with selecting a subset of things (in the case
of the p -median, facilities to open) that will optimize some ob jective, there
are numerous tactics or \rules-of-thumb" that quickly suggest themselves.
The most common is a sequential approach that begins by evaluating each
site individually and selecting the one facility site that yields the greatest
impact on the ob jective. That facility site is then ¯xed open. The location
of the next facility is then identi¯ed by enumerating all remaining possible
locations and choosing the site that provides the greatest improvement in
the ob jective. Each subsequent facility is located in an identical manner. The
method stops when the required number of facilities, p , have been sited.

For obvious reasons, this approach is known as a greedy heuristic. More
speci¯cally it is called G reed y-A d d since there is a reverse approach known
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as G reed y -D ro p . Greedy-Drop starts with facilities located at all potential
sites, and then removes (drops) the facility that has the least impact on the
objective function. We continue to drop facilities until p facilities remain.

Im p r o v e m e n t h e u r istic s While both the Greedy-Add and the Greedy-
Drop heuristics are e®ective at identifying a feasible solution with modest
computational e®ort, neither can be relied upon to consistently produce good
solutions. Therefore, several di®erent approaches have been developed that
begin with a good (or at least feasible) solution and seek to improve upon it.
Not surprisingly, these are known as improvement or search heuristics.

One of the earliest improvement heuristics is the neighborhood search
algorithm (Maranzana, 1964) . In this method, we begin with any feasible so-
lution or speci¯cally a set of p facility sites. Demand nodes are then assigned
to their nearest facility. The set of nodes assigned to a facility constitutes
a \neighborhood" around that facility. Within each neighborhood, the 1-
median problem can be solved optimally by simply evaluating each potential
site in the neighborhood and selecting the best. The facilities are then relo-
cated to the optimal 1-median locations within each neighborhood. Then, if
any facility sites are relocated, new neighborhoods can be de¯ned and the
algorithm is repeated. This cycle continues until there are no further changes
in the facility sites or neighborhoods.

The most widely known improvement method was introduced by Teitz
and Bart (1968) . The basic idea is to move a facility from the location it
occupies in the current solution to an unused site. Each unused location is
tried in turn and when a move produces a better ob jective function value,
then that relocation is accepted and we have a new (improved) solution.
When an improved solution is obtained, the search process is repeated on
the new solution. The procedure stops when no better solution can be found
via this method. This heuristic is known as an \interchange" , \exchange" or
\substitution" approach, because it can be thought of as exchanging an open
site with one of the unused sites. Although commonly used as an algorithm
for the p -median problem, this approach has been found useful in innumerable
facility location models.

While seemingly straightforward in concept, the exchange heuristic has a
number of alternative approaches that can be used in implementing it. One,
of course, is the process described above, where every time an exchange is
found that yields a better solution, the search process is restarted and applied
to improve this new solution. Alternatively, we could select the best solution
after considering all possible moves for a given facility site, or even choose
the best after all possible exchanges for all sites are examined. There are
many other variations possible, and these often in°uence the computational
speed of the heuristic. The most e±cient implementation of the exchange
algorithm was presented by Whitaker (1983) . His \Fast Interchange" method
is described in detail in Hansen and Mladenovic (1997) .
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One issue in using improvement heuristics is to decide how the initial so-
lution is generated. An obvious choice is to use the result of another heuristic,
such as one of the greedy heuristics mentioned earlier. However, since the in-
terchange heuristic is relatively fast, many analysts have applied it to a series
of randomly generated solutions, selecting the best solution among all of the
local optima found as the one to be implemented.

The variety of local optima identi¯ed in repeated applications of an in-
terchange heuristic often have an interesting characteristic the solutions are
quite similar in the set of sites chosen for open facilities. Rosing and ReVelle
(1997) used this characteristic in developing their Heuristic Concentration
approach. In this methodology, the selected sites from a number of locally
optimal solutions are used as a reduced set of potential facility sites. This
reduced set produces a smaller model that can then be to be solved more
e±ciently using conventional optimization technology. In most search heuris-
tics, each iteration of the search focuses on a \neighborhood" of the solution
it is trying to improve (the current set of open facilities) . Rosing and ReVelle,
however, treat a neighborhood not as the set of nodes assigned to a facility,
but rather as the set of solutions that can be examined around the current
solution. For the interchange heuristic, the neighborhood is de¯ned as that
set of solutions that can be reached by a single exchange.

In a strategy designed to escape local optima, Hansen and Mladenovic
(1997) present a \variable neighborhood" search algorithm for solving the p -
median problem. In their approach, they extend the notion of neighborhood
with a distance measure. That is, the neighborhood at a distance of k from
a current solution is the set of solutions that can be obtained by moving k
facilities. The algorithm performs an intensive local search (similar to the in-
terchange algorithm outlined above) on the current solution until it settles in
a local optima. It then diversi¯es the search by randomly selecting a solution
from a neighborhood at a distance of k from the current best solution. The
process continues, incrementing k , until some exogenously speci¯ed maximum
value of k is attained. The algorithm compares very well with conventional
heuristics as well as the enhancements provided by tabu search.

The problem with many search heuristics is that, instead of yielding the
sought-after optimal solution, they become `stuck' in local optima. More re-
cently, researchers have sought to apply heuristics in a more thoughtful or
\intelligent" manner. The strategy is to use what is known as a metaheuristic
to guide the application of a core search heuristic. The intent is to help them
break out of local optima and explore other regions of the solution space.

One of the earliest metaheuristics is Tabu search (Glover, 1989, 1990;
Glover and Laguna, 1997; Hansen, 1986) . The basic procedure employs \tabu"
restrictions, which inhibit certain moves (exchanges) . The tabu restrictions
are generally implemented with a short-term memory function to make them
time-dependent. That is, after a certain number of iterations, the moves are
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no longer tabu. There are also \aspiration criteria" which allow very good
solutions to overcome any tabu status.

Designing tabu search heuristics involves de¯ning what types of moves to
restrict and the nature of the aspiration criteria and short-term memory to
utilize. In addition to these features, most tabu search designs include other
strategies such as a long-term memory function to diversify the search into
other areas of the solution space. Examples in the literature of tabu search
applied to location problems include: Hub location (Klincewicz, 1992; Skorin-
Kapov and Skorin-Kapov, 1994) , the location-routing problem (Tazun and
Burke, 1999) , multicommodity location (Gendron and Potvin, 1999) , and the
p -median (Rolland, et al, 1997) .

L a g r a n g e a n r e la x a tio n When using any heuristic, we are trading o® sav-
ings in solution time against the quality of the solution. While the heuristics
discussed above often ¯nd good solutions to a variety of location problems
and do so relatively quickly, it is di±cult to evaluate the tradeo® since we
have no way of knowing how far from optimality those solutions are. Without
having the optimal value of the ob jective function available for comparison,
we can sometimes approximate the di®erence between a heuristic's solution
and the optimal solution by ¯nding bounds. Worst-case bounds are one type
that has been the focus of considerable research. Such bounds are the greatest
distance from optimality the heuristic solution will be when solving the theo-
retically worst of all possible problem instances. Unfortunately, while they are
theoretically precise, these bounds are often quite far from optimality (thus
providing little insight) . Fortunately, the average performance of heuristics is
often far better than these worst-case bounds would indicate.

One of the primary attractions of the technique known as Lagrangean
relaxation is that it provides both upper and lower bounds on the value of
the ob jective function (Fisher, 1981) . That is, we know the optimal ob jective
function value lies between the value of the best feasible solution found and
a value that it can be no better than. The di®erence between the bounds is
known as the \gap."

Lagrangean relaxation replaces the original problem with an associated
Lagrangean problem whose optimal solution will provide a bound on the
objective function of the original problem. This is done by eliminating (i.e.
relaxing) one or more of the constraints of the original model and adding these
constraints, multiplied by an associated Lagrange multiplier, to the ob jective
function. The idea is to relax constraints that will result in a relaxed problem
that, given values of the multipliers, is much easier to solve optimally. The
role of these multipliers is to drive the Lagrangean problem toward a solution
that satis¯es the relaxed constraints. Unfortunately, determining the values
of the optimal Lagrangean multipliers is generally very di±cult. In essence,
the Lagrangean relaxation approach replaces the problem of identifying the
optimal values of all of the decision variables with one of ¯nding optimal or
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good values for the Lagrange multipliers. Most Lagrangean-based heuristics
use a search heuristic to identify the optimal multipliers. The most common
routine will be discussed below.

A major bene¯t of Lagrangean-based heuristics is that they generate
bounds (i. e. lower bounds on minimization problems and upper bounds on
maximization problems) on the value of the optimal solution of the origi-
nal problem. For discussion purposes, we will limit ourselves to minimization
problems like the four basic models presented in section 3.2. For any set of
values for the Lagrangean multipliers, the solution to the Lagrangean model
is less than or equal to the solution to the original model. Therefore, the La-
grangean solution is a lower bound on the solution to the original problem.
However, all lower bounds are not created equal; the higher the bound, the
smaller the gap in which the true optimal solution can be found.

The solution to the Lagrangean problem for any given values of the La-
grange multipliers will generally violate one or more of the relaxed con-
straints. Many Lagrangean based algorithms incorporate additional heuristics
to convert these infeasible solutions to feasible ones. In this way, they can pro-
duce good solutions to the original model. The best feasible solution among
those found by the procedure at any point, represents the upper bound on
the value of the true optimal solution. The di®erence between the upper and
lower bounds is referred to as the \gap." If the gap reaches zero (or some
minimum value based on the integer properties of the model) then we have
found the optimal solution. Otherwise, when the gap gets su±ciently small
(e.g. less than 1%) , the analyst may stop the procedure and be satis¯ed that
the current best solution is within 1% of optimality.

The primary challenge in applying Lagrangean relaxation is in selecting
which constraints to relax. The goal is to end up with a relaxed problem that
can be solved very easily, and result in good lower bounds. Since the relaxed
model may have to be solved hundreds or thousands of times in the search
for the best multiplier values, the ease of solution is critical to the success of
the approach. Ideally, the relaxed problem ought to be solvable by inspection
or by a simple sorting the ob jective function coe±cients.

An excellent tutorial on the general application of Lagrangean relaxation
can be found in Fisher (1985) . An exposition of its use in location models is
in the text by Daskin (1995) . To make our discussion of Lagrangean relax-
ation more concrete, consider its application to the p -median problem, which
follows.

Recall the p -median formulation given above. Suppose we relaxed the
constraints (3.22) . When these constraints are multiplied by Lagrange mul-
tipliers, we obtain the following model:
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x j = p (3.47)

y ij ¡ x j · 0 8 i 2 I ;j 2 J (3.48)
x j 2 f0;1g 8 j 2 J (3.49)

y ij 2 f0;1g 8 i 2 I ;j 2 J (3.50)
Note that the ob jective function L in (3.46) is minimized with respect

to the original (location and assignment) variables (x j and y ij , respectively)
and is maximized with respect to the Lagrange multipliers (¸ i) . The largest
value of L over all iterations of the procedure represents a lower bound on
the objective function for the original p -median model.

As we discussed earlier, the overall approach is to, iteratively, 1 ) set values
of the multipliers, 2) solve the Lagrangean model and 3) adjust the multi-
pliers. To do this e®ectively, we must construct a procedure which e±ciently
solves for x j and y ij when we are given values for the multipliers. In (3.46) ,
when the ¸ i are known, the last term is a constant and can be ignored. The
objective is thus seen to be a direct function of the y ij , but, as in many
location problems, if we have the values of the facility siting variables (x j
in this case) , we can derive the values of the remaining variables. That is,
when x j = 0, the y ij must = 0, and there is no impact on the ob jective.
When x j = 1, then the y ij can be either = 0 or 1 . To minimize the ¯rst
term of the ob jective function we would like to set any y ij = 1, if the as-
sociated (h id ij ¡ ¸ i) is < 0. The remaining y ij can be 0. Thus, to see the
overall in°uence on the ob jective function of setting a particular x j = 1, we
calculate V j , which is de¯ned as

P
i

minf0;h i;d ij ¡ ¸ ig . If we rank order the
V j values from smallest to largest, we can identify the ¯rst p values and set
the corresponding x j variables = 1. Then y ij = 1, if x j = 1 and (h id ij ¡ ¸ i) is
< 0. This procedure yields the minimum objective function value for a given
set of ¸ i.

The Lagrangean solution found above may not be feasible for the original
p -median model since the constraint we relaxed may be violated (demand
nodes i may not be allocated to only one facility. ) We can, however, develop a
feasible solution by simply assigning the demand points to their nearest open
facility. The resulting value of the p -median ob jective function represents an
upper bound on the optimal solution. The best of the feasible solutions found
over all iterations would also have the best (lowest) upper bound.

The ¯nal task is to modify the multipliers based on the solutions just
obtained. (See Bazaara and Goode, 1979, for a survey of various methods. )
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A common approach is subgradient optimization. Brie°y, after any iteration
t, the Lagrangean multipliers are updated as follows:

¸ t+ 1i = max

8<:0;¸ ti ¡ T t
0@X

j

y tij ¡ 1
1A9=; 8 i

where

T t = ¢

266666664
Z ¡ Z tlX

i

0@X
j

y tij ¡ 1
1A2

377777775
t = an index of iterations =1,2,3, :::

Z = best (smallest) feasible solution value
Z tL = Lagrangean value from current iteration (t)

Typically, ¢ is initially set to 2. Then, if there has been no improvement in
the lower bound over some pre-speci¯ed number of iterations (e.g. 200) , then
¢ is replaced with ¢

2 . All ¸ i are sometimes then reset to the values used to
obtain the current best lower bound. Since the procedure is not guaranteed to
terminate at optimality, it is usually stopped after reaching a certain number
of iterations (e.g. 1000) or when ¢ becomes su±ciently small. If the gap is not
su±ciently small at the end of the Lagrangean procedure, the entire process
can be embedded in a standard branch and bound algorithm.

For a numerical example of this procedure, the interested reader is di-
rected to Daskin (1995) .

3 .9 C o n c lu sio n s

Discrete network location problems have attracted the attention of both re-
searchers and practitioners for several decades due to (1) the practical value
of such models in both private and public-sector decision-making contexts,
(2) the ever-present need and desire to incorporate increasingly realistic con-
straints and objectives into the models, (3) the challenges associated with
solving the models and (4) the ability of the basic formulations to represent
important decision-making issues in contexts far removed from a facility lo-
cation environment. These four factors continue to this day and are likely to
be present for years to come. We anticipate continued research, development
and application of the models we have outlined.

Several areas of potential research and development warrant particular
attention. Since location decisions are inherently strategic and long-term
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in nature, they often entail balancing con°icting ob jectives held by multi-
ple constituents. This suggests four important developmental needs. First,
multi-ob j ective modeling will become increasingly important. Since most of
the single objective problems are NP-hard, their multi-ob j ective extensions
are also NP-hard. Thus, it will be important to develop e±cient and e®ective
heuristic algorithms for identifying non-inferior solutions for multi-ob jective
location problems. Methods for evaluating the quality of the solutions at-
tained by such algorithms will need to be developed as well.

Second, long-term location decisions impact and constrain the shorter-
term tactical and operational decisions made after facilities are in place. Such
decisions include production scheduling and planning, inventory management
and vehicle routing. Thus, the development of models that integrate facility
location decisions with approximations of such tactical and operational deci-
sions will be another important area for future work. One promising approach
to such integrated problems is stochastic programming (Birge and Louveaux,
1999) .

Third, as the famous philosopher (and baseball player) Yogi Berra once
observed, \It's tough to make predictions, especially about the future." Thus,
it is impossible to predict the future conditions under which facilities will
operate. Therefore, it is important that models and solution algorithms be
developed that account for future uncertainty explicitly and that identify
solutions that are robust with respect to this uncertainty (Kouvelis and Yu,
1996) .

Finally, public and private sector facilities interact with other parts of the
infrastructure (e.g. , highways, airports, rail lines, ports, production facilities
and equipment) . Embedding facility location modeling approaches in more
general network design algorithms will also be an important and challenging
area for future work. For example, in locating production facilities, managers
need to consider not only the location of the plants, but the equipment that
will be housed in the plant (ReVelle and Laporte, 1996) .
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