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Objectives: To compare the usability of different Picture Archiving and Communication Sys-

tem (PACS) workstations, determine whether a usability test has added value with respect to

the traditional way of comparing PACSs based on functional requirements, and to evaluate

the appropriateness of a task-based methodology for a PACS usability test.

Methods: A task-based usability test of four PACS workstations was performed. Radiologists’

subjective responses to the PACSs and their performance on the tasks were measured. To

mimic the traditional PACS selection process, two functional requirements were defined

which the PACSs met in varying degrees. The focus of the usability test was on the aspects

of the PACS related to these requirements. The usability results were compared to the PACSs’

ability to meet the functional requirements.

Results: One PACS outperformed the other PACSs both in terms of subjective preference

and task performance, indicating its superior usability. There were differences in usability

between PACSs with identical functionality. Also, a PACS with theoretically advantageous

functionality for a given task did not necessarily have better usability for this task than a

PACS without this functionality. There was a discrepancy between participants’ subjective

preferences and their task performance, which indicates that it is vital to include perfor-

mance measures in the usability assessment so that it accurately reflects the efficiency of

interaction.

Conclusions: The differences in usability between PACSs with identical functionality indicate

that functional requirements alone are insufficient to determine a PACS’s overall quality.

A usability test should therefore be used in addition to a functional requirement list in a
PACS selection process to ensure that a hospital buys the PACS with the highest quality. A

task-based usability evaluation methodology, which yields both subjective preference data

and objective performance data of radiologists interacting with the PACS, is very suitable

for such a usability test.

range from desirable features to knock-out criteria and are
. Introduction

any hospitals currently have a Picture Archiving and Com-

unication System (PACS) that has been in operation for many

ears. Several of these hospitals have decided to put out bids
or a new PACS. Traditionally, the decision regarding which
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PACS to buy is based on the vendor’s ability to meet a list
of requirements defined by the hospital. These requirements
based on demands of the IT staff, radiologists, PACS admin-
istrators, management, and other stakeholders within the
hospital.

erved.
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A limitation of this method is that it assesses a PACS’s qual-
ity solely on the basis of functionality, and does not consider
how the functionality is implemented. This implementation
determines the PACS’s usability: the effectiveness, efficiency,
and satisfaction with which radiologists can interact with it
[1,2]. Because the PACS plays such a crucial role in the radiolog-
ical workflow, the quality of interaction between radiologists
and the PACS is very important, and usability should there-
fore be a major decision criterion in the PACS selection
process.

Because of the importance of the interaction between
health care professionals and technology, usability evalu-
ations are becoming increasingly common in the medical
domain [3]. Most of these evaluations (e.g. [4–6]) are per-
formed on a single system and aim to determine how its
usability might be improved. Comparative usability studies
require a different approach, because they need to yield
a quantitative representation of usability that allows for
a comparison between multiple systems. These kinds of
studies are much rarer. To our best knowledge, there are
only two previously published multi-vendor PACS usability
evaluations [7,8]. Both these studies assessed usability by
measuring radiologists’ subjective responses to the PACS.
This is a valid and widely used method to measure usabil-
ity, but it is not optimal for a PACS usability test, because
subjective measures do not always reflect the efficiency of
interaction with a system. Several studies have shown that
subjective measures correlate with performance measures
[9–11], but there are also studies that show that these meas-
ures do not correspond [12,13]. Even when the measures
do correlate, the correlation is never extremely strong, so
measuring performance data provides additional informa-
tion about a system’s usability that is not contained in
the subjective measures [10]. Due to the increasing work-
load radiologists face [14,15], the efficiency with which
they can work with the PACS is essential and should
therefore be accurately represented in a PACS usability assess-
ment.

In this study, we performed a task-based usability test of
four different PACS workstations, in which four radiologists
completed a set of predefined prototypical tasks on each PACS.
In addition to subjective usability data, this methodology
allowed us to obtain objective performance data (e.g. the time
needed to perform certain tasks), which reflect the efficiency
with which radiologists can work with the PACS. We aimed
to compare the usability of the PACSs, determine whether a
usability test has added value with respect to the traditional
way of comparing PACSs based on functional requirements,
and to evaluate the appropriateness of a task-based method-
ology for a PACS usability test.

2. Methods

2.1. Participants
Three board certified radiologists and one fifth-year radiology
resident participated in the test (age range 33–46, mean age:
36.5).
l i n f o r m a t i c s 8 3 ( 2 0 1 4 ) 27–36

2.2. Apparatus

The workstation consisted of a Barco 6MP MDCC-6130 30.4 in.
monitor and a Barco 2MP MDRC-2120 20.1 in. monitor con-
trolled by a PC workstation with a Barco graphics card.
This is the same setup radiologists at our hospital normally
work with. Participants interacted with the system through a
standard mouse and keyboard. RUI (Recording User Input) ver-
sion 2.02 [16] was used to log the mouse movements, mouse
clicks and key presses. The large screen was recorded by a
Logitech Webcam Pro 9000 and the small screen by a Logitech
Webcam C110. Each webcam was connected to a different PC.
Both PCs recorded with Logitech Webcam Software. Both the
webcams and the key/mouse logger recorded the system time
of the workstation PC so that their outputs could be synchro-
nized. We used webcams instead of screen capture software
because screen capturing of such high resolution monitors
could affect the performance of the workstation.

2.3. Materials

The usability test consisted of six scenarios and a question-
naire. Each scenario consisted of a set of tasks participants had
to perform. The scenario set was carefully designed, in con-
sultation with several radiologists, to be as representative of
a radiologist’s daily work as possible. The scenarios and ques-
tionnaire aimed to evaluate common interactions with a PACS
and were not specifically designed for any of the four PACSs
used in this study. All scenarios were based on studies from
the top ten most frequently occurring studies in our hospital
(shown in Appendix A). The scenarios are shown in Table 1.

The patient images used in the scenarios were col-
lected from our hospital’s database. The DICOM header
was anonymized and the images were subsequently stored
in a local database. During the anonymization process,
the patient’s name and patient identification number were
replaced with the scenario number. Each scenario contained
multiple studies of the same patient. In addition to the images
necessary for completing the scenarios, each scenario except
Scenario 6 also contained images of that same patient that
were irrelevant to the scenario. These studies were included to
make the selection of relevant studies realistic and not trivial.

The questionnaire consisted of 19 statements regarding the
usability of the PACS. Participants were asked to indicate the
extent to which they agreed with each statement on a five-
point Likert scale with the following levels: strongly disagree,
disagree, neutral, agree and strongly agree. There were also
two text fields in which participants could indicate additional
positive and negative aspects of the PACS. The entire ques-
tionnaire is shown in Appendix B.

2.4. Design and procedure

Four PACSs were compared in the test. For legal reasons, we
anonymized the names of the PACSs and refer to them as PACS
A, B, C, and D. To mimic the process of PACS selection based

on a list of functional requirements, we defined two require-
ments for the PACSs, one which was met by only two PACSs
(automatic retrieval of images from relevant previous stud-
ies) and one which was met by all four (measurement tools)

dx.doi.org/10.1016/j.ijmedinf.2013.10.003
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Table 1 – Scenarios used in the usability test.

Scenario Modality Body part Clinical information Task

1 CR/DX Knee Osteoarthritis? • Retrieve the new and old images
– Does this patient have osteoarthritis?
– Zoom in on the patella in the old and
new lateral images

2 CR/DX Thorax Follow-up pleural fluid,
infiltrates

• Retrieve the new and old images
– Is there an increase in pleural fluid?
◦ Determine the cardio-thoracic ratio in
the old and new images
– Place the relevant older study next to
the other studies. Maintain the temporal
order of the studies

3 CT Thorax Hypoxemia with syncope,
unknown cause.
Indications of a pulmonary
embolism?

• Retrieve the new images
◦ Determine the CT density
– Adjust the window level based on the
CT density
- Does this patient have a pulmonary
embolism?

4 CT Brain Planning of intracystic
treatment with interferon
alfa

• Retrieve the new and old images
– Align the old and new images with the
3D viewer
◦ Measure the lateral ventricle size in the
old and new images

5 MRI Brain Lesion around aqueduct
L > R, DD inflammation or
malignancy. Patient
received high-dose steroid
therapy. Follow-up lesion;
nature?

• Retrieve the new and old images, do not
retrieve the localizers
– Determine the nature of the lesion

6 MRI Brain Tuberous sclerosis, frontal
lobe epilepsy. Last MRI is
from 2010. Follow-up
tuberous sclerosis: increase
in tumor size?

• Retrieve the new and old images, do not
retrieve the localizer and position marker
– Has the tumor increased in size?
◦ Measure the tumor
– Make a screen capture of the tumor
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The clinical information was copied from the diagnosis request lette
measured on the image retrieval tasks (indicated by a solid circle) an

Table 2). The main focus of our study was on the usability of
he aspects of the PACSs relevant to these two functionalities
retrieving images and performing measurements). This was
one in order to be able to evaluate the benefits of a usabil-

ty test relative to a functional requirement list. If there would
e no differences in usability of the measurement tools, and
nly a difference between the two PACSs that could automat-

cally retrieve previous studies and those that could not, the
sability test would not add any discriminating power to the
equirement list.

Participants received a sheet of paper containing the

nstructions and clinical information for each scenario. The
asks shown in the right column of Table 1 were explicitly
tated on the instruction sheet. Participants were instructed to

Table 2 – Functional requirement list.

Functionality PACS A

Automatic retrieval of previous studies No
Measurement tools Yes

The degree to which the different PACSs met the functional requirements
PACS related to these requirements.
e most recent study in the scenario. Participants’ performance was
measurement tasks (indicated by an empty circle)

perform the tasks as well and fast as possible. In all scenarios,
participants had to retrieve the most recent study and, with
the exception of Scenario 3, a relevant previous study of the
scenario’s patient. The date of the previous study was included
in the instructions to ensure that it was perfectly clear to the
participants which study they were supposed to retrieve. The
studies were presented in the PACS’s worklist.

Because this study is not concerned with diagnosis quality,
participants did not have to make an official diagnostic report.
Instead, for the diagnosis participants simply had to answer
a yes or no question (in Scenarios 1–3 and 6), or a question to

shortly describe the patient’s lesion (in Scenario 5). Scenario 4
did not contain a diagnostic question. Participants wrote the
answers to the diagnostic questions on an answer sheet. When

PACS B PACS C PACS D

Yes No Yes
Yes Yes Yes

we defined. The focus of the usability test was on the aspects of the

dx.doi.org/10.1016/j.ijmedinf.2013.10.003
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participants had to make a measurement, they also wrote the
value they measured on the answer sheet.

Each scenario was divided into several tasks. Some tasks
were strictly defined and aimed to probe a certain aspect of the
PACS. The other tasks, regarding the diagnosis, were loosely
defined and gave participants the opportunity to interact with
the PACS in a natural and unconstrained way. Performance
was measured on the tasks involving image retrieval and mea-
surements.

We used a within-subject design with PACS as within-
subject factor. The experiment was divided into four sessions,
one for each PACS. The sessions took place over the course of
two months. It was not possible to counterbalance the order
of the PACSs due to their limited availability for this study. Par-
ticipants’ first session was with PACS A, the second with PACS
B, the third with PACS D and the fourth with PACS C.

Prior to each session, participants attended a presentation
in which a representative of the PACS vendor demonstrated
the workings of the PACS interface and explained how to
perform the actions required to complete all tasks in the sce-
narios. Participants did not interact with the PACS during this
presentation.

2.5. Data analysis

We measured the execution times and number of button
presses (i.e. mouse button clicks and key presses) of the tasks
involving image retrieval and measurements, the answers to
the diagnostic and measurement questions, and the answers
to the questions on the questionnaire.

We examined the webcam videos of participants to deter-
mine the start and end times of the tasks. The start time was
defined as the moment the participant initiated the execu-
tion of the task. The end time was defined as the moment the

last action of the task had been performed and, in the image
retrieval tasks, the correct images were displayed on the large
screen. To determine the number of button presses for each
task, we wrote a script that counted the number of mouse
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Fig. 1 – Total task execution time (left) and number of button pre
all PACSs. Each plotting character represents one participant.
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clicks and key presses in the log file between a certain start
and end time.

To allow for quantitative analysis of the questionnaire data,
the levels of the Likert scale were converted to numerical val-
ues as follows: strongly disagree = 0, disagree = 1, neutral = 2,
agree = 3 and strongly agree = 4.

One-way repeated measures ANOVAs with PACS as within-
subject factor were used to test for differences in image
retrieval performance, measurement performance, and sub-
jective responses between the PACSs. Paired t-tests were used
to assess between which PACSs the differences occurred.

3. Results

Fig. 1 shows the total task execution time and number of but-
ton presses (i.e. mouse clicks and key presses) of the image
retrieval tasks per participant for all PACSs. Visual inspection
of the data indicates that all participants performed the image
retrieval tasks fastest on PACS B. A repeated measures ANOVA
of task execution time with PACS as within-subject factor
showed that there was a significant difference between the
PACSs (F(3,9) = 12.997, p = .001, �2 = .812). Paired t-tests showed
that this difference was between PACS A and B (t(3) = 3.671,
p = .035), PACS B and C (t(3) = −4.569, p = .020), and PACS C and
D (t(3) = 7.830, p = .004). There were no other significant differ-
ences between the PACSs.

A repeated measures ANOVA of number of button presses
with PACS as within-subject factor also showed a significant
difference between the PACSs (F(3,9) = 8.647, p = .005, �2 = .742).
Paired t-tests showed that this difference was between PACS A
and B (t(3) = 5.263, p = .013), PACS B and C (t(3) = −3.400, p = .042),
and PACS C and D (t(3) = 0.015, p = .015). There were no other
significant differences between the PACSs.

Fig. 2 shows the total task execution time and number

of button presses of the measurement tasks per participant
for all PACSs. A repeated measures ANOVA of task execution
time with PACS as within-subject factor showed that there
was a significant difference between the PACSs (F(3,9) = 4.003,
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B was the only PACS to receive strongly positive ratings. A
repeated measures ANOVA of subjective response regarding
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= .046, �2 = .572). Paired t-tests showed that this difference
as between PACS C and D (t(3) = 3.890, p = .030). There were
o other significant differences between the PACSs, although
isual inspection of the data shows that all participants
erformed faster on PACS D compared to PACS A, and all par-
icipants except one performed faster on PACS B compared to
ACS A and C.

All participants needed the fewest button presses to com-
lete the measurement tasks on PACS B. A repeated measures
NOVA of number of button presses with PACS and task as
ithin-subject factors showed that there was a significant dif-

erence between the PACSs (F(3,9) = 9.373, p = .004, �2 = .758).
aired t-tests showed that this difference was between PACS

and B (t(3) = 3.598, p = .037), PACS B and C (t(3) = −25.000,
< .001), and PACS B and D (t(3) = −4.700, p = .018). There were
o other significant differences between the PACSs.

Fig. 3 shows the mean subjective response per partici-
ant for all PACSs. All participants except one rated PACS B
igher than the other PACSs. A repeated measures ANOVA
f mean subjective response with PACS as within-subject
actor showed no significant difference between the PACSs
F(3,9) = 2.033, p = .180, �2 = .404).

Fig. 4 shows the results of the questionnaire items
egarding image retrieval (Appendix B, Item 18) and measure-

ents (Appendix B, Item 16). There was a large between-
articipant variability in the image retrieval responses. Each
articipant rated PACS C differently, and two participants gave
ACS D a strongly negative rating, while the other two rated
t positively. All but one participant rated PACS B positively. A
epeated measures ANOVA of subjective response regarding
mage retrieval with PACS as within-subject factor showed
hat there was no significant difference between the PACSs
F(3,9) = 1.548, p = .268, �2 = .340).

There was a large discrepancy between participants’ pref-

rence and their performance on the image retrieval tasks.
wo participants (light blue circle and red triangle) rated PACS

higher than PACS A, while their performance was better
with PACS A. One participant (red triangle) rated PACS C and D
higher than PACS B, while his performance was far better with
PACS B. One participant (gray square) rated PACS C higher than
D, while his performance was better with PACS D. One partic-
ipant (blue diamond) gave PACS A, C and D the same rating,
while he performed much better on PACS D. One participant
(light blue circle) gave PACS B, C and D the same rating, while
he performed better on PACS B and D than on C.

PACS B and C did not receive any negative ratings for
their measurement tools, while the other PACSs did. PACS
PACS

Fig. 3 – Mean subjective response per participant for all
PACSs. Each plotting character represents one participant.
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participant.

no significant difference between the PACSs (F(3,9) = 2.000,
p = .185, �2 = .400).

There was also a discrepancy between participants’ prefer-
ence and their performance on the measurement tasks. One
participant (gray square) rated PACS D negatively and the other
PACSs positively, while his performance was by far worst on
PACS A. One participant (blue diamond) gave PACS A, B and
C the same rating, while he performed best on PACS B. One
participant (red triangle) rated PACS C and D the same, while
he performed better on PACS D.

4. Discussion

In this study, we used a task-based usability test to compare
the usability of four PACS workstations. The mean subjective
responses showed that all participants except one preferred
PACS B to the other PACSs. The performance data showed
that participants performed the image retrieval tasks and the
measurement tasks more efficiently on PACS B than on the
other PACSs. These results indicate that PACS B had better
usability than the other PACSs.

The subjective preference for PACS B can be attributed
to several factors. Firstly, the information on the screen
(e.g. images, patient information, and function icons) was
presented in a very organized way, producing a calm and
uncluttered working environment. Participants liked the
PACS’s menu structure, which was formed by a toolbar consist-
ing of multiple tabs, each with a different set of functionalities
(similar to the Ribbon in Microsoft Office 2007 and later). They
also indicated that the functionalities were easy to use and
that the interface was very responsive: providing quick feed-
back to their actions. The PACS also provided effective display

protocols and allowed participants to easily compare multiple
studies.

Prior to the test, we defined two functional requirements:
automatic retrieval of images from previous studies (which
PACS B and D provided and the other PACSs did not) and
measurement tools (which all PACSs provided). The perfor-
mance results showed that participants performed the image
retrieval tasks fastest on PACS B. The difference between this
PACS and PACS A and C would be expected based on the fact
that it had useful image retrieval functionality that PACS A and
C did not have. The difference between PACS B and D, however,
could not have been predicted by functionality requirements
and can only be explained by a difference in usability between
these PACSs. This difference was due to the fact that in PACS
D, participants had to select the patient, wait for a pop-up
window with the diagnosis request letter to appear, and then
click on the ‘view’ button. In PACS B, participants could retrieve
all relevant images by simply double clicking on the patient,
which is more efficient. Participants even performed as fast in
PACS A as in D, even though they had to manually retrieve the
previous study in this PACS.

The button presses data showed a similar pattern as the
task execution time data, although there was no clear dif-
ference between PACS B and D. The subjective responses
regarding image retrieval did not show any significant differ-
ences, although PACS B was rated positively most often.

There were also differences in performance between the
PACSs on the measurement tasks. Participants performed
faster on PACS B and D than on PACS A and C. The slower
performance on PACS A was caused by the fact that partici-
pants had to activate viewports (by clicking in them) in order
to measure in them, and the fact that the measurement tools
were deactivated after each use so that when participants had
to make consecutive measurements, they had to reselect the
measurement tool each time. Also, the tool to measure the
CT density was placed at an illogical location in the menu (it
was not in the ‘measurement’ submenu), which made it more

difficult to find.

In PACS C, viewports also needed to be activated before
they could be measured in. Furthermore, multiplanar recons-
tructions (MPRs) were generated in separate tabs so that when

dx.doi.org/10.1016/j.ijmedinf.2013.10.003
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articipants had to measure in MPRs of different series, they
ad to switch between the tabs. Selected tools in the tool-
ar were not identical between tabs, so participants had to
eselect the measurement tool when switching to another
ab.

In PACS B and D, viewports were automatically activated
hen they were measured in. As in PACS A, the measurement

ools were deactivated after each use in PACS D, but this did
ot cause participants to perform slower on this PACS than on
ACS B.

Because PACS B required fewer actions to perform mea-
urements than the other PACSs, participants needed fewer
utton presses in the measurement tasks on this PACS.

There were no statistically significant differences between
he PACSs in subjective ratings of the measurement tools.
owever, only PACS B and C were unanimously given a positive

ating.
In line with [12,13], we found a discrepancy between the

ubjective responses and the performance data. Participants’
ubjective ratings regarding image retrieval and measure-
ents did not accurately reflect their performance on these

spects of the PACS. As Bailey [12] pointed out, users tend
o integrate their preferences into their judgments of the
fficiency of a system. This tendency was also observed in
ur study. The most extreme example of this is that one
articipant expressed a strong dislike for PACS B’s image
etrieval capabilities because an error occurred during one
mage retrieval task (the error was caused by the participant
ccidentally opening a second instantiation of the PACS). This
aused him to rate the efficiency of this PACS’s image retrieval
apabilities negatively, while he actually performed the image
etrieval tasks much faster on this PACS than on the other
ACSs.

The discrepancy between subjective responses and per-
ormance data we found demonstrates the usefulness of
btaining performance data in a usability test, especially

n a domain such as radiology, in which efficiency is very
mportant. Collecting both subjective responses and objec-
ive performance data produces a more accurate, reliable,
nd complete assessment of a PACS’s usability than could be
chieved by measuring either of these data alone.

The validity of the results of a task-based usability test
reatly depends on the quality of the scenario set and the tasks
ithin these scenarios being used. A poorly constructed sce-
ario set will lead to results that have a low generalizability to
he real radiology work environment. It is therefore vital that
he scenarios are developed in consultation with a group of
adiologists to ensure that they are representative of interac-
ion with a PACS in a natural environment and that the tasks
ithin the scenarios represent common interactions with the

ACS. Each scenario should contain a balance between low-
evel strictly defined tasks, on which performance can be

easured, and more loosely defined tasks (such as diagno-
is), which give participants the opportunity to interact with
he PACS in a natural and unconstrained way. In this study we
nly measured performance on two types of tasks. A real-life
ACS usability test should obviously measure performance on

wider variety of tasks.

As long as the scenario set as a whole is a good representa-
ion of the radiologist’s daily work, variations in the specific
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scenarios that are used will not have a large effect on the
results of the usability test. For example, for participants’ abil-
ity to evaluate a PACS’s usability it does not matter whether a
CT thorax or a CT abdomen is used in the scenario set, because
the tasks within these scenarios are similar. Variations in the
scenarios also have minimal effect on the performance data.
When performing a length measurement for example, it does
not matter whether participants measure a lung nodule on a
CT or a brain tumor on an MRI.

The data obtained from the usability test should be trans-
formed in such a way that they can be easily integrated
into the PACS selection process. Common practice in ten-
der procedures for new products is to assign a score to each
vendor for each item on the requirement list, after which
a weighted average score is calculated. The different usabil-
ity measures could be combined into a single usability score
that can serve as an additional requirement to the functional
requirement list. The weight of the usability requirement
relative to other requirements can be determined by the
hospital. An excellent way of standardizing usability meas-
ures and combining them into a single score is described in
detail in [10]. Another (somewhat less elegant) possibility is to
define each different usability measure as a separate require-
ment.

Besides the value of usability from a user’s perspective, it is
also interesting from a business perspective. To illustrate: the
difference in mean execution time of the image retrieval tasks
between PACS B and D was 111.25 s. These data consisted of
six patients, so the difference was 18.54 s per patient. Our hos-
pital’s radiology department diagnoses approximately 200,000
patients per year. This means that having PACS B instead of
D would save 1030 h per year, which is equivalent to o.5 FTE
(based on a 40-h work week), and this is only for one type of
task.

A limitation of this study was that only four participants
were used. The results of our statistical tests should therefore
be interpreted cautiously. The data of the individual partici-
pants did show clear patterns and by presenting these data
we provided the reader with a way to assess the impact of
the different PACSs on each individual participant. In a real-
life PACS selection process, a larger participant group should
be used for the usability test in order to obtain a more reli-
able and more statistically powerful comparison between the
PACSs.

Another limitation might be that the order of the PACSs was
not counterbalanced, meaning that each participant used the
PACSs in the same order, which could have led to order effects
in the data. Counterbalancing the PACSs was not possible,
because each PACS was only available for this study for a very
short period of time. It is quite likely that order effects occurred
for the tasks involving diagnosis (e.g. participants finding a
lesion faster because they remembered its location from the
session with a previous PACS). However, these tasks were
designed to allow natural interaction with the PACS and were
not used to produce performance data. Possible order effects
in these tasks are therefore not harmful to the validity of the
performance was measured were negligible, because learn-
ing to perform such low-level tasks on one interface does not
necessarily generalize to a different interface. Positive effects
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might occur when the interfaces are very similar, but negative
effects might also occur if they are very dissimilar (e.g. search-
ing for a button in the wrong location based on expectations
from a previous interface). Our results did not show any trends
indicating either positive or negative order effects.

Participants had previous experience with PACS, but not
with the specific PACSs used in this study. Our results might
therefore have been biased by the intuitiveness of the PACSs’
interface. Although ease of learning is also an important
usability aspect, performance results should ideally reflect
skilled performance. Experience is always a confounding fac-
tor in comparative usability tests, but it is impossible to control
for. It is simply not feasible to extensively train each radiologist
on each PACS. However, because we measured performance
on very low-level tasks, which required minimal experience
to perform efficiently, and participants received a thorough
explanation of how to perform the tasks prior to the test, we
believe that the confounding effects of experience were kept
to a minimum.

We only measured the satisfaction and efficiency aspects
of usability and ignored effectiveness. Effectiveness is often
measured using task completion rates or the number of errors
participants make during task execution relative to the num-
ber of opportunities for error in the task. We assumed that
participants would be able to complete all tasks on all PACSs,
which would make task completion rates irrelevant. We did
not measure errors because identifying errors and error oppor-
tunities is time consuming and arguably subjective (there can
be disagreement on what constitutes an error or error oppor-
tunity) [10]. However, including a measure of effectiveness,
especially when more complex tasks are used in the test,
might improve the accuracy of the usability assessment.

The quality of interaction between radiologists and the
PACS workstation is affected by both the PACS software and
the workstation’s hardware. The PACS workstations evaluated
in this study used equivalent hardware, meaning that our
results only reflected differences in software, but our method-
ology is also appropriate for PACS workstations using different
hardware. However, great care should be taken when deciding
how much variability in hardware to allow in the usability test.
Trivial differences in hardware (e.g. using one monitor instead
of two, or a trackball instead of a mouse) should not be allowed
to influence the results. However, when a PACS vendor uses a
piece of hardware in a way that fundamentally changes the
interaction between radiologists and the PACS, and this could
not have been achieved by using the same hardware in com-
bination with different PACS software, this piece of hardware
should be allowed in the test.

We advise hospitals interested in integrating a usability
test into their PACS selection process to use the following
guidelines: (1) interview a group of radiologists in order to con-
struct a set of scenarios that is representative of their daily
work; (2) divide each scenario into several tasks; ensure a
good balance between strictly defined tasks, aimed at eval-
uating performance on a certain aspect of the PACS, and more
loosely defined tasks, aimed at allowing natural interaction

with the PACS; (3) design a questionnaire aimed at evaluating
radiologists’ opinions of the PACS; (4) evaluate the vendors’
responses to the functional requirement list defined by the rel-
evant stakeholders within the hospital and invite the vendors
l i n f o r m a t i c s 8 3 ( 2 0 1 4 ) 27–36

with a sufficient score on these requirements to participate in
the usability test; (5) set up a controlled testing environment
with the workstations of the selected vendors; (6) combine
all usability measures into a single score that can be easily
integrated into the selection process.

5. Conclusion

In the traditional PACS selection process, PACSs are compared
based on the functionality they possess, but not based on
how this functionality is implemented, which determines the
PACS’s usability. The differences in usability we found between
PACSs with identical functionality indicate that functional
requirements alone are insufficient to determine a PACS’s
overall quality. We therefore recommend using a usability test
in addition to a functional requirement list in a PACS selec-
tion process to ensure that a hospital buys the PACS with the
highest quality. A task-based usability evaluation methodol-
ogy, which yields both subjective preference data and objective
performance data of radiologists interacting with the PACS, is
very suitable for such a usability test.
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Appendix A.

The ten most frequently reviewed studies by radiologists and
radiology residents in our hospital in the period December
2011–November 2012. For each modality, the studies were
divided into the following body part categories: skull/brain,
face/neck, spine, upper extremity, heart/aorta, thorax, upper
ity. Ultrasounds were excluded from these data, because
they are reviewed directly after they are made. A review
of an ultrasound on a PACS workstation is therefore not
relevant.
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ppendix B.

he questionnaire used in the test.

ndicate the extent to which you agree with the following statements.

Strongly disagree Disagree Neutral Agree Strongly agree

. This PACS is user-friendly.

. I can work efficiently with this PACS.

. The images are correctly displayed on the screen
automatically.

. It is clearly indicated which images belong to the
old, and which to the new study.

. The screen space is used efficiently.

. It is clear what all the buttons are for.

. The PACS responds predictably to my actions.

. The 3D mode is user-friendly.

. With the 3D mode, I can execute simple 3D tasks
well.

0. I can easily find the functions I need.
1. I can easily compare series.
2. I can easily place images in the viewports.
3. I can easily adjust the window level.
4. I can easily scroll through series.
5. I can easily zoom in and out.
6. I can easily perform measurements.
7. I can easily make screen captures.
8. From the worklist, I can quickly and easily start

with my diagnosis.
9. I would like to work with this PACS/I would
advise to purchase this PACS.
0. Other positive points of this PACS.
1. Other negative points of this PACS.
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Summary points
What was already known on the topic:

• Traditionally, hospitals buy a PACS based on functional
requirements and largely ignore usability.

• Usability determines the quality of interaction
between a user and a system.

• Previous PACS usability evaluations only measured
radiologists’ subjective responses to the PACS.

• The efficiency with which radiologists can work with
the PACS is essential.

What this study has added to our knowledge:

• A usability test provides valuable additional informa-
tion about the quality of a PACS with respect to a
functional requirement list.

• In addition to subjective responses, a PACS usability
test should measure performance so that the results
of the test adequately reflect the efficiency with which
radiologists can work with the PACS.
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