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Parallel Matrix Multiplication 
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Computational Complexity Analysis : 
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When n is very large, every thing is not 
so easy to do without much costs  ! 
     Reading and storing large number of input and output matrix  
       elements demand excessive I/O time and memory space 

    Data reference locality demands many duplications of  the row  
      and column vectors to local processors  
      – The Map functions in MapReduce model. 

    Dot products can be done on the Reduce Nodes  
      in parallel blocks identified by “keys” 

    Demand large-scale shuffle and exchange sorting and grouping  
      operations over all intermediate  <key, value>  pairs , 
      even externally in and out of disks. 

    The task fork out from the master server to all available Map and  
       Reduce servers (workers) may result in scheduling overhead. 
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  Ideas of Parallel Matrix Multiplication  

 •     Each time unit counts the time to carry out the dot product of  
      two n-element vectors. (repeated multiply-and-add operations      
      over a row vector of A and a column vector of B). 

•    In the sequential execution, it take n2 time units to generate the     
      n2  output elements in the product matrix C. Here, the example  
      matrix has an order n = 1,024. 

•     If you partition the matrix into 16 equal blocks. Then, only 256n  
      output elements are generated in each block. Thus 16 blocks   
      can be handled by 16 VM instances in  parallel. 

•    In theory, the total execution time should be shortened to 1/16 of  
     the total sequential execution time, if all communication and  
     memory-access overheads are ignored.   
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Input Matrix 
partitioning  
by row vectors of 
matrix A and by column 
vectors of matrix B or 
by row vector of the  
transposed matrix BT 

32-bit floating-point numbers by IEEE 754-1985 standard, we have to 
handle 2x1024x1024 = 221 such signed FLP numbers from matrices A and B 

Dot Product Parallelization 
into Blocks affect the Reduce 
speed and efficiency in the 
computation section of the  
entire MapReduce process. 

Matrix C 
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 Parallel Matrix Multiplication (Cont’d) 

•      Similarly, if you use 64 VM instances, you should  
     expect a 1/64  execution time. Use up to the  
     maximum number of 128 machine instances, if it  
     is allowed in your assigned Amazon account. 

•     In the extreme case of using n2 instances (1 M or  
      220  instances), you may end up with only one  
      time unit to complete the total execution.   That is  
      not allowed in the AWS platform, realistically  
      speaking. 



Copyright © 2012, Elsevier Inc. All rights reserved. 1 - 10 



Copyright © 2012, Elsevier Inc. All rights reserved. 1 - 11 



Copyright © 2012, Elsevier Inc. All rights reserved. 1 - 12 

Python Code Solution by Risheng Wang, USC, 2011 

 Input Files for left Matrix A and right Matrix B 

(Courtesy of R. Wang, USC, 2011) 



Copyright © 2012, Elsevier Inc. All rights reserved. 1 - 13 

Input Files for left Matrix A and right Matrix B 
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The Output File for Matrix C 
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The Output File for Matrix C 

Block number is the key 
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NB = No. of blocks in each row  
(or in each transposed column) 
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ib  = row index of each block 

jb = column index of the block 

ib * NB + jb  
= Block 
number 

NB = No. of blocks  
         in each row 
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Multiply-and-Add (dot product) 
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A submatrix (128x128) for  
each of 64 = 8x8 blocks, if the 

block size is 128 elements 
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Results on Computing Time  
and Communication Time  
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Some Observations : 
   Block size is very sensitive to the speedup performance and  
     implementation efficiency of the MapReduce process. The  
     optimal choice should match with the cache size of the server  
     nodes used. 

  The speedup is slowed down by many overhead factors, such  
     as data I/O and replication times, intermediate  < key, value>  
     matching, storing and retrieval, sorting and grouping, and the  
     parallel task scheduling overheads, etc. 

  The optimal number of server or VM instances is a direct function  
     of the matrix order (n), effective dot product  computing using  
     GPU subcluster, and the reduction of all  sorts of delays caused  
     by parallelism handling, communication  latency, memory and  
     I/O overheads, etc.   
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