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IBM: The 114 Year Old Startup

No other technology company has transformed and re-invented itself as many times as IBM
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productive, and more secure, we
don’t just make business work better.
We make the world work better.”

Arvind Krishna, Chairman & CEO

To be the catalyst that

makes the world work better.

We bring together all the necessary
technology and services, regardless of where
those solutions come from, to help clients
solve the most pressing business problems.

— Dedication to every client’s success.
— Innovation that matters—for our company
and for the world.
- Trust and personal responsibility in all relationships.



IBM Research: 3,000+ researchers
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100 researchers in Sao Paulo and Rio de Janeiro



Center for
Artificial

Intelligence

C4Al in 2020 to carry out fundamental
and applied Al research and propel
breakthroughs in Al for industries.

100 faculty, 100 students, 4 campuses
Exploring Al applications in Brazilian

languages, oceans, health, climate,
food security, and society.

http://c4ai.inova.usp.br
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How I define myself....




Al Booms and Winters

Al becomes pervasive

Boom 3

’ »
Machine Learning

Boom 2
Loaxpert Systems
Boom 1
Symbolic Al X

Winter 1 Winter 2 Momentum stalls,
next Al Winter arrives
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what is booming
in Al today?




Text generation with ChatGPT
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Summarize the following text:

Artificial Intelligence (Al) has a long tradition of regarding successful deceit of users as
positive, starting with the seminal paper of the field by Turing [5]. Indeed, the Turing test in
many ways equates intelligence with the successful misleading of a human judge to wrongly

guess the gender of a machine impersonating a woman [5]. This tradition was perpetuated

by foundational works in Al such as ELIZA, which was built by Joseph Weizenbaum to “play (I
should really say parody) the role of a Rogerian psychotherapist engaged in an initial
interview with a patient” [6, pg. 3], and, for his astonishment, could “induce powerful
delusional thinking in quite normal people” [6, pg. 7] that it was a real person.
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The text discusses the historical tradition in artificial intelligence (Al) of considering
successful deception of users as a positive outcome. This tradition originated with Turing's
seminal paper, which equated intelligence with the ability to mislead a human judge in
determining the gender of a machine. This idea was further perpetuated by Al systems like
ELIZA, which could induce delusional thinking in people, despite being a mere computer

program.




Image generation with DeepAi.org

A group of hippies destroying a work created by an intelligent
machine.




ChatGPT, Image generators
-

Large Language Model, LLM (GPT)
-

Transformer Architecture
-
Neural Networks



Deep Learning:
Neural Networks + Big Data + Hardware




Neural Networks

math function
(lots of parameters)



Deep Neural Networks are complex math functions
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Deep Neural Networks are trained with examples

Example:
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The examples adjust the weights using “back propagation”
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So the next time the Neural Networks Is correct

Example:
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Deep Learning: fast computation of multiple layers with GPUs

Deep Neural Networks Graphical Processing Units (GPUs)

18



The New World of Transformers



Attention is All You Need

= NIGEER

8 Google Employees
Invented Modern Al.
Here’s the Inside Story

Attention Is All You Need

They met by chance, got hooked on
an idea, and wrote the

“Transformers” paper—the most
Ashish Vaswani* She y ﬂNiki Parma ob Uszkoreit*

Google Brain Google Research  Google Research consequential tech breakthrough in
avaswani@google.com noam@google.com nikip@google.com usz@google.com .
recent history.

Llion lan N. Gomez* f
gle Resear University of Toronto gle Brain
1lion@google.com an@cs.toronto.edu lukaszkaiser@google.com

Illia Polosukhin* #
illia.polosukhin@gmail.com

act

The dominant sequence transduction models are based on complex recurrent or
convolutional neural networks that include an encoder and a decoder. The best
performing models also connect the encoder and decoder through an attention
mechanism. We propose a new simple network hitecture, the Transformer,
based solely on attention mechanisms, dispensing with recurrence and convolutions
entirel periments on two machine translation tasks show these models to
be superior in quality while being more parallelizable and requiring significantly
less time to train. Our model achieves 28.4 BLEU on the IT 2014 English-
to-German translation task, improving over the existing best results, includin
ensembles, by over 2 BLEU. On the WMT 2014 English-to-French translation task,
our model establishes a new si model state-of-the-art BLEU score of 41.0 after
training for 3.5 days o ( Us, a small fraction of the training costs of the
best models from the literatur

1 Introducti

Recurrent neural networks, long short-term memory [12]] and gated recurrent [7]] neural netw
. have been firmly established as state of the art apprc
roblems such as language modeling and machine translation [29L 2| [5]. Numerous
s have since continued to push the boundarie ecurrent language models and encoder-decoder
architectures [31] 211 [13].

has been crucially involved in every
attention and the parameter-free position representation and beca
ned, implemented, tuned and evaluated countle

Attention is all you need
A Vaswani, N Shazeer, N Parmar... - Advances in neural ..., 2017 - proceedings.neurips.cc

tWork performed while at Google Brain
#Work performed while at Google Research.

The dominant sequence transduction models are based on complex recurrent
orconvolutional neural networks in an encoder and decoder configuration. The best ...

Y% Save YU Cite Cited by 115250 Related articles &9

31st Conference on Neural Information Proc g Systems (NIPS 2 Long Beach,




Transtormers: efficient handling of sequences of inputs/outputs
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https://peltarion.com/blog/data-science/self-attention-video



Text generation with ChatGPT
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Summarize the following text:

Artificial Intelligence (Al) has a long tradition of regarding successful deceit of users as
positive, starting with the seminal paper of the field by Turing [5]. Indeed, the Turing test in
many ways equates intelligence with the successful misleading of a human judge to wrongly

guess the gender of a machine impersonating a woman [5]. This tradition was perpetuated

by foundational works in Al such as ELIZA, which was built by Joseph Weizenbaum to “play (I
should really say parody) the role of a Rogerian psychotherapist engaged in an initial
interview with a patient” [6, pg. 3], and, for his astonishment, could “induce powerful
delusional thinking in quite normal people” [6, pg. 7] that it was a real person.
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The text discusses the historical tradition in artificial intelligence (Al) of considering
successful deception of users as a positive outcome. This tradition originated with Turing's
seminal paper, which equated intelligence with the ability to mislead a human judge in
determining the gender of a machine. This idea was further perpetuated by Al systems like
ELIZA, which could induce delusional thinking in people, despite being a mere computer

program.




How sequential Transformers work: encoders
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How are encoders trained? masking

known text output
The human body is

composed of head, trunk,
and members.

encoder

training encoders

uses masking of

human-produced
sentences

The human body is composed of
<mask>, trunk, and members.

masked text input



How are encoders trained? masking

known text output

The human body is
composed of head, trunk,
and members.

WebText (Reddit Submission Corpus
HuffPost (news)
The New York Times (news)
BBC (news)

Twitter (discussion)
The Guardian (news)

The Washington Post (news)

and 4.3M+ more domains

encoder

training encoders

requires
millions/billions of
L human-produced
- sentences

The human body is composed of . .
<mask>, trunk, and members. +90.9 million domains !

masked text input



Built using the collective intellectual production of humankind

WiIKIPEDIA

WebText (Reddit Submission Corpus)
HuffPost (news)
The New York Times (news)
BBC (news)

Twitter (discussion)
The Guardian (news)
The Washington Post (news)
and 4.3M+ more domains...




Hardware is key to LLMs

Microsoft/OpenAl (2020)
285,000 CPUs + 10,000 GPUs

C4AI (2023)
128 CPUs + 8 GPUs

US$ 300 million

US$ 250,000



How sequential Transformers work: encoders

encoder
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How sequential Transformers work: decoders

partial text output

encoder decoder
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Image generation with DeepAi.org

A group of hippies destroying a work created by an intelligent
machine.




How sequential Transformers work: diffusion decoders

partial image output
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A group of hippies destroying a work created by an intelligent
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How sequential Transformers work: diffusion decoders

encoder decoder
mathematical
representation of

the input
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+ partial image
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A lot of creative space in decoding

The importance ofbeing on twitter
by Jerome K. Jerome

London, Summer 189’

input to GPT-3

[t is a curious fact that the last remaining form of social life in which the people of
London are still interested is Twitter. [ was struck with this curious fact when [
went on one of my periodical holidays to the sea-side, and found the whole place

twittering like a starling-cage. I called it an anomaly, and it is.

I spoke to the sexton, whose cottage, like all sexton's cottages, is full of antiquities
and interesting relics of former centuries. [ said to him, "My dear sexton, what does T o .
. J a shiba inu wearing a beret and black turtleneck

all this twittering mean?” And he replied, "Why, sir, of course it means Twitter."

"Ah!" I said, "I know about that. But what is Twitter?"

"It is a system of short and pithy sentences strung together in groups, for the

purpose ofconveying useful information to the initiated, and entertainment and
the exercise of wits to the initiated, and entertainment and the exercise of wits to the

rest of us.”

"Very interesting," I said. "Has it a name?”
"It has," he said; "it is called Twitter.
"Yes," I said, "I know that, but what is it?"

"It is a system of information," he said.

"Oh, yes," I replied; "but what is it?"

panda mad scientist mixing sparkling chemicals, artstation a corgi’s head depicted as an explosion of a nebula

https://twitter.com/quasimondo/status/1284509525500989445 https://analyticsindiamag.com/openai-to-change-the-digital-image-
making-game-with-dall-e-2-its-text-to-image-generator/



A Great Advance, But ...



The bigger, ....
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The bigger, the better!
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https://arxiv.org/pdf/2304.00612.pdf



ChatGPT is a conversational system based on an LLM (GPT-3.5)

_ extremely pre-written

partial text output complex stuff answers
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LLM: GPT-3.5 human-curated responses (“safety”) user feedback (reinforcement learning)

conversational interface + Q&A collection



Reinforcement Learning
makes LLMs eager to

You:

Mistral: [...] 1. , @ Democrat from New Jersey, has
been a vocal advocate for the Black Lives Matter movement.

he said, "We must continue to demand justice for George Floyd, Breonna
Taylor, Ahmaud Arbery, and all those who have been killed by police
brutality and systemic racism. Black lives matter."

You: did Cory Booker made that statement?

Mistral: | apologize for the lack of specificity in my previous response.
The statement | cited from Senator Cory Booker was made on the one-

year anniversary of George Floyd's death, which was on

You:

Mistral: | apologize for the error in my previous response. You are correct
that Senator Cory Booker's statement was made on , hot
May 25, 2021, as | mistakenly stated earlier. [...]

You:

Mistral: I apologize for any confusion in my previous responses. After
double-checking the sources, I have found that Senator Cory Booker's

statement was

You: But
Booker's statement was made?

. So when Senator

Mistral:
I apologize for the confusion in my previous responses. You are correct
that George Floyd died on May 25, 2020. However,

You:

Mistral: I apologize for the error in my previous responses.



Diffusion considers only local coherence ...

https://cyclingtips.com/2022/08/the-weird-and-wonderful-world-of-ai-generated-images-for-cycling/




Can we make diffusion models globally coherent?

.\réng_ KR Vs

S S g o A PRSI R Y A o I * T
“realistic, cyclist close-up portrait” (DreamStudio) “exhausted cyclist slumped over bicycle with sweat on their
forehead with dark skies and lightning” (DreamStudio)

-
]

https://cyclingtips.com/2022/08/the-weird-and-wonderful-world-of-ai-generated-images-for-cycling/



Weird fingers, eyes, skeletons...




Final Words
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