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48 BAYESIAN METHODS FOR ESTIMATING STRUCTURAL EQUATION MODELS

Table 3.1 Bayesian estimates obtained from WinBUGS for the artificial example.

Par True value EST SE Par True value EST SE

µ1 0.0 0.022 0.069 ψϵ1 0.3 0.324 0.032
µ2 0.0 0.065 0.062 ψϵ2 0.3 0.285 0.027
µ3 0.0 0.040 0.052 ψϵ3 0.3 0.284 0.022
µ4 0.0 0.003 0.058 ψϵ4 0.5 0.558 0.050
µ5 0.0 0.036 0.056 ψϵ5 0.5 0.480 0.045
µ6 0.0 0.002 0.047 ψϵ6 0.5 0.554 0.041
µ7 0.0 0.004 0.042 ψϵ7 0.5 0.509 0.035
µ8 0.0 0.092 0.053 ψϵ8 0.4 0.382 0.035
µ9 0.0 0.032 0.050 ψϵ9 0.4 0.430 0.035
µ10 0.0 −0.000 0.044 ψϵ10 0.4 0.371 0.029
λ21 0.9 0.889 0.022 b 1 0.5 0.525 0.075
λ31 0.7 0.700 0.019 γ1 0.4 0.438 0.059
λ52 0.9 0.987 0.053 γ2 0.4 0.461 0.034
λ62 0.7 0.711 0.046 γ3 0.3 0.304 0.045
λ72 0.5 0.556 0.040 γ4 0.2 0.184 0.060
λ93 0.9 0.900 0.042 γ5 0.5 0.580 0.050
λ10,3 0.7 0.766 0.038 φ11 1.0 1.045 0.120

φ12 0.3 0.302 0.057
φ22 1.0 1.023 0.089
ψδ 0.36 0.376 0.045

Some estimated residual plots, ϵ̂i2, ϵ̂i3, ϵ̂i8, and δ̂i, against case number are presented in Figure
3.4. The plots of estimated residuals δ̂i versus ξ̂i1 and ξ̂i2 are presented in Figure 3.5, and those
of ϵ̂i2 versus ξ̂i1, ξ̂i2, and η̂i are presented in Figure 3.6. Other residual plots are similar. The
interpretation of these residual plots is similar to that in regression models. We observe that
the plots lie within two parallel horizontal lines that are centered at zero, and no linear or
quadratic trends are detected. This roughly indicates that the proposed measurement equation
and structural equation are adequate. Moreover, based on θ̂ and "̂, we can compute the
estimate of the proportion of the variance of y that can be explained by the measurement
equation, using exactly the same method as in analyzing a regression model. Similarly, the
proportion of the variance of η that can be explained by the structural equation can also be
estimated.

WinBUGS is rather flexible in the analysis of SEMs. In this example, it is applied to
analyze nonlinear SEMs with covariates. In the program setup (see the above mentioned
website), it only requires a single program statement for the structural equation given by
(3.19). In fact, even with more complicated quadratic or interaction terms of the explanatory
latent variables and fixed covariates, one program statement is sufficient. Hence, nonlinear
SEMs with covariates can be easily analyzed via WinBUGS. This is why we regard nonlinear
SEMs as basic SEMs.

WinBUGS is an interactive program, and it is not convenient to use it directly to do a
simulation study. However, WinBUGS can be run in batch mode using scripts, and the R
package R2WinBUGS (Sturtz et al., 2005) uses this feature and provides tools to directly call


