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38 BAYESIAN METHODS FOR ESTIMATING STRUCTURAL EQUATION MODELS

et al., 2003; Lee, 2007). This fact motivates the selection of conjugate prior distributions for
the parameters in SEMs, which are basically the regression coefficients related to the mean
vector of a multivariate normal distribution, and variance and covariance matrix related to the
residual errors and latent vector, respectively.

Without loss of generality, we illustrate the selection of prior distributions in the context
of a nonlinear SEM with fixed covariates in the structural equation. More specifically, we first
consider the following measurement equation and structural equation for the model:

yi = µ + !ωi + ϵi, (3.4)

ηi = Bdi + %ηi + &F(ξi) + δi, (3.5)

where yi is a p × 1 vector of observed variables, µ is a vector of intercepts, ωi = (ηT
i , ξT

i )T

is a vector of latent variables which is partitioned into a q1 × 1 vector of outcome latent
variables ηi and a q2 × 1 vector of explanatory latent variables ξi, ϵi and δi are residual errors,
di is an r × 1 vector of fixed covariates, !, B,%, and & are parameter matrices of unknown
regression coefficients, and F(·) is a given vector of differentiable functions of ξi. Similarly
to the model described in Chapter 2, the distributions of ξi, ϵi, and δi are N[0,)], N[0,*ϵ],
and N[0,*δ], respectively; and the assumptions as given in Chapter 2 are satisfied. In this
model, the unknown parameters are µ,!, B,%, and & which are related to the mean vectors
of yi and ηi; and ),*ϵ , and *δ which are the covariance matrices. Now consider the prior
distributions of the parameters µ,!, and *ϵ that are involved in the measurement equation.
Let !T

k be the kth row of !, and ψϵk be the kth diagonal element of *ϵ . It can be shown (see
Lee, 2007) that the conjugate type prior distributions of µ and (!k,ψϵk) are

ψϵk
D= IG[α0ϵk,β0ϵk] or equivalently ψ−1

ϵk
D= Gamma[α0ϵk,β0ϵk],

µ
D= N[µ0,+0], and [!k|ψϵk] D= N

[
!0k,ψϵkH0yk

]
, (3.6)

where IG[·, ·] denotes the inverted gamma distribution, α0ϵk,β0ϵk, and elements in µ0,!0k,+0,
and H0yk are hyperparameters, and +0 and H0yk are positive definite matrices. For simplicity
of notation, we rewrite the structural equation (3.5) as

ηi = !ωG(ωi) + δi, (3.7)

where !ω = (B,%,&) and G(ωi) = (dT
i , ηT

i , F(ξi)
T )T . Let !T

ωk be the kth row of !ω, and
ψδk be the kth diagonal element of *δ . Based on reasoning similar to that used earlier, the
conjugate type prior distributions of ) and (!ωk,ψδk) are:

)
D= IWq2

[
R−1

0 , ρ0
]
, or equivalently )−1 D= Wq2 [R0, ρ0],

ψδk
D= IG[α0δk,β0δk] or equivalently ψ−1

δk
D= Gamma[α0δk,β0δk],

[!ωk|ψδk] D= N[!0ωk,ψδkH0ωk], (3.8)

where Wq2 [R0, ρ0] is a q2-dimensional Wishart distribution with hyperparameters ρ0 and a
positive definite matrix R0, IWq2 [R−1

0 , ρ0] is a q2-dimensional inverted Wishart distribution
with hyperparameters ρ0 and a positive definite matrix R−1

0 , α0δk,β0δk, and elements in !0ωk
and H0ωk are hyperparameters, and H0ωk is a positive definite matrix. Note that the prior
distribution of )−1 (or )) is a multivariate extension of the prior distribution of ψ−1

δk (or ψδk).


