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Decisions involving multiple
objectives: alternatives to SMART

Introduction

Although SMART is a relatively simple method for supporting decision-makers
who are faced with problems involving multiple objectives, some of the judgments
required by the method can still be quite demanding. In this chapter we consider
a number of alternative methods that are designed to make judgments about
multi-objective decisions easier. As we shall see, SMARTER simplifies the decision
process by using linear value functions and an approximation method to estimate
the decision-maker’s swing weights. The Even Swaps approach avoids the need
to estimate scores or weights altogether. Finally, the analytic hierarchy process
(AHP) and MACBETH allow decision-makers to express their preferences using
words rather than numbers. .

SMARTER

The assessment of value functions and swing weights in SMART can sometimes be a
difficult task, and decision-makers may not always be confident about the numbers
that they are providing for the decision model. As a result, the model may not ac-
curately reflect the decision-maker’s true preferences. Because of this, Edwards and
Barron' have argued for ‘the strategy of heroic approximation’. Underlying this strat-
egy is the idea that, while a very simple decision-making model may only approximate

- the real decision problem, it is less likely to involve errors in the values elicited from

2 decision-maker because of the simpler judgments it involves. Consistent with this
strategy, Edwards and Barron have suggested a simplified form of SMART that they
call SMARTER (SMART Exploiting Ranks).

SMARTER differs from SMART in two ways. First, value functions are normally
assumed to be linear. Thus, the assessment of a value function for office floor area over
the range 400-1500 ft2, for example, would involve giving 400 ft2 a value of 0 and 1500
it? a value of 100, as before, and then simply drawing a straight line, rather than a
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curve, between these two points ona diagram like Figure 3.3 in Chapter 3. Clearly, this

approximation becomes more inaccurate as the curvature of the “true’ value function

increases, so, to guard against poor approximations, Edwards and Barron recommend

that preliminary checks be made.
For example, we would ask the decision-maker to think about small increases in

office floor area. Specifically, would a 100 ft? increase in floor area be more attractive

if it fell near the bottom of the scale (e.g. 400-500 ft2), in the middle (e.g. 1000-1100

ft2) or near the top (e.g. 1400-1500 ft2), or would it not matter where the increase

occurred? If it does not matter, then a linear approximation can be used. Suppose,
however, that the decision-maker says that the increase at the lower end of the scale is
most appealing, while an increase at the top end of the scale would be least useful. We
could then ask how much more desirable the improvement at the bottom is compared
with the improvement at the top. As a rule of thumb, if the ratio is less than 2:1, then

Edwards and Barron suggest that the linear approximation is probably safe, otherwise

we should fall back on methods such as bisection (see Chapter 3) to obtain the value

function.
The second difference between SMART and SMARTER relates to the elicitation o!

the swing weights. Recall that in the office location problem in Chapter 3 the decision
maker was asked to compare and evaluate swings from the worst to the best position:
on the different attributes. For example, a swing from the worst to the best position fo
office visibility’ was considered to be 80% as important as a sSWing from the worst
the best position for ‘closeness to customers’. In SMARTER we still have to compar
swings, but the process is made easier by simply asking the decision-maker to ran

portance. This avoids the need to estimate a number t

the swings in order of im
represent their relative importance. SMARTER then uses what are known as ‘ran
order centroid’, or ROC, weights to convert these rankings into a set of approximat

weights.
While a set of equations, or tables, is needed to obtain the ROC weights, the bas

idea is easy to understand. Suppose that the office location decision had involved ju
two attributes — ‘closeness to customers’ and “visibility’ —and that the decision-mak«
had considered the swing in ‘closeness to customers’ to be more important than tk
swing in ‘visibility’. We know that, after normalization, the two weights will sum
100. As the swing in ‘closeness to customers’ is more important, its normalized weigl
must fall between just over 50 and almost 100. This suggests an approximate weig]
of 75, and this is indeed what the ROC equations would give us. Clearly, the RO
weight for ‘visibility’ would be 25.

Table 4.1 shows the ROC weights for decision problems involving up to seve
attributes (see Edwards and Barron! for more details). In the “original” office locatic
problem, the decision-maker would have simply ranked the importance of the swin;
for the six attributes, as shown below; this would have yielded the ROC weig};
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Tzble 4.1 - Rank order centroid (ROC) weights
Number of attributes
Rank 2 3 4 5 6 7
75:0 61.1 52.1 45.7 40.8 37.0
2 25.0 27.8 27 25.7 24.2 22.8
3 ; 111 14.6 15.7 15.8 15.6
- 6.3 9.0 10.3 10.9
S 4.0 6.1 7.3
& 2.8 4.4
7 2.0

~dicated, and these could then have been used to obtain the aggregate benefits of the

“ices in the normal way (the original normalized SMART weights are also shown
~elow for comparison):

Rank of swing Attribute ROC weight SMART weight

1 Closeness to customers 40.8 32.0

2 Visibility 24.2 26.0

3 Image 15.8 23.0

4 Size 10.3 10.0

5 Comfort 6: 6.0

6 Car parking 2.8 3.0
100.0 100.0

~ow good are the ROC weights as approximations to the weights that might have
~w=n obtained in SMART? Edwards and Barron report the results of extensive
~mulations suggesting that SMART and SMARTER will agree on which option has
= highest aggregate benefits in 75-87% of cases. Even when they did not agree, the
“wons identified as having the highest aggregate benefits tended to have very
~ilar scores, suggesting that an option that was not too bad’ was being picked
By SMARTER.

1l of this suggests that SMARTER is a technique that is well worth employing.
~wever, we should note some reservations about the method. First, in problems

~ ereithasbeen necessary to separate costs from benefits, you might obtain a different
~“cent frontier if you use SMARTER rather than SMART. This means we should be
v careful before we exclude dominated options from further consideration. In

~riicular, if you were to employ the method suggested by Edwards and Newman for
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selecting an option from the efficient frontier, then SMART and SMARTER may well
suggest that different options should be chosen. This is because the assessment of the
worth of a value point to the decision-maker is based on the normalized weights, and
differences between the SMART and ROC weights can lead to large discrepancies in

this assessment.

These discrepancies become less important if we recall that the main purpose of a

decision analysis model is not to tell us what to do in a mechanistic fashion but to yield
insights and understanding about the problem in hand. However, this raises another
concern about SMARTER, which Edwards and Barron acknowledge. By simplifying
the decision-maker’s judgmental task, we may be encouraging only a superficial con-
sideration of the problem and hence precluding the very insights that we hope tc
obtain. Analysts sometimes find that these insights only emerge when the decision-
maker is forced to grapple with more demanding judgmental tasks that require deepes

thinking about the issues.
hts themselves raise a number of concerns. The methoc

Finally, the ROC weig
through which they are derived involves some sophisticated mathematics, whicl
cision-makers. To be told that you

means that they will lack transparency to most de
implied weight for an attribute is 15.8, without understanding why this is the case, i

likely to reduce your sense of ownership of the model that is purporting to represen
your decision problem. This may reduce the model’s credibility. Furthermore, Belto
hts between the most and leas

and Stewart? point out that the ratio of the ROC weig
important attributes is generally very high. For example, in a seven-attribute prot
lem, this ratio is 37/2 = 18.5 (see Table 4.1). This makes the relative importance of th

lowest-ranked attribute so low that, in practice, it would probably be discarded frot
the analysis.

Both of these problems can be mitigated to some
weight-approximation method. Several methods exist, but Roberts and Goodwir

have recommended the much simpler rank-sum method for problems that involy
more than two or three attributes. Rank-sum weights are easily calculated and hen
are more transparent. Suppose that three attributes have been ranked. The sum of the
ranks will be 1 + 2 + 3 = 6. The least important attribute is therefore assigned a rai
of 1/6, the second-ranked attribute a rank of 2/6 and the highest-ranked attribute
rank of 3/6 (i.e. the weights are 0.167, 0.333 and 0.5). For four attributes, the weiglh

will be 0.1,0.2, 0.3 and 0.4, and so on.

extent by using an alternatiy

Even Swaps

offs are one of the most difficult judgments to m2
multiple objectives. When choosing a holid
d to fly in order to sunbathe on a beach wh

As we saw in Chapter 3, trade-
when faced with decisions involving
how many extra hours are you prepare
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TARTER may well
» assessment of the
lized weights, and
se discrepancies in

pifered bV a position 1000 miles away compensate you for the inconvenience
~mz house and the end of the social life you are currently enjoying? As we
seem. SMART and SMARTER use swing weights to represent these trade-offs.
wmomd o al.* have proposed a radically different approach, which they call Even
= this approach, decision-makers are asked to consider directly how much

_::_;:'_;a\bute they would need to receive in order to compensate them for a
‘ sther attribute — a so-called swap. As we demonstrate below, Even Swaps
i hese swaps p}ogresswely to reduce the size of the decision problem until only
fpon remains. '
~ ustrate Even Swaps, consider the following decision faced by a manufacturer
© 2= 20 choose a components supplier from abroad. The choice will be based on
“=ectives. The manufacturer wants to minimize the annual purchase costs of the
“ments, minimize the average delivery time, minimize the average percentage of
erns. The method = components in each delivery and receive the best after-sales service from the
athematics, which © = The table below shows how the suppliers perform against these objectives
o be told that your Swen Sw aps, this is known as a consequences table):

7 this is the case, is
orting to represen
irthermore, Belton

main purpose of a
ashion but to yield
this raises another
ge. By simplifying
v a superficial con-
s that we hope to
vhen the decision-
‘hat require deeper

the mostand e Annual purchase Average delivery Average % After-sales
en-attribute prob cost ($) time (days) defective service
importance of the 140 000 3 2 Med
be discarded fron 80 000 4 4 Good
190 000 5 6 Med
ing an alternative 90 000 5 3 Good
its and Goodwin~ 70000 8 5 Med
slems that involve 75000 7 4 Poor

culated and hence
d. The sum of their
re assigned a rank
ranked attribute
butes, the weights

~ woolv Even Swaps we proceed as follows:

iy any options that can be eliminated because they are dominated. If one option
:v:-"ms better than another on all of the attributes, then it is said to dominate
¢ other option. Dominance can also occur if one option performs better than
“moiher option on some of the attributes and performs just as well on the re-
1dgments to make waning attributes. We can usually spot dominance more easily if the options
hoosing a holiday w= ranked from best to worst on each attribute, as shown below (1 = best, 6 =
: on a beach where prst):
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Supplier Annual purchase Average delivery Average % After-sales
location cost ($) time (days) defective service
Canada 5 1 1 3
Mexico 3 2 3 1
Japan 6 3 6 3

S. Korea 4. 3 2 1
China 1 6 5 3
India 2 5 3 6

If we stﬁdy the ranks carefully, we can see that the Japanese supplier performr

worse than the Canadian supplier on all of the attrib

utes except after-sales servic

where they tie. This means that the Japanese supplier can be eliminated from tk

decision.
(2) Identify any options that can be eliminated

because they are practically dominated. If w

compare the South Korean supplier with the Mexican supplier, we see that tt

Mexican supplier is eith
all attributes except average
supplier is only slightly better

er better than or at least as good as the South Korean ¢
percentage defective. However, here the Kore:
than the Mexican supplier (offering an avera

of 3% defectives rather than 4%). The manufacturer judges that this small adva

tage does not compensate for the $10 000 extra c

the extra day’s delivery time.
to dominate the Korean supplier, a

ost of the Korean supplier ar

The Mexican supplier is therefore said ‘practicall
nd the latter can be eliminated from furth

consideration. Our decision has now been reduced to the one below:

Supplier Annual purchase Average delivery Average % After-sale
location cost ($) time (days) defective service
Canada 140 000 3 2 Med
Mexico 80 000 4 4 Good
China 70 000 8 5 Med
India 75000 7 4 Poor

(3) Perform Even Swaps so that att
defective rate of all of the suppliers was exactly the same at, say,

ributes can be eliminated. Suppose that the percent:
5%. This attrib

would then be irrelevant to the decision because, whichever supplier we chose,
would end up with the same percentage defective rate. Even Swaps uses this it
to simplify the problem further by eliminating attributes. Consider the Canad

supplier’s average percentage defec
What compensation would the man

tive rate of 2%. Suppose that this rose to
ufacturer require on another attribute so'f
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the attraction of the Canadian supplier remained unchanged? The manufacturer
feels that a reduction in the annu

al cost of the Canadian supplier to $80 000 would
be sufficient compensation for

this large deterioration in quality. Thus, in our
table, we can replace the Canad

ian supplier’s performance on the attributes with
an equally attractive performance, as shown below:

Supplier Annual purchase Average delivery Average % After-sales
wcation cost ($) time (days) defective service
Zanada 80 000 148006 3 5 2 Med

Suppose that the Mexican supplier’s defective rate also went up to 5%. The manu-
facturer says he would require a reduction in the Mexican supplier’s annual costs
down to $60 000 to compensate him for this 1% increase in defectives if this sup-
plier is to remain equally attractive to him. He would require the same reduction

in costs from the Indian supplier if its defective rate also increased from 4 to 5%.
The table below shows these changes:

Supplier Annual purchase Average delivery Average % After-sales
wcation cost ($) time (days) defective service
_2nada 80 000 40006 3 5 2 Med
Wexico 60 000 —86006- 4 5 4 Good
Zhina 70 000 8 5 Med
ndia 55 000 —#5006- 7 5 4 Poor

We can now see that the average percentage of defectives is identical for all of the
suppliers, so this attribute can now be eliminated. We also note that the Chinese
supplier is now dominated by the Mexican supplier, so we can also remove China
from our decision. Our considerably simplified decision is shown below:

Supplier Annual purchase Average delivery After-sales
location cost ($) time (days) service
Canada 80 000 3 Med
Mexico 60 000 4 Good
India 55 000 n Poor

We now aim to see how the table would change if the quality of the after-sales
‘Good’. The manufacturer judges that,

service of all the suppliers was changed to
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if the quality of the Canadian supplier’s after-sales service were improved to
this level, then he would be prepared to accept an increase in the average delivery
time to 5 days. If the Indian supplier’s after-sales service improved from its current
Poor’ level to ‘Good’, he would accept an increase in the average delivery time to
12 days. Our new table is shown below:

Supplier - Annual purchase Average delivery After-sales
location cost ($) time (days) service
Canada 80 000 5 Good
Mexico 60 000 4 Good
India 55 000 12 Good

We see that after-sales service no longer discriminates between the suppliers, and
also that Canada is now dominated by Mexico. The new version of the decision
problem becomes:

upplier location Annual purchase cost ($) Average delivery time (days)

Supelaeogetiont Al DU IIEe o e

Mexico 60 000
India 55 000 12

Finally, the manufacturer indicates that he would require a reduction in the Mex-
ican supplier’s annual cost to $30 000 if this supplier’s delivery time increased to
12 days. The final table is shown below:

Supplier location Annual purchase cost ($) Average delivery time (days)
Mexico 30 000 —66066- 12 4
India 55 000 12

Clearly, the Mexican supplier is dominant, and hence this supplier should be
chosen.

Even Swaps versus SMART

What are the advantages and disadvantages of using Even Swaps in a decision rather
than SMART?




RNATIVES TO SMART SWAPS VERSUS SMART 71

were improved to
1e average delivery
ved from its current
.ge delivery time to

selative strengths of Even Swaps

s meed to assign scores. In Even Swaps, the decision process is applied directly
e information in the consequences table. In the above example, the decision-
Waker dealt directly with costs, delivery times and levels of after-sales service.
s avoided the need to assign scores to represent the performance of the options

——— “w 2ach attribute on a 0-100 scale, which is a requirement of SMART.

Eaniioe 5= need to determine swing weights. In SMART, decision-makers often have

~“culties in understanding the true meaning of the swing weights. Even Swaps

Good +2ids this by asking decision-makers to make the sort of trade-offs with which

Good e are likely to be familiar. It has been argued that, because Even Swaps deals
Good

=5 concrete changes in objectives, the trade-offs are easier to think about and are
e understandable.® Similarly, the idea of dominance, which is central to Even
“waps, is also likely to be well understood by decision-makers.

e Swaps may be closer to a natural decision process. Research suggests that decision-
wakers who do not have access to decision-aiding technologies often go through a
“wcess of progressively simplifying the decision problem until they reach a deci-
“n. As we have seen, this principle is also inherent in the Even Swaps procedure.
“orexample, we saw in Chapter 2 that, when faced with complex decisions involv-
= many options and attributes, people often initially use a non-compensatory
“wicedure, such as elimination by aspects, to reduce the number of options that
= have to consider to a manageable level. 6 They then apply more cognitively
~w=manding compensatory decision strategies to the remaining options. Other re-
wwsnch shows that decision-makers actively restructure decision problems until
“me alternative is seen to be dominant.” This may involve operations such as col-
“rsing two or more attributes into a more comprehensive one, emphasizing an
“ribute or adding new attributes to the problem representation that will bolster
e zlternative. Thus, although both SMART and Even Swaps are compensatory
“=thods, the principle of progressive simplification used by Even Swaps has some
~msistency with the results of psychological studies of unaided choice. By con-
“ust. the SMART approach, which preserves all the alternatives within a choice
% is less close to descriptions of unaided choice.

| the suppliers, and
ion of the decisior

iry time (days)
4
2

luction in the Mex-
y time increased te

iry time (days)
4

supplier should E
selative limitations of Even Swaps

= relatively hard to apply without practice. There is some evidence that people
= find Even Swaps harder to use than SMART, especially when they have not
in a decision rathe &2 much practice in applying it. In particular, the identification of dominance
*+ practical dominance can be demanding and time consuming if done manually.
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(2) The output of the process is less
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problems, the decision-maker will need to make a very

large number of swaps, so that the effort and time required will be substantial.®

In one study that compared Even Swaps with SMART, " people made a number
of errors when applying the technique. For example, they became confused when
bigger values on one attribute were better (.. 2 larger market share) while bigger
values on another attribute were worse (e.g. higher costs)and made compensations

in the wrong direction. Another study'? found that decision-makers sometimes

tried to make links between the swaps that were made and what they thought
was likely to occur in practice. In our supplier example, experience might have
taught the decision-ma

ker that better after-sales service is usually associated with
a lower delivery time and fewer defectives.

He therefore might attempt to make
a swap where higher costs are compensated for not only b

y better after-sales
service but also by improvements in average delivery time and average number
of defectives. Thus, the increase in costs is compens

ated for many times OVer.
There is also the problem of ensuring that all of the swaps are consistent with
cach other, but checking consistency is not a simple process in Even Swaps. All
of this points to the need for software to support applications of Bven Swaps,
especially for larger problems. One package, SMART SWAPS,'? provides guidance
by suggesting potential swaps that mightbe attractive to users based on their initial
swaps. It is also designed to trap any errors that the decision-maker might make

when applying the swaps.

Also, for sizeable decision

informative. Even if decision-makers can apply Ever

Swaps without errors, the output of the process provides less information thas
ly told us which supplier to choose, an

SMART. In our supplier example, it on
we therefore have no idea of how close the other suppliers were t0 being the bes

choice. In SMART we would have a list of all the options and their associate
scores, so that any option that came a close second could be identified. It is als
difficult to perform sensitivity analysis in Even Swaps. To do this, we would has
to return to earlier stages in the process and apply different swaps to examit
their effects. However, without sensitivity analysis, we cannot tell how robust tl

recommended choice is t0 slight changes in the swaps that we made. Decisit
luable role in enabling managers to explore decisi

analysis models can play ava
problems and in helping them to explain the rationale behind choosing a particul
chieve when Even Swaps t

course of action. These benefits will be less easy to a
been used to make a decision.
(3) Use of Even Swaps may not have a neutral effect on choice. There is some evider
that using Even Swaps may not have a neutral offect on the alternative that -
decision-maker chooses at the end of the process. First, as we have seen, Ey
Swaps deliberately creates tables where all of the alternatives perform equ:
well on particular attributes (e.g. in our choice of supplier we created a table wh
the average percentage defectives of all the suppliers was the same). Norma
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~woision theory suggests that people should then simply ignore these attributes and
“se their choice on how the options perform on the remaining attributes. Research
“zzests that this might not be the case — the attributes where performance is equal
~+= still have an effect on how the remaining attributes are perceived.'® 4 Under
e conditions, these equal performances may make the alternatives look more
wmilar. This dilutes the effect of the attributes where they perform differently.
- mder other conditions, these equal performances emphasize the importance of
= different performances on the remaining attributes.’>' In Even Swaps this
w2y have an impact on the identification of practical dominance. For example,
= our supplier example, creating equal performances on some of the attributes
=y have the effect of either diminishing or exaggerating the importance of a
“ree-day difference in the delivery time of two suppliers in the decision-maker’s
“ves. If the importance is diminished, then this may lead to a decision that practical
~ominance applies —a decision that results purely from the effect of the eliminated
“nd now supposedly irrelevant) attributes. Indeed, this raises the possibility that
= final choice of an alternative may depend on the order in which the attributes
«2= eliminated during the Even Swaps process.

Second, another study? found that the seemingly equivalent preference assess-
went procedures of choice (e.g. ‘choose between a store’s own-brand cola at 40
“=nts and a 55 cent Coke’) and matching (e.g. ‘imagine if a store’s own-brand cola
2515 40 cents: at what price would a Coke be attractive to you?’) generate system-
wocally different estimates of a consumer’s price-quality trade-offs. This finding of
¢ ‘ack of “procedural invariance’ illustrated the prominence effect, in that people
+=re more likely to prefer the alternative that was superior on the more important
s=ribute in a straightforward choice than in a matching task. This suggests that the
“ore important attribute is more salient in choice than in matching. The process
** defining an even swap is essentially a matching task, and thus the use of this
~rocess may affect decision-making.

ers can apply Even
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- e analytic hierarchy process

"« analytic hierarchy process (AHP), which was developed by Thomas Saaty when
=5 acting as an adviser to the US government, has been very widely applied to
“on problems in areas such as economics and planning, energy policy, material
“ing and purchasing, project selection, microcomputer selection, budget alloca-
" and forecasting.?! Saaty developed a user-friendly computer package, called
- =RT CHOICE,? to support the method. Other software that supports the AHP
>s perform equall - ies HIPRE 3+ (Hlerarchical PREference analysis).?
eated a table where = will use the following problem to demonstrate the application of the AHP. A
same). Normative ~w2zer in a food processing company has to choose a new packaging machine to

> is some evidence
ilternative that
e have seen, Ever
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Choose a Machine

i
Upgrade Reliability After-Sales Speed of Delivery Customization
Support

Figure 41-A hierarchy for the packaging machine problem

replace the existing one which is wearing out. The manager has a limited budget for
the purchase and has narrowed down the possible options to three: (i) the Aztec, (ii)
the Barton and (iii) the Congress. However, the decision is still proving to be difficult
because of the variety of attributes associated with the machines, such as the purchase
price, reputation for reliability and the quality of after-sales support provided by the
different manufacturers.

To apply the AHP, we proceed as follows:

(1) Set up the decision hierarchy. This is similar to

difference is that the alternative courses of action also appear on th
its lowest level. Figure 4.1 shows the decision hierarchy for the packaging machine
problem. At the top of the tree is a statement of the general objective of the
decision, in our case ‘Choose a Machine’. The 4 general’ attributes associated with
the decision problem (‘Costs’ and ‘Quality’) are then set out below this. As sho
these attributes can be broken down into more detail at the next level. For example
within ‘Quality’ the manager wishes to consider the attributes ‘Reliability’, ‘Afte
Sales Support’, ‘Speed of Delivery’ and ‘Customization’ (this is the extent to whic
the manufacturer is able to adapt the machine for the specific requirements of
food company). If necessary, this process of breaking down attributes continues
until all the essential criteria for making the decision have been specified. Finalk
the alternative courses of action are added to the hierarchy, below each of
lowest level attributes.
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o mairwise comparisons of attributes and alternatives. This is used to determine
'« s=lative importance of attributes, and also to compare how well the options
~worm on the different attributes. For example, how much more important
e mifial purchase price than the cost of upgrading the machine at a later date? Is
o “ztec strongly preferred to the Barton for the quality of after-sales support?

“ o owing each ‘split” in the hierarchy, the importance of each attribute is com-
et in turn, with every other attribute immediately below that ‘split’. Thus, the
~wmertance of ‘Costs” and the importance of ‘Quality” are first compared. Then
“our “Quality” attributes are compared with each other for importance, and so
. “ote that the comparisons are pairwise, so that, if there are four attributes, A,
=~ and D, we need to make six comparisons: A with B, A with C, A with D, B
s O Bwith D and, finally, C with D.

“usty recommends that these pairwise comparisons be carried out using verbal
swwmses. For example, the manager is asked to consider whether ‘Costs’” and
s 5 are of equal importance or whether one is more important than the other.
= manager indicates that ‘Costs’ are more important, so he is then asked if costs

rery Customization

Aztec

Congress

]
| e
]

weakly more important? 3)
s a limited budget £ strongly more important? 5)
hree: (i) the Aztec, (3 very strongly more important?  (7)
proving to be diffict extremely more important? )
5, such as the purcha

pport provided by £ method then converts the response to the number shown in brackets.

wwample, if ‘Costs’ are ‘strongly more important’ than ‘Quality’, then they
wssumed to be 5 times more important. Note that intermediate responses are
e if the decision-maker prefers these (e.g. ‘between weakly and strongly
smportant, which would be converted to a “4’). Also, if decision-makers pre-
W fo use verbal responses, then they can either make direct numerical inputs,
wozie from 1 (‘equally important’) to 9, or they can use a graphical facility in
-7 CHOICE to make these inputs.

. set of comparisons can be represented in a table (or matrix). From the
+ versus ‘Quality” comparison, we obtain Table 4.2.

SMART, but the n
sar on the hierarchy
‘he packaging mack
meral objective of
ibutes associated
t below this. As sho
1ext level. For exam
ites ‘Reliability’, ‘A%
isis the extent to
ific requirements of -
an att(rlibutes conti Costs Quality
: been specified. Fis - e 1 r
«chy, below each of Quality 1

Table 4.2 — Comparing the importance of
‘Costs” and ‘Quality’
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Table 4.3 — Comparing the importance of the “Quality’ attributes

After-Sales
Speed of Delivery Customizatio

Reliability Support
4 5 4

Reliability 1
1 3 1/2
1 1/3

After-Sales Support
Speed of Delivery
Customization 1

Similarly, for the four ‘Quality’ the manager’s judgments lead
the values in Table 4.3. The numbers in the tables represent how much m«
important the ‘row’ attribute is compared with the ‘column’ attribute. For examg
‘Reliability’ is four times more important than  After-Sales Support’. Fractio
values therefore indicate that the ‘column’ attribute is most important. .
example, ‘Speed of Delivery’ is only 1/3 as important as ‘Customization’. N
that only 1s appear On the diagonal of the tables, as each attribute must have ec
importance with itself. A similar table is obtained from the manager’s compari

of the importance of ‘Purchase’ and ‘Upgrade’ costs.
Finally, the same process is used to compare the manager’s relative prefere

for the machines with respect to each of the lower-level attributes. For example
will be asked to consider the purchase costs of the machines and asked whethe
terms of purchase costs, the Aztec and Barton are ‘equally preferred’. If heindic
that the Barton is preferred, he will then be asked whether it is ‘weakly prefer
'strongly preferred’ or ‘extremely strongly preferred’ (with intermediate respc
allowed). This leads to the values in Table 4.4, which shows, for example, the
Aztec is twice as preferable as the Congress on purchase cost.
This process is repeated, yielding a table for each of the lowest-level attril

to represent the manager’s preferences for the machines in terms of that attri
Le consistency of the decision-mm

(3) Transform the compari
After each table has been obtained, the AHP converts it into

attributes,

comparisons.
of weights, which are then automatically normalized to sum to 1. A nu
Table 4.4 — Comparing the machines on ‘Purchase Cost’
Aztec Barton Congress
Aztec 1 1/3 2
Barton 1 6
1

Congress
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Choose a Machine

1.000

[ 1l
Costs Quality
0.833 0.167
T
[ I I
Purchase Upgrade Reliability After-Sales Speed of Delivery Customization
0.875 0.125 0.569 Service 0.074 0.209
0.148
_ | Aztec Aztec Aztec Aztec Aztec Aztec
0.222 0.558 0.167 0.286 0.625 0.127
_. Barton Barton Barton Barton Barton Barton
0.667 0.320 0.094 0.143 0.238 0.186
. | Congress Congress Congress Congress Congress Congress
0.111 0.122 0.740 0.571 0.136 0.687

* =2 —Weights for the packaging machine problem

* conversion methods are possible. Saaty recommends a mathematical approach
“used on eigenvalues (see Saaty?* for details of this method). Because this involves
+ m=iatively complex mathematical procedure, software such as EXPERT CHOICE
+ wsually needed to perform the calculations. However, later on we will show a
~mole method for approximating the weights used in the AHP.

“gure 4.2 shows the weights obtained from all the tables in the hierarchy using
~ ' TERT CHOICE. For Table 4.2, where ‘Costs’ were considered to be 5 times more
@ rortant than ‘Quality’, the derivation of the weights is clear (a 5:1 ratio yields
wezhts of 5/6 and 1/6, i.e. 0.833 and 0.167). The derivation is less transparent
~ ¢ the larger tables. For example, for Table 4.3 the weights are ‘Reliability” 0.569,

“er-Sales Service’ 0.148, ‘Speed of Delivery” 0.074 and ‘Customization’ 0.209,
“uzzesting that the decision-maker considered ‘Reliability” to be by far the most
“moortant of the ‘Quality” attributes.

“iong with the weights, the AHP also yields an inconsistency ratio. This is
~woduced automatically by EXPERT CHOICE (see Saaty 2 for details of the method
* =lculation), but later on we will show a way of getting a good approximation to
s ratio by hand calculation. The ratio is designed to alert the decision-maker to
“= inconsistencies in the comparisons that have been made, with a value of zero
“iicating perfect consistency. For example, suppose a decision-maker’s responses
“woy thatattribute A is twice as important as B, while B is judged to be three times

+ smportant as C. To be perfectly consistent, the decision-maker should judge that
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A is six times more important than C. Any other response would lead to an index
greater than zero. Saaty recommends that inconsistency should only be a concern
if the ratio exceeds 0.1 (as a rule of thumb), in which case the comparisons should
be re-examined. Obviously, there can be no inconsistency in Table 4.2, as only one
comparison was made. For Tables 4.3 and 4.4, the inconsistency ratios were 0.059
and 0 respectively. Values of less than 0.1 were also obtained for all of the other
tables in the hierarchy. Saaty stresses, however, that minimizing inconsistency
should not be the main goal of the analysis. A set of erroneous judgments about
importance and preference may be perfectly consistent, but they will not lead to
the ‘best’ decision.

Use the weights to obtain scores for the different options and make a provisional decision.
Although EXPERT CHOICE will automatically calculate the scores for the options,
it is useful to demonstrate how the score for the Aztec machine was obtained. In
Figure 4.2, all of the paths that lead from the top of the hierarchy to the Aztec
option are identified. All of the weights in each path are then multiplied together,
and the results for the different paths summed, as shown below:

Score for Aztec = 0.833 x 0.875 x 0.222
+0.833 x 0.125 x 0.558
+0.167 x 0.569 x 0.167
+0.167 x 0.148 x 0.286
+0.167 x 0.074 x 0.625
+0.167 x 0.209 x 0.127 = 0.255

Note that the Aztec scores well on attributes that are considered to be relatively
unimportant, such as ‘Upgrade Costs’ (which carries only 0.125 of the 0.833
weight allocated to costs) and ‘Speed of Delivery’ (which carries only 0.074 ¢
the weight allocated to ‘Quality’, which itself is relatively unimportant). It sCOres
less well on the more important attributes, so its overall score is relatively low.
scores for all three machines are shown below:

Aztec 0.255
Barton 0.541
Congress 0.204

This clearly suggests that the Barton should be purchased.

(5) Perform sensitivity analysis. As in any decision model, it is important to exaz
ine how sensitive the preferred course of action is to changes in the judgme
made by the decision-maker. Many of these judgments will be ‘rough and read
and the decision-maker may be unsure about exactly what judgments to inpx
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" mumbers into the lower triangle of the table. For example, as Reliability is four

s more important than After-Sales Support, After-Sales Support must be only1/4
+ woortant as Reliability. This yields the table below
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“APERT CHOICE has a number of facilities for carrying out sensitivity ana-
=i, In dynamic sensitivity analysis, a bar chart shows the weights attached
o atiributes at a particular level in the hierarchy. By changing the lengths of
“hese bars, the effect on the scores of the alternative courses of action can be ex-
#mned. Other graphs allow decision-makers to examine the amount of change
52t can be made to an attribute’s weight before the preferred course of action
ghanges.

Serorming AHP calculations by hand

= donothave access to AHP software, then it is possible to obtain approximations

weights using the following simple procedure. Consider Table 4.3. We first enter

After-Sales
Reliability Support Speed of Delivery Customization
Sesiar -y 1 4 5 4
We-Sales Support 1/4 1 3 1/2
“Se=c of Delivery 1/5 1/3 1 1/3
; iz ation 1/4 2 3 )

[ to be relatively
[25 of the 0.833
es only 0.074 of
ortant). It scores
latively low. The

i

S ezl of its column. For example, the total of the

e the four values in the Reliability column become 0.588,0.147,0.118 and 0.147. The
= below shows all the results. Finally,

¢ e four attributes. Similar calculations

-t we sum the columns of the table and then divide each number in the table by

Reliability column is 1.7. This means

we average the numbers in each row. These
“zes, which are also shown in the table, can now be used as approximate weights

can be applied to the other tables in the

mchy.

After-Sales Speed of Average
Reliability Support Delivery = Customization of row
ity 0.588 0.545 0.417 0.686 0.559
jortant to exa «Sales Support  0.147 0.136 0.250 0.086 0.155
n the judgments s=c of Delivery 0.118 0.045 0.083 0.057 0.076
»ugh and ready’” Eomization 0.147 0.273 0.250 0.171 0.210

zments to input
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Tt is also possible to calculate an approximation to the inconsistency ratio by using
the following procedure. This may seem involved, but it is easily implemented on a
spreadsheet. We will demonstrate the process on Table 4.3:

Step 1: Fill in the lower triangle of the table, as before. Then write the weight for each:
attribute (or option) at the top of each column. The results are shown below:.

After-Sales Speed of
Reliability Support Delivery Customizatior

Weights 0.559 0.155 0.076
Reliability 1 4

After-Sales Support 1/4 1

Speed of Delivery 1/5 1/3

Customization 1/4 2

Step 2: Multiply the weight at the top of each column by each of the numbers in that
column. Then sum each row of the resulting table:

After-Sales Speed of
Reliability Support Delivery Customization

Reliability 0.559 0.620 0.380 0.840
After-Sales Support 0.140 0.155 0.228 0.105
Speed of Delivery 0.112 0.052 0.076 0.070
Customization 0.140 0.310 0.228 0.210

Step 3: Divide each of these sums by the weight for that attribute (or option). The
average the resulting ratios.

Weight

Reliability 0.559
After-Sales Support 0.155
Speed of Delivery 0.076
Customization 0.210

Average ratio
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ncy ratio by using © + Aninconsistency index can be calculated using the following formula:
implemented on a
average ratio from step 3 — n

n-—1

Inconsistency index =

he weight for ea

h bolo s where n is the number of rows in the table we are investigating. In our case,
are shown :

thisis 4, so we have

4161 — 4
Inconsistency index = i i = 0.054

Customization 4-1

0.210 Note that, if our table had been perfectly consistent, the average ratio from step

4 3 would have been 4.0, so our inconsistency index would have had a value of
1/2 Zero.
1/3 >

Divide the inconsistency index by the appropriate value from Table 4.5 to
obtain the inconsistency ratio. The values in this table were generated by Saaty
‘o estimate the inconsistency indices for random tables. Our inconsistency ratio
is therefore 0.054/0.90 = 0.06. As this is below 0.1, we should have no concerns
2bout inconsistency in this table. Note that this is very close to the 0.059 value
produced by EXPERT CHOICE.

1

he numbers in tha

¢ £5 - Random indices for checking the consistency of a table

stomization Sum: n
0.840 2.3¢ 2F 8 4 5 6 7 8 9 10
o 0 ®mindex 0 058 090 112 124 132 141 145 149

0.210 0.88

e (or option). The = axioms of the AHP

=P is based on four axioms:2°

Ratlo ~ e reciprocal axiom states that, if A and B are options or attributes in the decision
4.291 “werarchy and A is 7 times more preferable (or more important or more likely) than
4.056 * “hen Bmust be 1/nth as preferable (or important or likely) as A. For example, if
4.078 “eliability is four times more important that After-Sales Support, then After-Sales
4.221 “wpport must be only 1/4 as important as Reliability.

4.161 e homogeneity axiom states that the elements being compared should not differ

~ exireme amounts on a criterion. For example, this axiom would be violated if
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A were 24 times more important than B. This axiom is reflected in the range of the

AHP verbal scale, which runs from 1 /9t09. Aswe discuss below, this axiom can
be relaxed if this is judged to be absolutely necessary.

(3) The synthesis axiom states that judgments about the importance of elements in
a hierarchy do not depend on the elements below them. For example, in our
hierarchy, judgment about the relative importance of Reliability and After-Sales
Support does not depend on the packaging machines that are available. Thus, the
relative importance would be the same even if a different set of machines were
on offer. This axiom may be violated in many practical applications. For example,
suppose that we state that Reliability is four times more important than After-Sales
Support and then discover that all of the available machines have extremely high
and similar levels of Reliability that far exceed the minimum acceptable level
However, they differ toa considerable extent in the quality of After-Sales Support
offered. In this case we may wish to change our mind and judge After-Sales
Support as being more important in our choice between the machines. To guard
against this danger, it is recommended that a pottom-up’ approach be applied
when evaluating the elements in an AHP hierarchy (i.e. we should start with the
alternative courses of action and work upwards). By comparing the machine
performances on Reliability and After-Sales Support first, we would learn abou
their similarities in reliability, and this would inform our judgment when we came
to compare the importance of these two attributes. Alternatively, the analytica
network process (ANP)2 provides a formal approach to this problem, but at
cost of greater mathematical complexity.

(4) The expectation axiom states that decision-makers should make sure that thel
ideas are adequately represented in the decision model. This is similar to
concept of requisite decision modeling in SMART. If the decision-maker’s inte
itively preferred option differs from the best option suggested by the model, the
this indicates that the model should be investigated to identify the reason I¢
the discrepancy. Perhaps the hierarchy is incomplete or the relative importan
of attributes is not independent of the options (see the synthesis axiom above
Alternatively, the investigation might reveal that the Jdecision-maker’s intuition
at fault because he or she is unable to comprehend a complex decision problem
its entirety.

The AHP versus SMART

It can be seen that the AHP ;s fundamentally different to SMART in many respects. §
next consider the relative strengths of the AHP and then consider the main criticis
that have been made of the technique.
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the range of the e relative strengths of the AHP
this axiom can

ity of pairwise comparisons. The use of pairwise comparisons means that the
“eosion-maker can focus, in turn, on each small part of the problem. Only two
“mbutes or options have to be considered at any one time, so that the decision-
waker’'s judgmental task is simplified. Verbal comparisons are also likely to be
sweterred by decision-makers who have difficulty in expressing their judgments
mmmerically.
“iundancy allows consistency to be checked. The AHP requires more comparisons to
= made by the decision-maker than are needed to establish a set of weights. For
wwample, if a decision-maker indicates that attribute A is twice as important as B,
s B, in turn, is four times as important as C, then it can be inferred that A is
“.2nt times more important than C. However, by also asking the decision-maker
= compare A with C, it is possible to check the consistency of the judgments. It is
~msidered to be good practice in decision analysis to obtain an input to a decision
wodel by asking for it in several ways and then asking the decision-maker to reflect
= any inconsistencies in the judgments put forward. In the AHP this is carried
wut automatically.

- wsafility. The wide range of applications of the AHP is evidence of its versatility.
= addition to judgments about importance and preference, the AHP also allows
““zments about the relative likelihood of events to be made. This has allowed it
* e applied to problems involving uncertainty, and also to be used in forecast-
=z~ AHP models have also been used to construct scenarios by taking into
secount the likely behavior and relative importance of key actors and their in-
weraction with political, technological, environmental, economic and social factors
Saaty, 2 p. 130).
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sion problem i ~ _wwersion from verbal to numeric scale. Decision-makers using the verbal method
* comparison will have their judgments automatically converted to the numeric
“:zle, but the correspondence between the two scales is based on untested assump-
~oos. If you indicate that A is weakly more important than B, the AHP will assume
2t you consider A to be 3 times more important, but this may not be the case. In
sarticular, several authors have argued that a multiplicative factor of 5 is too high
= express the notion of ‘strong’ preference. 3

_socisms of the AHP

iny respects. ~wilems of the 1-9 scale. Experimental work suggests that, when one attribute or
main criticism ‘wtion is ‘extremely more important’ than another, then ratios of 1 to 3 or 1 to 5
#7= more appropriate than the 1 to 9 ratio assumed by the AHP.3! However, if a
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decision-maker using the verbal scale does wish to incorporate very extreme ratios
into the decision model, the restriction of pairwise comparisons with a 1-9 scale
is bound to create inconsistencies. For example, if A is considered to be four times
more important than B, and B is four times more important than C, then, to be
consistent, A should be judged to be 16 times more important than C, but this is
not possible with the AHP’s verbal scale. .

To avoid this problem, Forman and Gass? recommend that, when setting up
the AHP hierarchy, the decision-maker should attempt to arrange the elements
in clusters so that they do not differ in extreme ways (this would also ensure
conformance with axiom 2). They argue that this is desirable, anyway, because
judgments involving extreme differences are likely to be unreliable. However,
where extreme judgments are required, one can avoid verbal judgments altogether
and directly input the desired numerical ratios.

(3) Meaningfulness of responses to questions. Unlike SMART, weights are elicited in
the AHP without reference to the scales on which attributes are measured. For
example, a person using SMART to choose a house might be asked to compare
the value of reducing the daily journey to work from 80 to 10 miles with the value
of increasing the number of bedrooms in the house from 2 to 4. Implicit in this
type of comparison is the notion of a trade-off or exchange: 70 fewer miles may be
only half as valuable as two extra bedrooms. It can be shown that AHP questions,
which simply ask for the relative importance of attributes without reference to
their scales, imply weights that reflect the relative value of the average score of the
options on the different criteria,3? which is a difficult concept for decision-makers
to grasp. This may mean that the questions are interpreted in different and possibly
erroneous ways by decision-makers.* %

(4) New alternatives can reverse the rank of existing alternatives. This issue, which is related
to the last point, has attracted much attention.3* Suppose that you are using the
AHP to choose a location for a new sales office and the weights you obtained from
the method give the following order of preference: 1 Albuquerque, 2 Boston,
Chicago. However, before making the decision, you discover that a site in Denve
is also worth considering, so you repeat the AHP to include this new optio
Even though you leave the relative importance of the attributes unchanged,
new analysis gives the following rankings: 1 Boston, 2 Albuquerque, 3 Denve
4 Chicago, so the rank of Albuquerque and Boston has been reversed, whic
may not seem to be intuitively reasonable. If Albuquerque is better than Bostor
then surely it is still better than Boston, irrespective of whether or not Denver
available.

These rank reversals cannot occur in SMART, but some analysts have argue
that in some circumstances they are desirable.?® Their arguments are based ¢
what is referred to as dilution. Suppose that two people, Alan and Barbara, we
in a sales office. Alan has excellent computing skills but is less good at selling
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WSz Barbara knows very little about computers. Alan is therefore rated as the
S w=alued of the two employees because, if he is absent, there is no one to fix

SRRser problems Subsequently, a third person, Colin, joins the office. While
Bl & not as knowledgeable as Alan about computers, he is still quite skilled
P Sarbara is regarded as more valuable than Alan (i.e. their ranks have been

o puting skills has been ‘diluted’.

*% spite of this example, some research suggests, anyway, that rank reversals
W marely in applications of the AHP 25 However, if the decision-maker does
BEE 8D avoi

oid any danger of such reversals, then it is now possible to choose to

¢ as preferable as the second best option, then this second option will have a
et of 0.3, and so on. Adding further options at a later stage will not change
S mankings of these weights because all the weights are compared with a fixed
"= (the ideal). This is similar to SMART, where the scores given to options on
W8 asmibute are also assigned relative to the best performing option, which has a
I of 100.

e of comparisons required may be large. While the redundancy built into the

B IS an advantage, i

~= “HPin the eyes of potential
“sidered to be easy.
* address this problem, EXPERT CHOICE has a facility for using a ‘ratings’ or
~soiute’ approach where each of the alternatives is rated on a single scale that the
~=on-maker can define. For example, we might define a scale for the computer
. sofjob applicants as ‘Excellent’, ‘Good’, "Average’, ‘Poor’ and “Very Poor’. The
~=ion-maker can then determine numerical values to represent the ‘intensity’
== verbal descriptions. For example, ‘Excellent’ may be assigned a score of 1
wsod” a score of 0.7, and so on, Having formulated the scale, each applicant can

T

" have to make ten direct ratings, rather than 45 pairwise judgments, for each
EEnbute.
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MACBETH

MACBETH (Measuring Attractivenessby a Categorical-Based Evaluation TecHnig
which was developed by Carlos Banae Costa and Jean-Claude Vansnick, 35,36 i sim
to the AHP in a number of ways. First, users are asked to compare only pairs of op&e
or attributes at a time, and second, they express their preferences in terms of we
rather than numbers. Like the AHP, this results in a table of comparisons that allows
method to inform decision-makers about the consistency of their pairwise judgme

There are, however, a number of important differences between the methe
Whereas the AHP elicits a ratio for the relative importance or preference betws
clements of the hierarchy (e.g. Reliability is five times more important than After-Sale
Service), MACBETH asks users to compare differences in attractiveness. For example
suppose that two packaging machines, the Aztec and the Barton, are compared fo
the attractiveness of the ‘After-Sales Service they offer. The decision-makers would be
asked to decide whether the difference in their attractiveness was “Very Weak’, ‘Weak',
‘Moderately Strong’, ‘Strong’, "Very Strong’ or ‘Extreme’. Alternatively, the decision-
maker could indicate that the machines were equally attractive in their After-Sales
Service. A similar process is used to obtain the swing weights for the attributes. Once
the decision-maker has made these indications, MACBETH uses a mathematical
gorithm to check their consistency and generate numerical scores and weights. Whe
inconsistencies are discovered, the method indicates how they have arisen and sug
gests how greater consistency could be achieved.

Because MACBETH uses the additive value model (see Chapter 3), it is possible
integrate it with SMART. This integrative facility is available in at least one softwz
product (HIVIEW 3). This is useful where decision-makers have problems in direct®
assigning the numerical scores required by SMART and are more comfortable 2
expressing their preferences in terms of words. In particular, some decision-make
may have problems in understanding the 0-100 scales used in SMART. For examp
a score of zero simply indicates that an option is the worst performer on an attribw
not that it has no value. Similarly, because the zero is defined in this way, the sca
used in SMART are interval scales, so an option scoring 50 on an attribute is
necessarily twice as preferable as an option scoring 25. The idea that it is the relats
size of differences (or intervals) between scores that is meaningful may be difficult
convey. Macbeth addresses this by asking users to compare these differences in WOrs

In addition to these advantages, MACBETH includes extensive facilities for exams
ing the robustness of decisions and their sensitivity to changes in the decision-makes
judgments. However, the mathematical algorithm underlying the method means &
users have to rely on computer software to implement the technique, and this
reduce the transparency of the process through which the method produces its =
ommendations. Because of this, in any application of MACBETH, decision-mass
should spend time reviewing the outputs of the method to ensure that they agree &
their preferences are being accurately represented.
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= hapter we have reviewed some alternative methods to SMART. We saw that
@ hese alternatives contains attractive features such as automatic consistency
= o the decision-maker’s judgments, avoidance of the need to specify weights
¢ mes allowing decision-makers to express preferences using words rather than
iers. However, none of the methods was clearly superior to the others on all
s Secause of this, there has been a convergence between some of the techniques
" s=empt to embrace the best features of each. For example, verbal judgments
= o be used alongside SMART via the MACBETH procedure. Similarly, some
- mescial software products now include facilities for both SMART and the AHP,

e decision-makers to have considerable flexibility in the way they tackle dif-
S Secision problems.

- wal exercises can be found on the book’s website

" owner of a small business is unhappy with the service she has been receiving
o her bank and has decided to move her account to a rival bank. Her decision
= which bank to choose will be based not only on the estimated annual bank

- arges that each bank will levy but also on the following ‘benefit attributes’:
~+ the proximity of the local branch;

= whether the local branch has a small business adviser;
= the maximum automatic loan allowed;

= whether a telephone banking facility is offered.
e alternative banks are listed below, together with their estimated annual

=5 and the scores the business owner has allocated for each of the ‘benefit
@smbutes’:

), it is possible
sast one softwa
blems in directh
e comfortable 2
decision-make
RT. For examp
T on an attribut
is way, the scale
1 attribute is
t it is the relati

ay be difficult Estimated annual Small business Maximum Telephone

erences in worcs charge ($) Proximity adviser loan facility

llities for exami

decision-make: T 3000 0 100 40 0

ethod means "E gggg 128 108 : gg : 08
L 4000 90 100 20 0
decision-make

at they agree
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The business owner is then asked to imagine that she has her account with
hypothetical bank that had the lowest scores on all of the ‘benefit attributes
She is then asked to imagine that each attribute could be switched to its bes
possible value and asked to rank the attractiveness of these possible switche
Her ranks are given as: :

Rank Switch

1 Lowest maximum loan facility to highest

2 No telephone banking facility to existence of this facility
3 Non-availability of small business adviser to availability
4 Least close branch to closest branch

(a) SMARTER has been used to obtain scores to represent the aggregate benefi
of the banks, and these are given below:

Bank Aggregate score
Central 35.4
Northern 62.5
Direct 83.5
Royal 29.0
Marks 30.6

Show how the score of 35.4 for the Central Bank was determined.

(b) By taking into account the estimated annual charges of the banks, determi
which banks lie on the efficient frontier. Explain the significance of th
efficient frontier.

(c) SMARTER is based on the ‘principle of heroic approximation’. Explain he
this principle applies to your analysis of the businesswoman’s problem, ar
discuss whether it is likely to be appropriate.

(2) Imagine that you have wona holiday for two peopleina magazine competiti

and you have been given the choice of five holiday destinations. The names 2

details of these destinations are shown below:




-
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account with

nefit attribute

iched to its be
issible switch '

facility
ibility

igregate beneﬁ

core

mined.

janks, determin

nificance of

m’. Explainy'h
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Typical No. of
Flying sunshine Time to walk cultural
time (hours per to beach Size of attractions

(hours) day) (minutes) place nearby  Night life
< 8 0 Large town 3 Average
9 6 5 Village 1 Quiet
3 5 12 Isolated 0 Quiet
5 9 20 Large town 5 Lively
2 5 2 Village 0 Average

= the Even Swaps method to determine which destination you would choose
e basis of the information that has been supplied.
~ motorist is using the AHP to choose a new car from three possible models:
“= Arrow, a Bestmobile and a Commuter. The choice will be based on just two
- «=ibutes, ‘Cost’ and “Style’. The motorist considers that Cost is ‘Weakly More
Smportant’ than Style.
“When asked to compare the costs of the cars. The motorist makes the following
-~ “iements: on cost, the Bestmobile is “Weakly Preferred’ to the Arrow, but the
~row is “Weakly Preferred’ to the Commuter. Also, the Bestmobile is ‘Extremely

“referred’ to the Commuter.

On style, the Arrow is “Very Strongly Preferred’ to the Bestmobile, but the
ommuter is ‘Weakly Preferred’ to the Arrow. Also, the Commuter is ‘Extremely
“referred’ to the Bestmobile. .
= Construct a hierarchy to represent the decision problem.

2! Use an appropriate software package, or the approximation method, to
calculate the weights for each table in the hierarchy, and hence determine
which car should be purchased.

<) Calculate the inconsistency ratios for the motorist’s comparisons of the cars
on (i) cost and (ii) style, and interpret your results (use either your software
or the approximation method here).

= One of the criticisms of the AHP is that the introduction of new alternatives can
- change the ranking of existing alternatives. Under what circumstances, if any,
s this likely to be reasonable?

. A manager is hoping to appoint a new assistant and decides to use the AHP

-

n'sp roblem,: to rank the applicants for the job. Then, as a check, she decides to repeat the
: fith g process using SMART. She is surprised to find that the ranking of the applicants
??Egigzs derived from the AHP differs significantly from the ranking suggested by the

SMART analysis. Discuss why these differences might have arisen.
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