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Main idea

Latent Class Analysis (LCA) is a statistical model in 

which individuals can be classified into mutually 

exclusive and exhaustive types, or latent classes, 

based on their pattern of  answers on a set of  

(categorical) measured variables.

A measured variable (MV) is a variables that is directly measured whereas a latent variable (LV) is a 

construct that is not directly measured.   
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• Statistical Model
• Example Data
• Example model and results
• Assessing model fit
• Extension of the example
• Conclusion (and resources)
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Roadmap



Latent Class Analysis model

Latent Class Analysis (LCA) is a way to uncover hidden groupings in 
data.
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X – categorical latent variable

A, B, C, D – observed (categorical) 
variables



Latent Class Analysis model

Latent Class Analysis (LCA) is a way to uncover hidden groupings in 
data.
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It is closely related to (a particular kind of) cluster analysis: used to discover groups 
of cases based on observed data, and, possibly, to also assign cases to groups. 

X – categorical latent variable

A, B, C, D – observed (categorical) 
variables



Latent Class Analysis model
Main Model Assumptions:   conditional independence

For two independent categorical variables - A (with J categories) and B (with K 
categories), the joint probability of being in category j and category k is:

Pjk = Pj
A Pk

B
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Latent Class Analysis model
Main Model Assumptions:   conditional independence

For two independent categorical variables - A (with J categories) and B (with K 
categories), the joint probability of being in category j and category k is:

Pjk = Pj
A Pk

B

If X is a latent (unobserved) variable with T classes, then (under conditional 
independence assumption):

πjkt = πt
X πjt

AXπkt
BX

where :
πjkt – joint probability of being in category j, category k and class t
πt

X – probability of being in class t

πjt
AX – probability of being in category j (of A) conditional on being in class t (of X)

πkt
BX - probability of being in category k (of B) conditional on being in class t (of X)
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Latent Class Analysis – model estimation

Estimation is by Maximum Likelihood (ML) using the EM algorithm:
• Start with random split of people into classes. 
• Reclassify based on a improvement criterion
• Reclassify until the best classification of people is found.
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Estimation is by Maximum Likelihood (ML) using the EM algorithm:
(1) Start with (random) initial probabilities. 
(2) Maximize the log-likelihood (LL) function.
(3) Update the probabilities (based on the posterior distribution).
(4) Repeat (2) and (3) until can not improve any more (LL is at max value).

Problems you might run into: finding local maximum (instead of global). 



Example Data 

Data on Mental health services facilities

• 12,671 facilities responded to the survey in 2015
• In 50 states (the 5 territories are excluded)
• 137 variables (characteristics) 

The National Mental Health Services Survey (N-MHSS) is an annual survey designed to 
collect statistical information on the numbers and characteristics of all known mental 
health treatment facilities within the 50 States, the District of Columbia, and the U.S. 
territories. In every other year, beginning in 2015, the survey also collects statistical 
information on the numbers and demographic characteristics of persons served in these 
treatment facilities as of a specified survey reference date.

Data downloaded from here: https://www.datafiles.samhsa.gov/study-series/national-mental-health-services-survey-n-mhss-nid13521
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https://www.datafiles.samhsa.gov/study-series/national-mental-health-services-survey-n-mhss-nid13521


Example Data - continued
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Example Data - continued

Characteristics collected:
• Types of services offered

• Ownership 
• Type of setting

• Focus 
• Treatment options available (types of therapy used)

• … 
The survey includes both publicly and privately-operated mental health treatment 
facilities; includes for-profit and non-for-profit facilities in three types of settings: 
outpatient, inpatient and/or residential. 

Facility locator:  https://findtreatment.samhsa.gov/ 12
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Latent Class Analysis – example in R

Using poLCA package in R:
. install.packages("poLCA")
. library(poLCA)

Read the data in:
. samhsa2015 <- read.table(file="samhsa_2015F.csv", header=T, as.is=T, sep=",")

Using the first five characteristics collected (services offered), run a model with 2 latent classes: 
. f1 <- as.formula(cbind(mhintake, mhdiageval, mhreferral, treatmt, adminserv)~1)

. LCA2 <- poLCA(f1, data=samhsa2015, nclass=2)

poLCA expects all variables to start at level 1 (dichotomous variables should be 1/2 , not 0/1!)

All five variables are dichotomous. So for latent variable with just one class  there are 5 parameters to estimate, for a latent variable 
with two classes there will be 11 parameters to estimate, (three classes – 17 parameters to estimate) and so on.
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Latent Class Analysis – example results
. LCA2 <- poLCA(f1, data=samhsa2015, nclass=2)
$`mhintake`

Pr(1)  Pr(2)
class 1:  0.0261 0.9739
class 2:  0.6644 0.3356

$mhdiageval
Pr(1)  Pr(2)

class 1:  0.0360 0.9640
class 2:  0.6249 0.3751

$mhreferral
Pr(1)  Pr(2)

class 1:  0.1090 0.8910
class 2:  0.7973 0.2027

$treatmt
Pr(1)  Pr(2)

class 1:  0.4031 0.5969
class 2:  0.7877 0.2123

$adminserv
Pr(1)  Pr(2)

class 1:  0.2926 0.7074
class 2:  0.7240 0.2760 14
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Latent Class Analysis – example results
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Estimated class population shares 
0.8575 0.1425 

Predicted class memberships (by modal posterior prob.) 
0.8751 0.1249 

========================================================= 
Fit for 2 latent classes: 
========================================================= 
number of observations: 12671 
number of estimated parameters: 11 
residual degrees of freedom: 20 
maximum log-likelihood: -29740.22 

AIC(2): 59502.44
BIC(2): 59584.36
G^2(2): 557.3724 (Likelihood ratio/deviance statistic) 
X^2(2): 582.4467 (Chi-square goodness of fit)
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Latent Class Analysis – example results
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. plot(LCA2)
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Latent Class Analysis – example

Let’s also run models with 3 and 4 classes and look at the results, and 
compare:
. LCA3 <- poLCA(f1, data=samhsa2015, nclass=3)

…
ALERT: iterations finished, MAXIMUM LIKELIHOOD NOT FOUND 
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poLCA(formula, data, nclass = 2, maxiter = 1000, graphs = FALSE,  tol = 1e-10, 
na.rm = TRUE, probs.start = NULL, nrep = 1,  verbose = TRUE, calc.se = TRUE)

Optional parameters to use/tweak if you get the above alert:
.maxiter – The maximum number of iterations through which the estimation algorithm will cycle.
.nrep - Number of times to estimate the model, using different values of probs.start. (default is one)



Latent Class Analysis – example

Let’s run models with 3 and 4 classes also and look at the results:
. LCA3 <- poLCA(f1, data=dt2015, nclass=3, maxiter=3000)

. LCA3 <- poLCA(f1, data=samhsa2015, nclass=3, nrep=5)

. LCA3 <- poLCA(f1, data=samhsa2015, nclass=3, maxiter=3000, nrep=5)
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Latent Class Analysis – example

Let’s run models with 3 and 4 classes also and look at the results:
. LCA3 <- poLCA(f1, data=dt2015, nclass=3, maxiter=3000)

. LCA3 <- poLCA(f1, data=samhsa2015, nclass=3, nrep=5)

. LCA3 <- poLCA(f1, data=samhsa2015, nclass=3, maxiter=3000, nrep=5)

. LCA4 <- poLCA(f1, data=samhsa2015, nclass=4 , maxiter=3000, nrep=5)

Try also:
. LCA5 <- poLCA(f1, data=samhsa2015, nclass=5 , maxiter=5000, nrep=10)
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Latent Class Analysis – assessing model fit 

2 classes 3 classes 4 classes
AIC 59502.44 59119.43 58987.27
BIC 59584.36 59246.03 59158.55
G^2 557.3724 162.3576 18.19505
X^2 582.4475 180.5809 18.11012
Df 20 14 8
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Let’s look closer at the model with 3 classes, even though model with 4 classes does 
better based on AIC and BIC criteria (model with 5 classes has higher BIC than model with 
4 classes, so it’s definitely not an improvement).



Latent Class Analysis – interpreting results
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Class 1 Class 2 Class 3

mhintake 0.1907 0.9429 0.9916

mhdiageval 0.2447 0.9360 0.9787

mhreferral 0.1626 0.7660 1.0000

treatmt 0.2043 0.4503 0.7559

adminserv 0.2694 0.5328 0.8986

Estimated class population shares 
0.1046 0.5108 0.3846 

Predicted class memberships (by modal posterior prob.) 
0.1048 0.5582 0.337
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Latent Class Analysis – interpreting results
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Class 1 Class 2 Class 3

mhintake 0.1907 0.9429 0.9916

mhdiageval 0.2447 0.9360 0.9787

mhreferral 0.1626 0.7660 1.0000

treatmt 0.2043 0.4503 0.7559

adminserv 0.2694 0.5328 0.8986

The three classes roughly represent: 
Class1 – facilities that don’t offer any of the five services
Class2 – facilities that offer primarily mental health services 
Class3 – facilities that offer all of the five services

Note: classes are unordered! 

Estimated class population shares 
0.1046 0.5108 0.3846 

Predicted class memberships (by modal posterior prob.) 
0.1048 0.5582 0.337
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Class probabilities: 
Predicted class memberships (by modal posterior prob.) 
0.1048 0.5582 0.337

Probabilities of membership in each class – these sum to one as the classes are assumed 
to be mutually exclusive. 
Class probabilities are stored in ‘predclass’ element of the returned object – LCA3$predclass.

Latent Class Analysis – interpreting results
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Class probabilities: 
Predicted class memberships (by modal posterior prob.) 
0.1048 0.5582 0.337

Probabilities of membership in each class – these sum to one as the classes are assumed 
to be mutually exclusive. 

Conditional probabilities:
$mhreferral

Pr(1)  Pr(2)
class 1:  0.8374 0.1626
class 2:  0.2340 0.7660
class 3:  0.0000 1.0000

Relationship between each item and each class – estimates of the probability for a 
particular response given membership in a certain class. 
Because of conditional independence assumption within each class probabilities sum to 1.

Latent Class Analysis – interpreting results
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LCA model with covariates: 
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Latent Class Analysis – extension 

Z is observed covariate/s 
(categorical or continuous)

X – categorical latent variable

A, B, C, D – observed (categorical) 
variables



LCA model with covariates: 
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Latent Class Analysis – extension 

Note: assigning class membership based on the base model (without covariates) and then using those classes 
to model relationship with a covariate gives biased estimates; it is better to include the covariate/s directly in 
the LCA model. 

. f2 <- as.formula(cbind(mhintake, mhdiageval, mhreferral, treatmt, 
adminserv)~payasst)

. LCA3c <- poLCA(f2, data=samhsa2015, nclass=3, maxiter=3000, nrep=5)

Z is observed covariate/s 
(categorical or continuous)

X – categorical latent variable

A, B, C, D – observed (categorical) 
variables



Predicted class memberships (by modal posterior prob.) 

0.5798 0.0889 0.3312

========================================================= 

Fit for 3 latent classes: 

========================================================= 

2 / 1 

Coefficient  Std. error  t value  Pr(>|t|)

(Intercept)    -1.28826     0.14405   -8.943         0

payasst -0.69675     0.08190   -8.507         0

========================================================= 

3 / 1 

Coefficient  Std. error  t value  Pr(>|t|)

(Intercept)     0.11932     0.19466    0.613     0.551

payasst -0.66159     0.07089   -9.332     0.000

========================================================= 

number of observations: 12278 

number of estimated parameters: 19 

residual degrees of freedom: 12 

maximum log-likelihood: -28726.57 

AIC(3): 57491.14

BIC(3): 57632.03

X^2(3): 193.2728 (Chi-square goodness of fit) 
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Latent Class Analysis – extension

In this case class1 are the facilities that 
offer all five services, class2 are those 
facilities that  don’t offer any of the five 
services and class3 are the facilities 
that offer primarily mental health  
services.
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Latent Class Analysis – extension

In this case class1 are the facilities that 
offer all five services, class2 are those 
facilities that  don’t offer any of the five 
services and class3 are the facilities 
that offer primarily mental health  
services.

The results show that facilities that 
don’t offer any of these five services 
are much less likely to offer pay 
assistance, as also are facilities that 
offer mostly mental health services, 
compared to facilities that offer all five 
services.



Conclusion
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LCA is a method of finding subtypes within a sample through use of multivariate 
categorical data.

Main differences with cluster analysis are:
• LCA is model based rather than distance based grouping of data.
• Class/group membership is assigned probabilistically (rather than deterministically).

LCA could be used for dimension reduction.

Presenter
Presentation Notes
Stringr only offers two functions to control the type of matching – fixed() and ignore.case() .

… could use str_view() or str_view_all() in Rstudio to see what gets matched. 



Conclusion

Steps for LCA:
 Run models with different number of classes
 Compare models fit to choose “best” model
 Include covariate(s) directly in the model
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LCA is a method of finding subtypes within a sample through use of multivariate 
categorical data.

Main differences with cluster analysis are:
• LCA is model based rather than distance based grouping of data.
• Class/group membership is assigned probabilistically.

LCA could be used for dimension reduction.
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Resources:

• “ Applied Latent class analysis” Allan L. McCutcheon (2002).

• “Latent Class and Latent Transition Analysis: With Applications in the Social, 
Behavioral, and Health Sciences” Collins, L. & Lanza, S. (2010).

• “Mixture models: Latent profile and latent class analysis” D. Obersky (2016).
• https://www.jstatsoft.org/article/view/v042i10 (to download the poLCA article) 

• http://www.john-uebersax.com/stat/faq.htm
• “Categorical Data Analysis” Allan Agresti
• “Latent class analysis: The empirical study of latent types, latent variables, and 

latent structures. In Applied Latent Class Analysis” Goodmand (2002).
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