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Sequential Quadratic Programming - SQP

Consider the problem:

minimize f(x)
s.t gi(x) <0 ieZT=1{1,2,...m}
hi(x) =0 ie&={1,2,...1}

Definition
x* is KKT point if there are lagrange multipliers vectors \* and p*, such that
t

[X* A* u*] satisfies:

VL (x*, X5, u*) = 0

g (x") <0

h(x*) =0

e >0

1igi(x*) =0 VieZ
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Sequential Quadratic Programming - SQP

Assumptions:

1. There exist x*, \* and p* satisfying KKT conditions

2. The columns of
G =
[ Vh() V() .. Vh(x) Ve (x)

are linearly independent, Vi; €
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Sequential Quadratic Programming - SQP

Sequential Approximate Optimization

+ Good approach for expensive models

+ RS dampens noise

» Versatile

Response surface

Design domain

Optimum

‘Stib-optimal point
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] — Concepts and

Tunein

Figure 1: lecture notes from Fred van Keulen and Matthijs Langelaar
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Sequential Quadratic Programming

Sequential Quadratic Programming (SQP)

e One of the most successful methods for the numerical solution of constrained
nonlinear optimization problems.

e |t relies on a profound theoretical foundation and provides powerful algorithmic
tools for the solution of large-scale technologically relevant problems.
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Sequential Quadratic Programming - SQP

Main ideas

e SQP methods are iterative methods that generate a sequence of quadratic
optimization problems whose solutions approach the solution of the original
problem
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Main ideas

e SQP methods are iterative methods that generate a sequence of quadratic
optimization problems whose solutions approach the solution of the original
problem

e At a current iterate xX, the step to the next iterate is obtained through
information generated by solving a quadratic subproblem
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Sequential Quadratic Programming - SQP

Main ideas

e SQP methods are iterative methods that generate a sequence of quadratic
optimization problems whose solutions approach the solution of the original
problem

e At a current iterate xX, the step to the next iterate is obtained through
information generated by solving a quadratic subproblem

e quadratic problems are based on applying KKT conditions to the original problem

e Minimize a quadratic approximation of the Lagrangian function with respect to
linear approximation of the constraints

Celma de Oliveira Ribeiro



Sequential Quadratic Programming - SQP

Idea of algorithms

S1 Choose initial point xp and initial lagrange multiplier estimates \g
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Sequential Quadratic Programming - SQP

Idea of algorithms

S1 Choose initial point xp and initial lagrange multiplier estimates \g
S2 Obtain matrices for QP subproblem
S3 Solve QP subproblem to find a feasible direction dy

S4 Xpq1 < Xk + apdy
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Sequential Quadratic Programming - SQP

Idea of algorithms

S1 Choose initial point xp and initial lagrange multiplier estimates \g
S2 Obtain matrices for QP subproblem

S3 Solve QP subproblem to find a feasible direction dy

S4 Xpq1 < Xk + apdy

S5 If xx11 is not optimal go to S2
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Sequential Quadratic Programming - SQP

The QP subproblems to be solved in each iteration step should reflect the local
properties of the NLP with respect to the current iterate x.

A natural idea:

e replace objective function by its local quadratic approximation

f(x) = f(xk) + VF(xe) (x — xx) + %(X — ) V2 F () (x — xi)
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Sequential Quadratic Programming - SQP

The QP subproblems to be solved in each iteration step should reflect the local
properties of the NLP with respect to the current iterate x.

A natural idea:

e replace objective function by its local quadratic approximation

f(x) = f(xk) + VF(xe) (x — xx) + %(X — ) V2 F () (x — xi)

e replace constraint functions g and h by their local afine approximations
g(x) = g(xk) + Ve (xi) (x — xx)

h(x) = h(xk) + Vh(x)*(x — xi)
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Sequential Quadratic Programming - SQP

Example
Consider the following,

VF(x) = { g }
V2f(x) = [; i]

Vhi(x) = [ ; } Vha(x) = { ; } Vei(x) = [ i }

Write an approximation of the problem

minimize f(x)
st gi(x) <0 i€eZ={1,2,...m}
hi(x) =0 ie&={1,2,...1}

Assume : f(x*) =100, hi(x*) =4, ho(x*) =1—-1, g1(x*) =11,
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Sequential Quadratic Programming - SQP

Idea: Consider

q 1 t—2 it
min; 2d Vef(xk)d + Vi(xe)td

sit Vegix)'d+gi(x) <0 ieZ
th(xk)td + hj(Xk) =0 j€e€&

Note that d = (x — x¥)
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Sequential Quadratic Programming - SQP

Instead of analysing the original problem, consider the model related to the Lagrangian
L, where \* and p* are the Lagrangian multipliers associated with the original

problem.

minimize £ (x, \*, u*)
st gi(x) <0 ieZ={1,2,...m}
hi(x) =0 ie&={1,2,...1}
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Sequential Quadratic Programming - SQP

Instead of analysing the original problem, consider the model related to the Lagrangian
L, where \* and p* are the Lagrangian multipliers associated with the original

problem.

minimize £ (x, \*, u*)
st gi(x) <0 ieZ={1,2,...m}
hi(x) =0 ie&={1,2,...1}

Although the optimal multipliers are not known, approximations A, ;X to the
multipliers can be maintained as part of the iterative process.
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Sequential Quadratic Programming - SQP

Then given a current iterate, xK, \¥, ik the quadratic Taylor series approximation in x
for the Lagrangian is

1
L <Xk7 )\k,uk) + VE(Xk,uk, /\k)td + Edtvzﬁ(xk,uk, /\k)d

Celma de Oliveira Ribeiro



Sequential Quadratic Programming - SQP

Then given a current iterate, xK, \¥, ik the quadratic Taylor series approximation in x
for the Lagrangian is

1
L <Xk7 )\k,uk> + VE(Xk,uk, /\k)td + EdtVZE(Xk,uk, /\k)d

Then we solve:

1
min EdtVQE(xk,uk, N )d + VL (X, e Ak )od

st Vgi(x)'d+gi(x) <0 i€l
th(xk)td + hj(Xk) =0 je€&

d:(x—xk)
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Sequential Quadratic Programming - SQP

Equality constrained problems
Let's consider equality constraints

minimize f(x)
hi(x) =0 ie&={12,...1}
Necessary conditions for a constrained optimal solution are:
/

VF(x)+ > Aihi(x) =0

i=1

hi(x)=0,i€ € ={1,2,...1}
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Sequential Quadratic Programming - SQP

Equality constrained problems

When we only have equality constraints, we do not have to worry about
complementary slackness which makes things simpler...
In this case

f’g]llé\n *d P2 L(xk, poies M )d + VL (xk, gk M) o

X

s.t Vhi(xk)'d + hj(xx) =0 j €&
is equivalent to

"61]'1{',, Ld 2L (% i, Ae)d + Vi (xi) d

s.t th(xk)td + hj(Xk) =0 j€€&

Explain based on the previous example!

Hint: Vhi(xk)'d = —hj(xc) j € £ is constant
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Sequential Quadratic Programming - SQP

Equality constrained problems
The SQP Approximation
1
f(x) &~ F(xk) + VF(xe)id + EdtVEL(xk, M )d, d = x — xi

h(x) = hi(xk) + Vhi(x)'d =0 i €&

Solve the KKT equations for this problem ( a linear problem!)
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Sequential Quadratic Programming - SQP

Equality constrained problems

SQP problem at iteration k

1
min = d*V2L(x, pk, Ak )d + VF(xe)'d
xERM 2

o5 th(Xk)td -+ hj(Xk) =0 j€€&

We know how to solve quadratic problems!
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Sequential Quadratic Programming - SQP

Equality constrained problems

SQP problem at iteration k

1
min = d*V2L(x, pk, Ak )d + VF(xe)'d
xERM 2

o5 th(Xk)td -+ hj(Xk) =0 j€€&

We know how to solve quadratic problems!

Solve the following system:

V2L(xk)  Vh((xx) de | _ =V (xk) — Vh(xik) Ak
Vh((xx) 0 —h(xk)
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Sequential Quadratic Programming - SQP

Equality constrained problems

The SQP Approximation
Example: Suppose our approximation is the following,

f)~3+] 3 2}{2 +3[ & @][; 2”2]
hx) ~5+ ] 1 3][2}

Exercice: Write the lagrangian and the KkT conditions
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Sequential Quadratic Programming - SQP

Equality constrained problems

The KKT equations for this approximation are

IR HE
5+[1 3]{2}:0

The solution is,

3]

5 i

dq —2.6
d | =] —08
A 0.4

e This calculation represents the main step in an iteration of the SQP algorithm
which solves a sequence of quadratic programs.

e To continue, add d to the current x, update the Lagrangian Hessian, make a new
approximation, solve for that solution, and continue iterating in this fashion.
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Sequential Quadratic Programming - SQP

Example
Attention: this approximation considers the gradient of the Lagragian

Consider the following problem:

minimize (x2 — x1)* + (x1 + x2 — x3)?
s.t. 2x1 + 3x2 + 5x3 = 10

Formulate the SQP subproblem for the candidate point xk = (2;2; O)t and the
candidate Lagrange multiplier \k = 2.
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Sequential Quadratic Programming - SQP

The general form of NLO problem is

min f(x)
st. hi(z)=0, j=1,..., m.

The Lagrange function is
m
La,y) = f(@) + Y _ yshs(@)
G=1
where y; =R, j=1,..., m.
In our case the Lagrange function is
L(z,y) = (w2 — a1)* + (21 + 22 — 23)% + y(22) + 39 + 523 — 10)
The gradient and Hessian of the Lagrange function with respect to = are:
A(zy — 9)% 4+ 2z + 29 — 23) + 2
VeL(z,y)=| 4(x2— ,1'1)3 +2(xy + a2 —23) + 3y
—2(x1 + w3 —x3) + 5y
12(x1 —22)2 +2  —12(x; —a2)?+2 -2

V2 L(z,y) = | —12(x1 —22)2+2 12(z1 —a2)?+2 -2
-2 -2 2
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Sequential Quadratic Programming - SQP

The SQP subproblem is
min %AJ'TVLL(J: YAz + Vo L(x, y)Ax
st. VH(x)Ax =—H(z).
where H(z) = (hy(z),.... B ()T
Substituting = = (2,2. D)T and y = 2, we get the SQP subproblem
2 2 -2
min AT | 2 2 -2 |Az+(12 14 2)Ax
Ar
=2 =2 2
st. (2 3 5)Az=0.

where VH(x) =(2 3 5) and H(x) =0.
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Sequential Quadratic Programming - SQP

Equality constrained problems

Rudimentary SQP (equality)
Inicialization
k<+1
Select a starting solution (x, Ax)
Main step
Solve the quadratic problem QP(xk, \k) to obtain a solution dy along with a set
of Lagrange multipliers ;41

e if di = 0 stop (xk, Ak+1) satisfies KKT for the original problem
e Otherwise xx+1 < xx + dk
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Sequential Quadratic Programming - SQP

Equality and inequality constrained problems
ref: Bazaraa, ex 10.24

We can consider the inclusion of inequality constraints g;(x) <0, i € {1,2,...m} in

the problem
The quadratic subproblem Q(xk, pk, Ak) is given as
N Y t
min —d Vi L(xk, Ak, e )d + VI(xk)'d
x€ERN 2

s.t Vgi(xk)id+gi(xx) <0 i €T
th(Xk)td + hj(Xk) =0 je€&
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Sequential Quadratic Programming - SQP

Equality and inequality constrained problems
ref: Bazaraa

The KKT conditions for this problem require that, in addition to feasibility, the
complementary conditions to be satisfied for Lagrange multipliers (11441, Ak+1)

1ilVei(x)'d+ gi(x)] =0 i€l

nw=>0

Hence, if di solves Q(xk, ttk, Ak) with lagrange multipliers (pkt1, Ak+1)

o if dy =0, then xk, along with (uk+t1, Ak+1) yields a KKT solution for the original
problem
e Otherwise set xyt1 <= x + k + di, increment k by 1, and repeat the process.
It can be shown that under second-order sufficiency conditions, if (xk, ik, Ak) is

initialized sufficiently close to the optimal solution, the iterative process will converge
quadratically to the solution.

See example 10.4.3 from Bazaraa!
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Sequential Quadratic Programming - SQP

Equality and inequality constrained problems
Quasi-Newton approximations

Disadvantage of the SQP method: it requires second order derivatives to be calculated
and the Hessian might not be positive definite.
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Sequential Quadratic Programming - SQP

Equality and inequality constrained problems

Quasi-Newton approximations

Disadvantage of the SQP method: it requires second order derivatives to be calculated
and the Hessian might not be positive definite.

e We can adopt an approach similar to the unconstrained case, considering
approximations Hy of the hessian V2 L(xx, Ak, k)

e Create a quadratic approximation to the Lagrangian and linear approximations to
the constraints
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Sequential Quadratic Programming - SQP

Equality and inequality constrained problems

Quasi-Newton approximations

Disadvantage of the SQP method: it requires second order derivatives to be calculated
and the Hessian might not be positive definite.

e We can adopt an approach similar to the unconstrained case, considering
approximations Hy of the hessian V2 L(xx, Ak, k)

e Create a quadratic approximation to the Lagrangian and linear approximations to
the constraints

e At the kth iteration solve a quadratic subproblem (QP) of the form
min 1d"Lde + Vf(xc)'d
x€R" 2

st Vgi(x)'d+gi(xk) <0 icT
th(Xk)td + hj(Xk) =0 j€e€&

where d is the search direction and Hj is a positive definite approximation to the
Hessian matrix of Lagrangian function of the original problem
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Sequential Quadratic Programming - SQP

Equality and inequality constrained problems
Quasi-Newton approximations

Disadvantage of the SQP method: it requires second order derivatives to be calculated
and the Hessian might not be positive definite.

e We can adopt an approach similar to the unconstrained case, considering
approximations Hy of the hessian V2 L(xx, Ak, k)

e Create a quadratic approximation to the Lagrangian and linear approximations to
the constraints

e At the kth iteration solve a quadratic subproblem (QP) of the form

1
in —d*H,d f td
PR
st Vgi(x)'d+gi(xk) <0 icT
th(Xk)td+ hj(Xk) =0 j€e€&

where d is the search direction and Hj is a positive definite approximation to the
Hessian matrix of Lagrangian function of the original problem

e Solve the quadratic problem to find the search direction, di, used to generate a
new iterate Xy = X + oy di
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Sequential Quadratic Programming - SQP

Equality and inequality constrained problems
Quasi-Newton approximations

Disadvantage of the SQP method: it requires second order derivatives to be calculated
and the Hessian might not be positive definite.

e We can adopt an approach similar to the unconstrained case, considering
approximations Hy of the hessian V2 L(xx, Ak, k)

e Create a quadratic approximation to the Lagrangian and linear approximations to
the constraints

e At the kth iteration solve a quadratic subproblem (QP) of the form

il
in ~d"Hid f(xk)'d
PR

st Vgi(x)'d+gi(xk) <0 icT
th(Xk)td + hj(Xk) =0 jeé&
where d is the search direction and Hj is a positive definite approximation to the
Hessian matrix of Lagrangian function of the original problem
e Solve the quadratic problem to find the search direction, di, used to generate a
new iterate Xy = X + oy di
e Perform line search to find ay
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Sequential Quadratic Programming - SQP

Equality and inequality constrained problems

Quasi-Newton approximations

Disadvantage of the SQP method: it requires second order derivatives to be calculated

and

the Hessian might not be positive definite.

We can adopt an approach similar to the unconstrained case, considering
approximations Hy of the hessian V2 L(xx, Ak, k)

Create a quadratic approximation to the Lagrangian and linear approximations to
the constraints

At the kth iteration solve a quadratic subproblem (QP) of the form
min 1d"Lde + Vf(xc)'d
x€R" 2

st Vgi(x)'d+gi(xk) <0 icT
th(Xk)td + hj(Xk) =0 jeé&
where d is the search direction and Hj is a positive definite approximation to the
Hessian matrix of Lagrangian function of the original problem
Solve the quadratic problem to find the search direction, di, used to generate a
new iterate Xy = X + oy di
Perform line search to find ay

If optimality not achieved update the approximation to the Lagrangian
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Sequential Quadratic Programming - SQP

Some important issues

e The solution di of the quadratic program (QP) can be used to generate a new
iterate x**1 by taking a step from x¥ in the direction of dj.
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Sequential Quadratic Programming - SQP

Some important issues

e The solution di of the quadratic program (QP) can be used to generate a new
iterate x**1 by taking a step from x¥ in the direction of dj.

e To continue to the next iteration, new estimates for the Lagrange multipliers are
needed.
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Sequential Quadratic Programming - SQP

Some important issues

e The solution di of the quadratic program (QP) can be used to generate a new
iterate x**1 by taking a step from x¥ in the direction of dj.

e To continue to the next iteration, new estimates for the Lagrange multipliers are
needed.

e One obvious approach: use the optimal multipliers of the quadratic subproblem
Let the optimal multipliers of QP be Agp and fiqp and setting dy = Agp — A¥ and
dy = pgp — 15 the updates will be :

o XK1 o xk + ad
o M A4 ady
° /Lk“ — /Lk + ad,

for some selection of the steplength parameter o

SQP gradually enforces feasibility of the constraints as part of the KT equations
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Sequential Quadratic Programming - SQP

Advantages and disadvantages

e One of the most successful methods for solving NLP
e It is not an algorithm but rather a conceptual method
e Usually violates non linear constraints until convergence, often by large amounts

e Requires a good QP solver
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Methods of feasible directions

Linear constraints
Not presented in 2023

Consider the problem (PLC)

minimize f(x)
s.t Ax < b
Ex=e

Lemma

Let x be a feasible solution for the PLC problem. Suppose Aijx = by and Axx < by.
Decompose matrix A and vector b as:

At=[ AL Ay andbi=] bt b ]
Then a non zero vector d is a feasible direction at x < A;d < 0 and Ed = 0.

If VFf(x)'d < 0, then d is a descent direction.
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Example
Consider

minimize  (x1 —2)® 4 (xo — 6)?
s.t —x1 +2x0 < 4
3x1 + 2x < 12
—x1 <0
—x2 <0

Letx:[Z 3 ]t

Find the set of descent directions at x
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AL = -1 2
3 2

— <
Vector d is a feasible solution < { ldh +2d; < 0

3d; +2d, <0

Descent directions {d € R2| — 8dy +2dr < 0}

Half-space of
T impeiag ki

Figure 10.1 Improving feasible directions.
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Methods of feasible directions

Generating Descent Feasible directions
Solve the problem:
minimize Vf(x)td
s.t Aid <0
Ed=0

—1<d<1

x is a KKT point < the optimal solution of the problem is equal to zero
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Methods of feasible directions

Line search
Given x, the next point is xj41 < Xk + Axdk . The value A\ is obtained through:

minimize  f(xx + A\xdk)

s.t A (xk + Akdk) <b
E (xx + Akdx) =e Redundant!
Ak >0
Note that
Ai1xi + AArdg = b1 + A Ai1dk < b; Redundant!
>0 <O

AkAadk = by — Aoxxg
>0
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Methods of feasible directions

Line search
The line search then reduces to:

minimize  f(xx + A\dk)
s.t 0< A < Amax

min{%mi > 0} g«£0

with  Amax =
e’} g<o0
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Methods of feasible directions

ZOUTENDIJK algorithm (Linear constraints)

Step 0
e Find a starting feasible solution x; with Ax; < b and Ex; = e
o k<« 1
Step 1
e Given x, solve
minimize{ Vf(x)'d|Aid <0 Ed=0 —1<d<1}
o if VF(xk)'d =0 stop xx is KKT point.
Otherwise, go to step 2
Step 2
o Let A\ be an optimal solution to the line search problem: min g<x<xa {F(Xk + Adk)}
® X1 — Xk + Aidy

e Identify the new set of binding constraints at xiy1, and update A; and A, accordingly.
k + k + 1 Go to step 1.
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Methods of feasible directions

Zoutendijk’s method
e Subproblem linear: efficiently solved
e Determine active set before solving subproblem!

When Vf(x)t'd = 0 KKT point found

Method needs a feasible starting point.

e Convergence is not generally guaranteed (modification of the method assures
convergence)
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Methods of feasible directions

Example 1
Consider

minimize 2X12 + 2X22 — 2x1xp — 4x1 — 6x2
s.t x1 4+ xp <2
x1 +5x <5
—x1 <0
—x2 <0

Solve the problem considering the initial point x(1) = [ 8 }
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