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a b s t r a c t 

Ensemble learning is a prolific field in Machine Learning since it is based on the assumption that combining the 
output of multiple models is better than using a single model, and it usually provides good results. Normally, it 
has been commonly employed for classification, but it can be used to improve other disciplines such as feature 
selection. Feature selection consists of selecting the relevant features for a problem and discard those irrelevant or 
redundant, with the main goal of improving classification accuracy. In this work, we provide the reader with the 
basic concepts necessary to build an ensemble for feature selection, as well as reviewing the up-to-date advances 
and commenting on the future trends that are still to be faced. 
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. Introduction 

Ensemble learning is based on combining multiple models instead
f a single model to solve a particular problem, and it is founded on
he old proverb “two heads are better than one ”. The rationale is based
pon the idea of building a set of hypothesis using different methods,
nd then they are combined trying to obtain better results than learning
nly one hypothesis with a single method [1] . It is the diversity of the
pproaches and the control of the variance which make this approach
uccessful, also called as “committees ”. 

In the field of machine learning, the typical approach consists in us-
ng a single learning model to solve a problem. However, the use of
nsemble learning (i.e. using multiple prediction models for solving the
ame problem), has proven its effectiveness over the last years. In par-
icular, ensemble learning has been very popular for classification; in
act there is a series of workshops on Multiple Classifier Systems (MCS)
un since 2000 by Fabio Roli and Josef Kittler. 

The most popular approaches for ensemble learning are bagging and
oosting, both of them based on introducing diversity by modifying the
raining set, in such a way that the learning algorithm is executed multi-
le times over different training sets. The main difference between these
odels is that bagging does a random sampling of the data with replace-
ent, whilst boosting performs a random sampling with replacement on
eighted data, in which these weights are iteratively updated trying to
ive more importance to the samples that have been previously misclas-
ified. A very popular ensemble is also Random Forest, which is a special
ype of bagging combined with tree models, adding the particularity that
he trees are built from different random subsets of features. 

However, the idea of ensemble learning is not only applicable to
lassification, but it can can be used to improve other machine learning
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isciplines such as feature selection . It is common to have to deal with
atasets containing a large number of features, which is an interesting
hallenge because classical machine learning methods cannot deal ef-
ciently with high dimensionality. Therefore, it is typical to apply a
reprocessing step to remove irrelevant features and reduce the dimen-
ionality of the problem. A correct selection of the features can lead to an
mprovement of the inductive learner, either in terms of learning speed,
eneralization capacity or simplicity of the induced model. Moreover,
here are some other benefits associated with a smaller number of fea-
ures: a reduced measurement cost and hopefully a better understanding
f the domain [2] . 

There are two typical ways of categorizing feature selection meth-
ds. On the one hand, it depends on the outcome of the feature selector:
hether it returns a subset of relevant features or an ordered ranking
f all the features , according to their relevance (known as feature rank-
ng). In this latter case, it is necessary to establish a threshold in order
o reduce the dimensionality of the problem, which is not an easy-to-
olve question, as we will see in Section 3.3 . On the other hand, feature
election methods are typically divided into three major approaches ac-
ording to the relationship between a feature selection algorithm and
he inductive learning method used to infer a model [3] : filters , which
ely on general characteristics of the data and are independent of the
nduction algorithm; wrappers , which use the prediction provided by a
lassifier to evaluate subsets of features; and embedded methods , which
erform FS in the process of training and are specific to given learning
achines. 

There exists a vast body of feature selection methods in the litera-
ure, including filters based on distinct metrics (e.g. entropy, probability
istributions or information theory) and embedded and wrapper meth-
ds using different induction algorithms [4] . The proliferation of feature
vember 2018 
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election algorithms, however, has not brought about a general method-
logy that allows for intelligent selection from existing algorithms. In or-
er to make a correct choice, a user not only needs to know the domain
ell, but also is expected to understand technical details of available
lgorithms. Ensemble feature selection can be a solution for the afore-
entioned problem since, by combining the output of several feature

electors, the performance can be usually improved and the user is re-
eased from having to chose a single method. The goal of this paper is to
ffer a comprehensive review of ensemble learning in the field of feature
election. 

Ensembles for feature selection can be classified into homogeneous
the same base feature selector) and heterogeneous (different feature
electors). Both approaches have successful examples in the literature,
nd this paper will review the most recent ones. In addition to this, it is
mportant to pay attention to the combination step, in which the join-
ng of the individual outputs produced by each feature selector should
e carried out. These outputs can be in the form of subsets of features
r ranking of features, and specific combination strategies are needed
ccordingly. Other aspects that can be also interesting for the reader are
overed in this work, such as how to evaluate the performance of the
nsembles in terms of diversity and stability, or a guide with software
ools including implementations of feature selection ensembles. 

The remainder of this paper is structured as follows. Section 2 states
he foundations of ensembles for feature selection, commenting on the
ifferent types available. Then, Section 3 delves into the combination
tep, a crucial part when having multiple models. After the ensemble is
uilt, it is necessary to evaluate its performance, which is addressed in
ection 4 . Section 5 surveys the recent works using ensembles for fea-
ure selection and Section 6 provides the reader with a review of some
opular software tools that include useful implementations for ensem-
les for feature selection. Finally, Section 7 closes this work with the
ew challenges that researchers need to face in this field. 

. Types of ensembles for feature selection 

The motivation under the use of the ensemble approach for learning
as been recently extended to other machine learning fields, such as
eature selection. Thus, the idea is that combining the outputs of several
ingle feature selection models will obtain better results than using a
ingle feature selection approach. But this improvement does not come
nly from having several models, as it is also the case with classification
nsembles, but also from the diversity of the feature subsets obtained. 

The scientific literature considers relations between the ensemble
aradigm and feature selection in two different schemes: (1) using a fea-
ure selection preprocessing in order to produce the diversity that will
e needed for subsequent ensemble methods, as in [5,6] ; or (2) using
nsembles of feature selectors aiming to improve the stability of the pro-
ess, as in [7–13] . This latter aspect is specially relevant in knowledge
iscovery, and even more in those cases in which data dimensionality is
ery high, but the number of samples is not such, as they are more sensi-
le to generalization problems. Thus, several feature selection processes
re carried out (either using different training sets, different FS meth-
ds, or both), and their results are aggregated to obtain a final subset of
eatures that hopefully will add stability and thus be more transparent
n the process of knowledge discovery. The idea is that a more appropri-
te (stable) feature subset is obtained by combining the multiple feature
ubsets of the ensemble, as the aggregated result tends to obtain more
ccurate and stable results, reducing the risk of choosing an unstable
ubset. 

If several FS methods are used, the individual selectors in an ensem-
le are named, by analogy with the base learners, base selectors . Fig. 1 ,
hows the different levels than can be used to construct different types
f ensembles for feature selection, that is, using different combination
ethods, using different base learners, using different feature subsets or
sing different subsets of the original dataset. 
2 
In general, when aiming at designing a feature selection ensemble
everal main decisions are to be taken: 

• The individual FS methods to be used. Three types of methods are
available: wrappers, filters and embedded [1–3,14] . As using more
than one FS method has inevitably a computational cost, filters and
embedded methods are preferred over wrappers for being included
in an ensemble. Each individual methods has its pro and cons, and
the methods employed should guarantee diversity while increasing
the regularity of the FS process, so as to take advantage of them
to boost performance. In [15,16] , some metrics for stability are dis-
cussed, and in [9] others for diversity are employed over rankers. 

• The number of different FS methods to use. As stated above, there is a
need to balance complexity, diversity and stability of the process. In
the case of ensembles for classification, studies addressing the need
of a priori determination of ensemble size are scarce [17–19] , with
results suggesting that using as many individual methods as class
labels is the best option. However, in the case of feature selection
ensembles those studies have not been addressed as yet, and thus
at present statistical tests are mainly used for determining the best
number of components. 

• The number and size of the different training sets to use. Regarding
these two parameters, there are some studies in the literature aim-
ing at determining the optimal size of the training dataset again for
ensembles for classification and prediction purposes [20–23] . Again,
in the case of feature selection there are no reported studies on the
size of the optimal training sets for ensembles, although some au-
thors have studied the consequences of distributing the training set
regarding the number of features and using ranker methods [24] . 

• The aggregation (also named combination) method to use. Different
methods are available (see Section 3 ), and the scientific literature
have explored those combination methods [9,25–27] , and also dif-
ferent strategies implying linear and non linear weighting of the base
classifiers [28,29] , using genetic algorithms [30] , their relation with
the base classifiers chosen [31] , etc. Most of the previous works have
dealed with ensembles for classification, and only [9,26,27] have in-
vestigated the behavior of different aggregation methods for ensem-
bles for feature selection. 

• The threshold method to use if the FS methods are rankers, that is,
if the methods return an ordered list of all features involved in the
problem. For most studies, the thresholds chosen are based on a fixed
percentage of retained features, for example 25%, 50%, or a fixed
number of top features [14,26,32,33] . Other authors have tried to
derive a threshold based on different metrics. In [12] , in which tree
ensembles are used, a feature importance measure, that is derived as
the average information gain achieved during tree construction, is
employed. Other authors have used thresholds based on data com-
plexity measures [26,27] . 

Ensembles for feature selection might be classified following diverse
riteria regarding any or several of the aspects above, but the most sim-
le division is regarding the type of base selectors used. If the base se-
ectors are all of the same kind, the ensemble is known as homogeneous ;
therwise the ensemble is heterogeneous . 

In the homogeneous approach, the same feature selection method is
sed, but with different training data subsets. These data subsets may
e distributed over several nodes (or several partitions), and thus in
his case a reduction of temporal requirements is also achieved (see a
cheme in Fig. 2 ). In this scheme, the size of the partitions is also a design
arameter. These methods are also named as data variation ensembles.
ome examples of homogeneous approaches, mainly with the aim of
eing able to manage large scale scenarios, can be found in [26,34] ,
nd in [35] , this latter with the added goal of being able to deal with
mbalanced data sets. 

For the heterogeneous approach, a number of different feature se-
ection methods, but over the same training data, are applied, as can be
een in Fig. 3 . In this scheme, the number of different feature selectors
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Fig. 1. The different levels than can be varied in an ensemble for feature selection. 
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Fig. 2. A scheme of the Homogeneous approach. 
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Fig. 3. A scheme of the Heterogeneous approach. 
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o be used is also a design parameter, as stated above. These methods
re also called function variation methods. 

Heterogeneous feature selection ensembles are more com-
on than homogeneous, and several examples can be found in

9,26,27,30,32,36,37] . In some of these studies both, homogeneous
nd heterogeneous approaches are compared, as in [26,37,38] . 

In both schemes, depending on the type of feature selectors em-
loyed, one can obtain as a result a feature subset or a feature rank-
ng, and in this last case, an additional threshold step is needed. Fi-
ally, and as in all ensembles, the results of the base selectors are to be
ombined to obtain a final result, and thus several aggregation methods
see Section 3 for a description of the different combiners available) can
e used. Some recent works [27] have also explored different designs
xchanging the order of the combination and thresholding steps when
ankers are used as base feature selectors. 

. Combination of outputs 

A crucial point in any ensemble scheme is the combination of partial
esults to obtain a final output. In the case of feature selection ensembles,
he typical situation is to combine the different features selected by the
ifferent selectors (see Figs. 2 and 3 , for example). Another possibility
s to apply a classifier after each feature selector, so it is necessary to
ombine the label predictions of the classifiers. Both approaches will be
iscussed in this section. 

.1. Combination of label predictions 

Combining the outputs of the individual classifiers has been broadly
tudied since it is necessary when designing an ensemble of classifiers
39] . The output produced by a classifier can be just a class label (with-
ut information about the certainty of the guessed labels) or a degree
f certainty of the prediction (e.g. probability of belonging to a given
lass). 

Depending on the type of classifier outputs, different methods for
ombining the outputs can be used. When having classifiers that only
eturn the class labels, the most popular technique is majority vote , which
onsists of establishing the final output as the option that has been pre-
icted by the majority of the classifiers. Although widely used, it has
ome limitations, as for example how to deal with ties, which are usu-
lly resolved arbitrarily. 

If the classifiers used return also a degree of certainty, there are more
ophisticated decision rules that can be applied [40] . Let us suppose that
e have a classification problem in which instance x is to be assigned

o one of the C different classes of the problem 𝑐 1 , 𝑐 2 , … , 𝑐 𝐶 . Consider
hat we have N classifiers which will lead to N outputs 𝑦 𝑖 , 𝑖 = 1 , … , 𝑁 to
ake the decision. When the classifiers provide a degree of certainty,

he posterior probability can be estimated as 𝑃 ( 𝑐 𝑗 |𝑥 ) = 𝑦 𝑖 , where y i is
omputed as the response of a classifier i . Now, let us denote y ij ( x ) as
he output of the classifier i in the class j for the instance x and assuming
hat the outputs y i are normalized. Some popular decision rules can be
efined as follows: 

• Product rule, x → c j if 

𝑁 ∏
𝑖 =1 

𝑦 𝑖𝑗 ( 𝑥 ) = 

𝐶 
max 
𝑘 =1 

𝑁 ∏
𝑖 =1 

𝑦 𝑖𝑘 ( 𝑥 ) 

• Sum rule, x → c j if 

𝑁 ∑
𝑖 =1 

𝑦 𝑖𝑗 ( 𝑥 ) = 

𝐶 
max 
𝑘 =1 

𝑁 ∑
𝑖 =1 

𝑦 𝑖𝑘 ( 𝑥 ) 

• Max rule, x → c j if 

𝑁 

max 
𝑖 =1 

𝑦 𝑖𝑗 ( 𝑥 ) = 

𝐶 
max 
𝑘 =1 

𝑁 

max 
𝑖 =1 

𝑦 𝑖𝑘 ( 𝑥 ) 
4 
This rule approximates the sum rule assuming that the output classes
are a priori equiprobable. The sum will be dominated by the predic-
tion which lends the maximum support for a particular hypothesis. 

• Min rule, x → c j if 

𝑁 

min 
𝑖 =1 

𝑦 𝑖𝑗 ( 𝑥 ) = 

𝐶 
max 
𝑘 =1 

𝑁 

min 
𝑖 =1 

𝑦 𝑖𝑘 ( 𝑥 ) 

This rule approximates the product rule assuming that the output
classes are a priori equiprobable. The product will be dominated
by the prediction which have the minimum support for a particular
hypothesis. 

• Median rule, x → c j if 

1 
𝑁 

𝑁 ∑
𝑖 =1 

𝑦 𝑖𝑗 ( 𝑥 ) = 

𝐶 
max 
𝑘 =1 

1 
𝑁 

𝑁 ∑
𝑖 =1 

𝑦 𝑖𝑘 ( 𝑥 ) 

.2. Combination of subsets of features 

As mentioned in the Introduction, feature selection methods can be
lassified based on if their output is a subset of features or an ordered
anking of all the features. This subsection will be focused on the case
f having different feature selectors that return subsets of features and
e need to combine them before classification (given that classification

s the final goal of our system). 
The most typical way to combine subsets of selected features is to

ompute the intersection and the union of them. The intersection con-
ists in selecting only those features which are selected by all the feature
electors. Although this approach might seem very logical (if a feature is
elected by all selectors, it must be highly relevant), it can lead to very
estrictive sets of features (the empty set, in the worst case scenario) and
n practice it does not produce good results [41] . 

The union consists in combining all the features which have been
elected by at least one of the feature selectors. Contrary to the intersec-
ion, it can lead to select even the whole set of features. This approach
ends to produce better results than the intersection [41] , but at the
xpense of a lower reduction in the number of the features. 

A more sophisticated technique is to use the classification accuracy
o combine the subsets of features returned by the different selectors. A
imple approach is to include a subset of features into the final selec-
ion only if it contributes to improve classification performance [42] .
he first subset of features S 1 is arbitrarily taken to calculate the classi-
cation accuracy, which will be the baseline , and the features in S 1 will
lways become part of the final selection S . For the remaining selections,
he features in 𝑆 𝑖 , 𝑖 = 2 … 𝑛 will become part of the final selection S if
hey improve the baseline accuracy. The authors expect that combining
he features in this manner can help reduce redundancy, since a redun-
ant feature will not improve the accuracy and hence will not be added
o the final selection. 

The main problem of using classification performance to combine
ubsets of features is that it requires a high computational cost, which
n some cases can be even higher than the time necessary for the fea-
ure selection process. Trying to solve this issue, Morán-Fernández et al.
43] proposed to combine the subsets of features using data complex-
ty measures instead of classification performance. The reason for this
ecision was that they assume that good candidate features would con-
ribute to decrease the theoretical complexity of the data and must be
aintained. 

.3. Combination of rankings of features 

In the previous subsection, we have seen how to combine the results
btained by the weak selectors when their output is a subset of features.
ut, as seen in the Introduction, there are feature selection methods
hat return an ordered ranking of all the features, according to their
elevance. In this case, it is necessary to find methods that can receive
s an input several ranking obtained by the different feature selectors
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nd combine them into a single final ranking, trying not to incur in an
mportant loss of information. Depending on the ensemble approach, it
s possible that all the feature selectors rank all the features, or only a
ubset of them. 

The easiest way to combine rankings of features is to apply simple
perations through them, such as the median or the mean. Some popular
ethods are defined in the following: 

• min : assigning to each element to be ranked the minimum (best)
position that it has achieved among all rankings. 

• median : assigning to each element to be ranked the median of all
the positions that it has achieved among all rankings. 

• arith.mean : assigning to each element to be ranked the mean of all
the positions that it has achieved among all rankings. 

• geom.mean : assigning to each element to be ranked the geometric
mean of all the positions that it has achieved among all rankings. 

More sophisticated methods can be found in the literature. For exam-
le, Stuart et al. [44] introduced the first attempt to use order statistics
n the combination of rankings, although the computational scheme for
heir method was further optimized by Aerts et al. [45] . This method
orks by comparing the actual rankings with the expected behavior of
ncorrelated rankings, and then re-ranks the features and assigns signif-
cance scores. Despite being robust to noise, this method requires sim-
lations to define significance thresholds and does not support partial
ankings (i.e. rankings which do not contain all the features). 

Robust Rank Aggregation [46] was then proposed to improve the
imitations of Stuart and other classical methods. In this case, the com-
ination is based on the comparison of the actual ranking with a null
odel that assumes random order of the different obtained rankings.
 P -value assigned to each feature in the aggregated ranking described
ow much better it was ranked than expected. This provides basis for
eordering and identifies significant features. As the P -value calculation
rocedure takes into account only the best ranks for each feature, the
ethod is said to be very robust. Finally, we can also find SVM-Rank

47] , which is a SVM -based method that can be trained to learn ranking
unctions. 

. Evaluation of ensembles 

Performance is the universal measure to evaluate a learning system,
hich in the case of classification is usually measured as accuracy in the
rediction. However, in the case of ensembles, there are other factors
hat have relevance in this process, such as diversity and stability. On the
ne hand, we need to use in the ensemble single methods that produce
iverse results. But, on the other hand, we need ensembles that are robust .
o far, and although measures for diversity and stability in classifier
nsembles have been devised, the subjects are still rare for the case of
eature selection ensembles. 

.1. Diversity 

Diversity is one of the main reasons to use an ensemble method, as
n the case of classification the examples that are misclassified by some
embers of the ensemble have the chance to be correctly classified by

ther, so that the final accuracy is improved. This is the reason why
iversity among the members of the ensemble is a key issue–it makes
o sense to build an ensemble in which all the single methods offer the
ame result. 

But, how can we be sure that we are using diverse methods? There are
everal statistics that can be used as a measure of diversity. Kuncheva
nd Whitaker [48] recommended the pair-wise Q statistics [49] , as it
s simple to understand and to implement. Although there are several
orks regarding diversity in ensembles for classification [48,50,51] ,

here is a necessity for the establishment of novel diversity measures
or ensembles for other machine learning algorithms, as feature selec-
ion [8] . And not only diversity is important, but also the function that
5 
ombines the results of the different components of the ensemble (see
ection 3 ). Brodley et al. [52] showed that diversity in the feature sub-
ets created alone is not enough for increasing the accuracy of the ma-
hine learning process, as the combination method should also make
roper use of the diversity obtained in order to maintain the benefit. 

.2. Stability 

As mentioned above, it is desirable that the methods conforming the
nsemble are diverse , i.e. they provide different enough outputs on the
ame sample of data. However, when the sample of data changes, it
s also desirable that these methods return similar outputs, a property
hich is known as stability . 

As pointed out by Nogueira & Brown [15] , in ensemble-based fea-
ure selection, the goal must be to use diverse feature selection methods
ithin the ensemble, as well as obtaining robustness of the final fea-

ure selection made by the ensemble (corresponding to high stability).
herefore, the stability of ensembles for feature selection has been gain-

ng attention in recent years [7,53–55] . 
There are plenty of measures in the literature to compute stability.

f our goal is to measure stability among methods that return a subset
f features, probably the two most famous metrics are Jaccard index
56] (also referred as Tanimoto distance) or the relative Hamming dis-
ance [57] : 

𝑎𝑐( 𝐴, 𝐵) = 

|𝐴 ∩ 𝐵|
|𝐴 ∪ 𝐵| = 

|𝐴 ∩ 𝐵|
|𝐴 | + |𝐵| + |𝐴 ∩ 𝐵| . (1)

𝑎𝑚 ( 𝐴, 𝐵) = 1 − 

|𝐴 ⧵ 𝐵| + |𝐵 ⧵ 𝐴 |
𝑛 

. (2)

However, both these measures are subset-size-biased, which means
hat they provide different results depending on the number of fea-
ures selected so they cannot be considered consistent. For this reason,
uncheva [16] proposed a consistency index to measure stability that
olves this problem: 

𝑢𝑛 ( 𝐴, 𝐵) = 

𝑓 − 

𝑘 2 

𝑛 

𝑘 − 

𝑘 2 

𝑛 

= 

𝑟𝑛 − 𝑘 2 

𝑘 ( 𝑛 − 𝑘 ) 
, (3)

uch that |𝐴 | = |𝐵| = 𝑘 and where 0 < 𝑘 < |𝑋| = 𝑛 . 
The problem with this stability measure is that it requires that sub-

et sizes are the same, which in practice does not always happen, and
ew variants of Kuncheva’s similarity measure for feature sets of varying
ardinalities have been appearing in the last few years. For more infor-
ation about stability measures, please refer to the work by Nogueira
 Brown [15] . 

Among the most popular measures to compute the similarity be-
ween rankings of features we can find the Kendall Tau [58] , the Can-
erra Distance [59] and the Spearman’s 𝜌 [56] . Let R 1 and R 2 be two
ankings and f the number of features in the dataset, these measures can
e defined as follows: 

𝑝𝑒𝑎𝑟 ( 𝑅 1 , 𝑅 2 ) = 1 − 

6 
∑

𝑑 2 

𝑓 ( 𝑓 2 − 1) 
, (4)

here d is the distance between the same feature in both rankings. 

𝑎𝑚 ( 𝑅 1 , 𝑅 2 ) = 

𝑓 ∑
𝑖 =1 

|𝑅 1 𝑖 − 𝑅 2 𝑖 |
|𝑅 1 𝑖 | + |𝑅 2 𝑖 |

(5)

𝑒𝑛𝑑( 𝑅 1 , 𝑅 2 ) = 

∑
{ 𝑖,𝑗}∈𝑃 

�̄� 𝑖,𝑗 ( 𝑅 1 , 𝑅 2 ) (6)

here 
P is the set of unordered pairs of distinct elements in R 1 and R 2 

̄
 𝑖,𝑗 ( 𝑅 1 , 𝑅 2 ) = 0 if i and j are in the same order in 𝑅 1 and 𝑅 2 

̄
 𝑖,𝑗 ( 𝑅 1 , 𝑅 2 ) = 1 if i and j are in the opposite order in 𝑅 1 and 𝑅 2 
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.3. Performance 

After making sure that we have an ensemble of feature selectors that
re diverse among them and stable to variations in the data, we need to
heck if the final selection of features is relevant. In an ideal situation, a
eature selection system should be evaluated based only on the quality of
he features selected, without involving any classifier. But, in practice,
he set of relevant features are not known a priori unless we are using
rtificial data. In fact, several authors choose to use artificial data stating
hat although the final goal of a feature selection method is to test its
ffectiveness over a real dataset, the first step should be on synthetic
ata. 

If we use artificial data and then we know the relevant features,
here are several measures we can use to evaluate the performance of
he ensemble, depending on if the ensemble returns a subset of features
r a ranking of features. 

In the case of subsets of features, we proposed several measures in a
revious work, provided that we know a priori the relevant ones [60] .
or the description of the methods, note that 𝑓𝑒𝑎𝑡 _ 𝑠𝑒𝑙 stands for the sub-
et of selected features, feats is the total set of features, 𝑓𝑒𝑎𝑡 _ 𝑟𝑒𝑙 is the
ubset of relevant features, and 𝑓𝑒𝑎𝑡 _ 𝑖𝑟𝑟 represents the subset of irrele-
ant features (the last two known a priori ). 

• The Hamming_loss ( H ) measure evaluates how many times a feature
is misclassified (selected when is irrelevant or not selected when is
relevant) 

𝐻 = 

#( 𝑓 𝑒𝑎𝑡 _ 𝑠𝑒𝑙 ∩ 𝑓 𝑒𝑎𝑡 _ 𝑖𝑟𝑟 ) + #( 𝑓𝑒𝑎𝑡 _ 𝑛𝑜𝑡 _ 𝑠𝑒𝑙 ∩ 𝑓𝑒𝑎𝑡 _ 𝑟𝑒𝑙) 
#( 𝑓 𝑒𝑎𝑡 _ 𝑟𝑒𝑙 ∪ 𝑓 𝑒𝑎𝑡 _ 𝑖𝑟𝑟 ) 

• The F1-score is defined as the harmonic mean between precision
and recall. Precision is computed as the number of relevant fea-
tures selected divided by the number of features selected; and re-
call is the number of relevant features selected divided by the total
number of relevant features. Therefore, the F1-score can be inter-
preted as a weighted average of the precision and recall. Considered
1 − F1-score , it reaches its best value at 0 and worst score at 1. 

𝐹 1 = 2 ×
precision × recall 
precision + recall 

In the case of ensembles that return a ranking of all the features,
he measures described above are not useful because all the features are
resent in the ranking. A possible solution is to establish a threshold and
ransform the ranking in a subset of features. But there are also meth-
ds specifically defined to evaluate rankings, which in essence check if
he relevant features are ranked above the irrelevant ones. Below we
escribe some popular ones [60] : 

• The ranking_loss ( R ) evaluates the number of irrelevant features that
are better ranked than the relevant ones. The fewer irrelevant fea-
tures are on the top of the ranking, the best classified are the relevant
ones. Notice that pos stands for the position of the last relevant fea-
ture in the ranking. 

𝑅 = 

𝑝𝑜𝑠 − # 𝑓𝑒𝑎𝑡 _ 𝑟𝑒𝑙 
# 𝑓𝑒𝑎𝑡𝑠 − # 𝑓𝑒𝑎𝑡 _ 𝑟𝑒𝑙 

• The average_error ( E ) evaluates the mean of E i , in which 𝑖 ∈ 𝑓𝑒𝑎𝑡𝑠 _ 𝑠𝑒𝑙
and E i is the average fraction of relevant features ranked above a
particular feature i . 

𝐸 𝑖 = 

∑
𝑗 𝑓𝑒𝑎𝑡 _ 𝑠𝑒𝑙( 𝑗) ∈ 𝑓𝑒𝑎𝑡 _ 𝑟𝑒𝑙 ∩ 𝑗 < 𝑖 − 

# 𝑓 𝑒𝑎𝑡 _ 𝑟𝑒𝑙 × (# 𝑓 𝑒𝑎𝑡 _ 𝑟𝑒𝑙 − 1) 
2 

# 𝑓𝑒𝑎𝑡 _ 𝑖𝑟𝑟 × # 𝑓𝑒𝑎𝑡 _ 𝑟𝑒𝑙 

. Recent advances on ensembles for feature selection 

The crescent digital transformation of our society has originated a
xplosion of data that increases in both size and dimension. Machine
earning is one of the techniques that is being used for obtaining in-
ormation and knowledge from Big Data. A large number of features
6 
dimension) usually implies that a certain amount of them are redun-
ant or irrelevant, and their presence increases the error of the learning
lgorithms. Thus, feature selection is almost a mandatory preprocessing
tep in order to reduce the data dimensionality. 

There are different feature selection algorithms available [3] , but as
hey rely on different metrics and approaches, the feature subsets ob-
ained are also different, configuring different local optima in the space
f feature subsets. The rationale for the use of ensembles in the feature
election process is thus clear [7] , as by generating many predictors,
he solution space can be massively explored and by later combining
ll individual results, the ensemble is able to reflect this exploration, so
s to obtain a more robust final feature subset regarding not only per-
ormance but also stability. There are two schemes that can be find in
he literature aiming at using the idea of ensembles in feature selection:
ome authors have used a previous feature selection step in order to
btain the diversity needed for using posterior ensemble classification
ethods, such as in [5,6] ; the other, and the one in which this review is

entered, is using ensembles of feature selectors for improving accuracy,
iversity and stability of the feature selection process [7–12,26] . This
ast scheme is of special interest in knowledge discovery scenarios, and
ainly in high dimensional cases (a much larger number of character-

stics than samples), due to overfitting of machine learning algorithms.
n [8] , five different pairwise measures of diversity were compared over
1 datasetss regarding their use for ensemble feature selection for en-
embles of fixed sizes. The study employed as search strategies forward
nd backward sequential selection, genetic search and the classical hill-
limbing. The main idea was to design a fitness function that could re-
ect both accuracy and diversity. The results obtained showed that there

s a close relation between the functions employed and the number of
nsemble members needed to achieve the highest accuracy. Finally, a
etailed analysis of the optimal ensemble size for the different diver-
ities and search strategies in ensemble feature selection was proposed
or future research. Other works, as Bolón-Canedo et al. [32] proposed
n ensemble formed by a fixed number of filters for being employed in
igh dimensional scenarios, such as microarrays. Two studies were car-
ied out in order to select the specific base selectors that were employed,
s well as their number. First, synthetic data were used to check whether
he individual feature selection methods were able to select adequately
he relevant features and discarding the irrelevant ones in complex sce-
arios. Once a set of base selectors was pre-defined, the second study
ssessed their stability, defined as the sensitivity of a method to vari-
tions in the training set. Two different basic schemes are proposed in
36] , both of the heterogeneous type. The first one uses 5 filters that
ed five classifiers followed by the aggregation step, while the second
roposal uses the same filters followed by the aggregation step, that is
revious to classification. 

Other works address specifically the use of ensembles to improve
ot only accuracy, but also stability of the results obtained. In [61] ,
he authors develop a new algorithm named Multicriterion Fusion-based

ecursive Feature Elimination aimed at increasing robustness of feature
election algorithms by using multiple feature selection evaluation cri-
eria. The idea was to be able to work in high-dimensional scenarios,
ut with low number of samples, as it happens in the case of microarray
atasets. These same dataset types were confronted in [36] . Another
tudy restricted the study to a type of ensembles, those using as base
electors Multi-layer perceptrons [62] . In this case, the proposal em-
loyed a feature ranking scheme, with a stopping criterion based on the
ut-of-Bootstrap (OOB) estimate [63] . 

As stated before, ensembles can be composed by different base selec-
ors. As diversity is one of the important characteristics to emphasize,
ome ensembles use feature selectors of several types [2] (rankers and
ubset methods; filters, wrappers and embedded methods; and among
hem also univariate and multivariate methods), as in [9,36] . However,
nother set of works achieved as well diversity but employing only one
f the types of feature selection methods, in this case rankers. Three
lter rankers with simple combining methods (lowest, highest, and av-
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1 https://www.mathworks.com/products/matlab.html . 
2 https://CRAN.R-project.org/package = caret . 
3 https://CRAN.R-project.org/package = Boruta . 
4 https://CRAN.R-project.org/package = adabag . 
5 https://CRAN.R-project.org/package = randomForest . 
6 https://CRAN.R-project.org/package = gbm . 
7 https://CRAN.R-project.org/package = EFS . 
8 http://efs.heiderlab.de . 
9 https://CRAN.R-project.org/package = mRMRe . 
rage rank), were used in [64] . In [65,66] several ensembles of filter
ankers, employing a variety of thresholds to select the final subset of
eatures, were applied to the area of software quality. Other studies de-
cribe different methods for combining individually generated rankings,
ith the aim of obtaining an adequate final ensemble. The combination
f individual rankings covers from simple methods, based on comput-
ng the mean, median, minimum, etc., to more complex methods like
omplete Linear Aggregation [9,67] (CLA), Robust Ensemble Feature Se-

ection (Rob-EFS) [68] , SVM-Rank [9,26] , or the use of data complexity
easures [27] . 

The works above focus on the increase of stability, but although en-
embles have shown to be able to address this problem, they usually
chieved it with the common drawback of also increasing the running
imes of the procedure, and thus limiting their application due to scal-
bility issues, mainly in the sample size. In [69] , two methods which
nhance correlation-based feature selection such that the stability of
eature selection comes with little or even no extra runtime were de-
ised. Another idea exploits the heterogeneous type of ensemble with a
arallel application of the multiple feature selection methods. 

Although there are available several parallel and distributed imple-
entation of individual feature selection methods [70–73] , only a few

esearch works developed ensembles making use of distributed or par-
llel schemes. An heterogeneous approach is proposed in [9] , with the
dea of distributing the dataset in several nodes, and then apply the
ame feature selection method in each of them, aggregating later the
esults. Similar ideas, making use of distributing the datasets, are pro-
osed in [42,43] , analyzing different partitioning strategies (vertical–by
eatures–, and horizontal–by samples). The combination of partial out-
uts is also analyzed to achieve a final recommendation in terms of
elected features, accuracy and running times. While the more common
ombination strategies on these type of ensembles are based on classifier
ccuracy, as in [42] , or in combinations of classification performance
nd reliability assessment as in [38] , also some new proposals based
n data complexity are explored in [27,43] , achieving high accuracies
hile reducing considerably the computational time. 

Usually, feature selection is performed in a supervised manner (i.e.
ll the training samples are labeled), and so are the ensembles revised in
his section. However, there are cases in which the samples could not be
abeled, a case known as unsupervised learning . Some typical algorithms
hat deal with unsupervised learning are clustering and anomaly de-
ection methods, among others. Although not very common, there are
lso feature selection methods that can work with unsupervised data
nd also some ensembles. Related to clustering, we can find a work
74] in which the authors show that the way that internal estimates are
sed to measure the variable importance in Random Forests are also
pplicable to feature selection in unsupervised learning, and they pro-
osed a new method called Random Cluster Ensemble that estimates
he out-of-bag feature importance from an ensemble of partitions. Hong
t al. [75] also presented a novel feature selection algorithm for unsuper-
ised clustering, which combines the clustering ensembles method and
he population based incremental learning algorithm. The same authors
lso addressed the challenging task of feature ranking for unsupervised
lustering [76] for guiding the computations of the relevances of fea-
ures. They proposed a novel consensus unsupervised feature ranking
pproach which obtains multiple rankings of all features from differ-
nt views of the same data and then aggregates all the obtained feature
ankings into a single consensus one. A different approach is followed in
he work by Morita et al. [77] , in which they proposed an ensemble of
lassifiers based on unsupervised feature selection. It takes into account
 hierarchical multi-objective genetic algorithm that generates a set of
lassifiers by performing feature selection and then combines them to
rovide a set of powerful ensembles. 

Semi-supervised learning falls between unsupervised learning and
upervised learning, since a small amount of data is labeled but the
raining set contains a large amount of unlabeled data. A few ensem-
le methods try to deal with this situation. Grabner et al. [78] pre-
7 
ented a novel online boosting method which formulated the updated
rocess in a semi-supervised fashion as combined decision of a given
rior and an online classifier. Later on, Bellal et al. [79] proposed a new
ethod called semi-supervised ensemble learning guided feature rank-

ng method (SEFR) that combined a bagged ensemble of standard semi-
upervised approaches with a permutation-based out-of-bag feature im-
ortance measure taking into account both labeled and unlabeled data.
 new wrapper-type semi-supervised feature selection framework that
an select the relevant features using confident unlabeled data has been
roposed by Han et al. [80] . They employ an ensemble classifier that
upports the estimation of the confidence of the unlabeled data. Finally,
n [13] , the authors propose a new semi-supervised feature evaluation
ethod named OFFS (Optimized co-Forest for Feature Selection) com-

ining ideas from co-forest and from the embedded principle of selecting
n Random Forest based on the permutation of out-of-bag set. 

. Software tools 

When building an ensemble for feature selection, it is necessary to
mplement the feature selectors and also the distribution and combi-
ation of the data. This can be done from scratch or use already im-
lemented methods. There are plenty of feature selection algorithms
vailable in popular frameworks, which usually also offer facilities to
istribute and combine the data in an ensemble scheme. Although not
o common, there are some platforms that provide implementations for
nsembles for feature selection. 

Matlab 1 provides some methods for feature selection in its Statistics

nd Machine Learning toolbox, such as ReliefF or sequential feature selec-
ion. Moreover, in the same toolbox, there is a framework for ensemble
earning. It provides a method for classification, fitcensemble , and
or regression, fitrensemble . It allows the user to control param-
ters such as the aggregation method, the number of ensemble learn-
ng cycles and the weak learners. There is also the option to use the
unction predictorImportance which, used together with an en-
emble, computes estimates of predictor importance by summing these
stimates over all weak learners in the ensemble, where a higher value
eans a more important feature. 

In Weka (Waikato Environment for Knowledge Analysis) [81] there
s a wide suite of feature selection algorithms available, including
orrelation-Based Feature Selection, Consistency-based, Information
ain, ReliefF, or SVM-RFE, just to name a few. Moreover, it provides

everal methods for ensemble learning, such as AdaBoost, Bagging, Ran-
omForest, etc. 

R is a free programming language and software environment for sta-
istical computing and graphics. There are several R-packages for feature
election, but probably the most famous ones are Caret 2 and Boruta. 3 

here are also several packages available for ensemble learning, such
s adabag , 4 randomForest , 5 or gbm . 6 Furthermore, one can find
ome works providing R packages for ensemble feature selection, such
s that by Neumann et al. [82] . They propose a software called EFS
Ensemble Feature Selection) available as R-package 7 and as a web ap-
lication. 8 It makes use of eight feature selection methods and com-
ines their normalized outputs to a quantitative ensemble importance.
nother example, is mRMRe, 9 an R package for parallelized mRMR en-
emble feature selection. The two crucial aspects of the implementation
hey propose are the parallelization of the key steps of the algorithm

https://www.mathworks.com/products/matlab.html
https://CRAN.R-project.org/package=caret
https://CRAN.R-project.org/package=Boruta
https://CRAN.R-project.org/package=adabag
https://CRAN.R-project.org/package=randomForest
https://CRAN.R-project.org/package=gbm
https://CRAN.R-project.org/package=EFS
http://efs.heiderlab.de
https://CRAN.R-project.org/package=mRMRe
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nd the use of a lazy procedure to compute only the part of the mutual
nformation minimization (MIM) that is required during the search for
he best set of features (instead of estimating the full MIM). 

KEEL (Knowledge Extraction based on Evolutionary Learning) [83] is
n open source Java software tool that provides the implementation of a
arge number of feature selection methods, as for example ReliefF, mu-
ual information, or those based on genetic algorithms. It also includes
everal ensemble methods, as well as specific methods for ensembles for
mbalanced data. 

RapidMiner [84] is a data science software platform that provides
everal feature selection tools, including information gain, Gini index,
hi-square, and others. It also features tools for ensemble learning, in-
luding popular methods such as baggins, boosting, Adaboost, etc. What
t is more interesting is the possibility of obtaining a plugin, called Fea-

ure Selection Extension , 10 which offers the Ensemble-FS operator for en-
embles for feature selection. It loops several times over subsamples of
he input sample. The inner feature selection operator chosen is per-
ormed each time, and the resulting attribute weights are averaged (or
omewhat combined). Then, the robustness of the feature selection can
e estimated by calculating the Jaccard-Index for the different subsets
f selected features. 

Scikit-learn [85] is a free software machine learning library for the
ython programming language. It is designed to interoperate with the
ython numerical and scientific libraries NumPy and SciPy, and includes
everal feature selection algorithms such as the popular mutual informa-
ion, chi-square, L1-based feature selection or Tree-based feature selec-
ion. Apart from these algorithms already included in scikit-learn, there
re other feature selection frameworks built upon it. It is particularly in-
eresting scikit-feature, 11 which is an open-source feature selection repos-
tory in Python developed at Arizona State University. It contains around
0 popular feature selection algorithms, including traditional feature se-
ection algorithms and some structural and streaming feature selection
lgorithms. As for ensemble learning, it also offers several options (e.g.
agging, Random Forest, Adaboost, etc.). 

Last but not least, several paradigms for performing parallel learn-
ng have emerged in the last years, such as MapReduce [86] , Hadoop, 12 

r Apache Spark. 13 Developed within the Apache Spark paradigm was
Llib, 14 created as a scalable machine learning library containing al-

orithms. It is more focused on learning algorithms, such as SVM and
aive Bayes classification, k-means clustering, etc., but it also includes
 few, very simple, feature selection algorithms, such as chi-square and
nsemble methods such as Random Forest and Gradient-boosted trees.
oreover it is possible to find works in the literature that accelerate
ore sophisticated feature selection algorithms using these platforms.

or example, in a previous work we have developed a distributed imple-
entation of a generic feature selection framework using Apache Spark

72] (available on GitHub 15 ). This framework includes well-known in-
ormation theory-based methods such as mRMR, conditional mutual in-
ormation maximization, or joint mutual information (JMI), that have
een designed to be able to be integrated in the Spark MLlib library.
lso, we have also proposed a Spark implementation of other popular

eature selection methods such as ReliefF, SVM-RFE or CFS. 16 

Apache Flink 17 is also an open-source stream processing frame-
ork for distributed, high-performing, always-available, and accurate
ata streaming applications with a library for machine learning, called
linkML. However, as for now it does not include any feature selection
r ensemble learning algorithms. As happens with Spark, it is possible to
10 https://sourceforge.net/projects/rm-featselext/ . 
11 http://featureselection.asu.edu/index.php . 
12 http://hadoop.apache.org/ . 
13 https://spark.apache.org . 
14 https://spark.apache.org/mllib . 
15 https://github.com/sramirez/spark-infotheoretic-feature-selection . 
16 http://www.lidiagroup.org/index.php/en/materials-en.html . 
17 https://flink.apache.org/ . 

 

 

 

 

 

 

8 
nd works devoted to feature selection to work in Flink. 18 Another solu-
ion to make existing algorithms more scalable is the use of graphics pro-
essing units (GPUs) to distribute and thus accelerate calculations made
n feature selection algorithms. In a previous work, we have redesigned
he popular mRMR method to take advantage of GPU capabilities [73] ,
howing outstanding results (available on GitHub 19 ). 

. Future trends 

Ensembles for feature selection are relatively recent, appearing for
he need of more accurate, robust and stable feature selection, a step
hat, if before Big data was already relevant, nowadays has converted
n essential for Machine Learning pipelines. Feature selection has been
pplied successfully in different scenarios in which high dimensional
atasets are present, such as DNA microarray analysis, image classifi-
ation, face recognition, text classification, the so-called “-omics ” sci-
nces, etc. Ensembles of feature selection have been tried with the aim
f achieving more accurate, robust and stable results in some of these
reas, showing better results than individual FS methods [26,32] . How-
ver, ensembles are also a hot line of research in other fields of Machine
earning: 

.1. Ensembles in other areas of machine learning 

Ensembles in Machine Learning were first applied for classification
nd regression at the end of the 70s [87,88] . Since then, ensemble learn-
ng has been a prolific field for researchers, that have investigated in
any alternatives that have been proposed in classification, regression,
reprocessing and other fields [39,89–93] , although there is not a clear
nd definite winner method, as in many other areas of Machine Learn-
ng. During the last years, ensembles have been extended beyond “clas-
ic ” classification, regression and clustering to problems related to quan-
ification [94,95] or anomaly detection [96–98] . At the same time, in
hose initial classical fields, they have been applied to the new prob-
ems that arise, mostly, derived from the Big data phenomenon, such as
treaming processing , supporting incremental learning [99–103] , the
roblem of imbalanced data [104,105] , missing data [10,106] or the
eed for distributed and parallel learning [107–109] . As it can be seen,
ll these publications are recent, paving the way for new research lines
n the field of ensemble learning for the following years. 

.2. Fields of application 

Regarding the areas of application of ensembles for feature selection
entioned above , the most recent trends are the following: 

• Microarray datasets: In [110] an exhaustive review of the most re-
cent feature selection algorithms that have been developed in the
area of microarrays is presented. Due to the high demand of compu-
tational resources of the wrapper methods, those are the least em-
ployed, while filters based on information theory have been the pre-
ferred. The present tendency is towards algorithm combination in
ensemble or hybrid schemes. Examples of this trend can be found
in [111–113] . In [113] , first a filter that is employed to reduce the
number of genes, followed by a wrapper that works over an already
reduced search space are employed. The features selected are eval-
uated using ROC curves and finally the most effective and smallest
one is the one remaining. In [112] , the authors propose an Ensem-
ble Gene Selection by Grouping (EGSG), that employs Information
Theory and approximate Markov blankets, instead of a random se-
lection, obtaining thus not only better accuracies, but also improving
stability. An ensemble of four filter rankers is proposed in [111] , and
their results are aggregated with different combination methods. An
18 https://github.com/sramirez/flink-infotheoretic-feature-selection . 
19 https://github.com/sramirez/fast-mRMR . 

https://sourceforge.net/projects/rm-featselext/
http://featureselection.asu.edu/index.php
http://hadoop.apache.org/
https://spark.apache.org
https://spark.apache.org/mllib
https://www.github.com/sramirez/spark-infotheoretic-feature-selection
http://www.lidiagroup.org/index.php/en/materials-en.html
https://flink.apache.org/
https://www.github.com/sramirez/flink-infotheoretic-feature-selection
https://www.github.com/sramirez/fast-mRMR
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interesting point of this proposal is the use of an automatic threshold
based on dataset complexity measures. 

• Image classification, in which feature selection has become a popular
preprocessing step, as there is a call for efficient methods [114] . Dur-
ing the last years, classification ensembles have been increasingly
used after a previous feature selection [115–119] . More recently, fea-
ture extraction ensembles, that aim at reducing dimensionality but
not using a reduced set of the original features, have been applied
by means of Deep Networks, as in the works described in [120,121] .
However, as feature selection aims at explanation and transparency
by selecting those features relevant from the initial set of features, it
constitutes an interesting line of open research. 

• Face recognition, which specifically has attracted a lot of attention
from the research community, due to its important commercial and
legal applications. The task of selecting the features that are rele-
vant for recognition purposes is far from trivial, as facial images
datasets are scarce in samples, abundant in features, and redundancy
is commonplace. As in the case of microarrays, filter feature selection
methods have been the most popular, followed by classification en-
sembles, as in the works carried out in [122–124] . Feature selection
ensembles have also been proposed in this area, as in [125,126] . The
“International Conference for Machine Learning ” launched in 2012
a competition called “Ensemble Feature Selection in Face Recogni-
tion ”, in which the winner [127] applied an ensemble that employed
only around 1% of the features of the images, obtaining impressive
accurate results. As in the general case of image classification, Deep
Neural networks have improved performances, but explainability
and transparency is lost, and thus ensemble feature selection for face
recognition might be also an interesting open line of research. 

• Text classification, another high dimensional problem area, as it
aims to categorize documents into a fixed number of predefined cat-
egories, usually considering each word as a feature, and thus using
more than an order of magnitude of features more than samples.
For this reason, even a preprocessing that eliminates rare words and
merges some word forms (verbs conjugations, plurals, etc) needs to
be applied before feature selection [128,129] . Recently, ensembles
for feature selection have been also applied, as in [130,131] , obtain-
ing better results in performance than those of the individual filter
methods employed in the experiments. 

As can be seen, several fields might benefit from the use of feature
election ensembles for preprocessing purposes, since they usually im-
rove accuracy, while boosting stability and reducing the computational
osts of pattern recognition. The areas mentioned above have covered
ome of the more popular applications for feature selection, but the liter-
ture describes many more application areas, as diverse as intrusion de-
ection [132–136] , machinery fault diagnosis, [137–143] , or automatic
valuation of open response assignments [144] . 

.3. Open topics for ensemble design 

Beyond the areas of application in which ensembles could make a
tatement, there are various general aspects related with the subject
hat are in need for further research: 

• In-depth analysis of the optimal number of components in ensembles
for FS. The large dimension, the need for better accuracies and the re-
strictions for computer time and memory call for approaches that can
determine appropriate ensemble sizes. Such studies are relatively
recent for classification ensembles [17,145,146] , while in feature
selection ensembles the size of the ensemble has been approached
theoretically only in specific high dimensional domains as in [24] ,
and most times empirically, as in [9,26] . The relation between di-
versity and number of components might be also an interesting line
of exploration. 

• Stability, that for a FS algorithm defines the robustness of its fea-
ture preferences, with respect to data sampling and to its stochastic
9 
nature [15,147] ; that is, it quantifies the difference in the feature
preferences obtained with different training sets derived from the
same generating distribution [56] . Thus, if small changes in data pro-
duce large changes in the resulting features, the method is deemed
as unstable. The development of stability measures has become a
bountiful area of research, with several proposals along the years
[16,56,57,148–153] , but without any work that permits a compar-
ison among them. The proposed measures comply with a certain
number of properties, in some cases defined only for certain mea-
surement categories, increasing the diversity on cross-comparisons
and thus the difficulty on reaching stability conclusions. In [147] five
properties that are applicable to any stability measure are proposed
for the case of algorithms which output are feature subsets, allow-
ing the analysis and comparison of all existing measures in terms
of properties. However, the study of similar approaches for feature
rankers still remains an open issue. 

• Scalability measures. As said above, data is becoming larger increas-
ingly, in both samples and feature dimensions, a fact that at the same
time that makes feature selection desirable, poses a severe challenge
to feature selection algorithms, as most can not confront scalability
issues and thus new methods should be devised [2,154,155] . Sev-
eral more scalable feature selection algorithms have been developed
during the last years, following online [100,156] , or parallel and
distributed strategies [71–73,157] . But unlike stability, scalability
studies are not common still in the scientific literature, despite the
fact that evaluation of performance should probably take into ac-
count not only accuracy, diversity and stability but also scalability
issues. In [60] some new evaluation measures of the kind are pro-
posed and tested in several datasets, but future work could advance
on the design of a more theoretical framework that aims to achieve
similar results as for the stability issue. 

• Threshold methods for rankers. In those cases in which feature se-
lection rankers are employed, classically the ensemble approaches
have retained a fixed percentage of the top ranked features [2,9,14] .
However, this approach has the problem that the adequate per-
centage depends on the specific dataset used. Some authors have
evaluated other types of thresholding that could take into account
combinations between precision and recall (F-measure), Area under
ROC curve, etc, most of which rely on the posterior classification of
the datasets [158] . Nevertheless, this approach implies a significant
computational burden, undesirable for large scale datasets, if not im-
possible, while in any case the threshold remains highly dependent
on the classification algorithm used. Finally and more recently, some
studies have tried to devise methods of thresholding that do not rely
on the posterior classification stage, as in [26,27,159] . 

• Feature aggregation. As detailed in Section 3 there are several meth-
ods that can be employed for combining the features obtained by the
individual methods. However, there are some problems that are still
under research, and that constitute interesting lines for the future,
as for example the possibility of using more informed methods that
aid to solve the ties that result from some combiners, or develop new
methods that could assist in eliminating the redundancy that might
be introduced when aggregating the partial feature subsets derived
from the individual feature selectors. 

• Explainability. During the last years the trade-off between accuracy
and explainability in Machine Learning has been clearly imbalanced
towards the accuracy side. In fact, this is one of the main reasons
for the success of Deep learning, that has set forth one record after
another on most benchmark datasets since 2006 [160] . In fact, in
many competitions the only algorithm deep learning is up against is
itself. However nowadays a new tendency stands up towards trans-
parency and explainability, as new laws and regulations concerning
Artificial Intelligence (AI) usage have put them into stage (notably,
the new General data Protection Regulation–GDPR– that will go into
effect in May, 2018 in all EU); but also social interest on AI in general
as traceability, governance, compliance, etc need human-like justi-
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fication. For that reason, ensemble models of the past have been
revisited [161,162] due to their explainability properties, and at the
same time Special Sessions, like the “Interpretable Learning Classi-
fiers ” that will be chaired by P.P. Angelov and J.C. Principe in the
2018 IEEE World Congress on Computational Intelligence, in which
Ensembles of Deep Learning Classifiers was an specific subtopic, or
the Special Session “Interpretable ML Symposium ” at NIPS 2017, aim
at addressing the bottleneck issue for achieving more interpretable
results. In a society that envisions a future in which algorithms will
deal with vast quantities of data and features in all kinds of disci-
plines, there is an urgent need for solutions to the indispensable is-
sue of feature selection, some of which perhaps could be confronted
using an ensemble approach. 
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