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Energy Bands and Chaorge Carriers in Semiconductors

to the small number of holes in n-type material as minority carriers and the
relatively large number of conduction band electrons as majority carriers.
Similarly, electrons are the minority carriers in p-type material, and holes
are the majority carriers.

3.2.5 Elecirons and Holes in Quantum Wells

We have discussed single-valued (discrete) energy levels in the band gap aris-
ing from doping, and a continuum of allowed states in the valence and con-
duction bands. A third possibility is the formation of discrete levels for
electrons and holes as a result of quantum-mechanical confinement.

One of the most useful applications of MBE or OMVPE growth of
multi-layer compound semiconductors, as described in Section 1.4, is the fact
that a continuous single crystal can be grown in which adjacent layers have dif-
ferent band gaps. For example, Fig. 3-13 shows the spatial variation in con-
duction and valence bands for a multilayer structure in which a very thin layer
of GaAs is sandwiched between two layers of AlGaAs, which has a wider
band gap that the GaAs. We will discuss the details of such heterojunctions
(junctions between dissimilar materials) in Section 5.8. It is interesting to point
out here, however, that a consequence of confining electrons and holes in a
very thin layer is that these particles behave according to the particle in a po-
tential well problem, with quantum states calculated in Section 2.4.3. Therefore,

0.28 eV
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Figure 3-13

Energy band discontinuities for a thin layer of GaAs sandwiched between layers of wider band gap

85

AlGaAs. In this case, the GaoAs region is so thin that quantum states are formed in Ihe valence and con-

duction bands. Electrons in the GaAs conduction band reside on “particle in a potential well” states

such as E; shown here, rather than in the usual conduction band states. Holes in the quantum well occu-

py similar discrete states, such as E,,.
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Energy Bands and Charge Carriers in Semiconductors

to the various types of electronic and optoelectronic devices made in semi-
conductors. In anticipation of those discussions, an important concept should
be established here regarding the demands of equilibrium. That concept can
be summarized by noting that no discontinuity or gradient can arise in the
equilibrium Fermi level Ey.

To demonstrate this assertion, let us consider two materials in intimate
contact such that electrons can move between the two (Fig. 3-26). These may
be, for example, dissimilar semiconductors, n- and p-type regions, a metal and
a semiconductor, or simply two adjacent regions of a nonuniformly doped semi-
conductor. Each material is described by a Fermi-Dirac distribution function
and some distribution of available energy states that electrons can occupy.

There is no current, and therefore no net charge transport, at thermal
equilibrium. There is also no net transfer of energy. Therefore, for each en-
ergy E in Fig. 3-26 any transfer of electrons from material 1 to material 2
must be exactly balanced by the opposite transfer of electrons from 2 to 1.
We will let the density of states at energy E in material 1 be called N,(E)
and in material 2 we will call it N,(E). At energy FE the rate of transfer of
electrons from 1 to 2 is proportional to the number of filled states at £ in ma-
terial 1 times the number of empty states at E in material 2:

rate from 110 2 « N,(E)f,(E) - Ny(E)[1 — £,(E)] (3-53)

where f( E) is the probability of a state being filled at E in each material, i.e.,
the Fermi-Dirac distribution function given by Eq. (3-10). Similarly,

rate from 2 to 1 = Ny(E)f,(E) « N,(E)[1 — £,(E)] (3-54)
At equilibrium these must be equal:

N(E)A(E) » Ny(E)1 = A(E)] = Ny(EMG(E) - Ny(E)[L - A(E)]  (3-59)

4

Material 1 ML
Density of states Ny(F) i RS .V;QE} ok 7
Fermi Distribution f;(£) AR
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Figure 3-26

Two materials in
intimate contact at
equilibrium, Since
the net mation of
electrons is zero,
the equilibrium
Fermi level must
be constant
throughout.






























Excess Carriers in Semiconductors
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energies less than the band gap are transmitted, this experiment gives an
accurate measure of the band gap energy.

It is apparent that a photon with energy Av = E, can be absorbed in a
semiconductor (Fig. 4-1). Since the valence band contains many electrons
and the conduction band has many empty states into which the electrons may
be excited, the probability of photon absorption is high. As Fig. 4-1 indicates,
an electron excited to the conduction band by optical absorption may initial-
ly have more energy than is common for conduction band electrons (almost
all electrons are near £, unless the sample is very heavily doped). Thus the ex-
cited electron loses energy to the lattice in scattering events until its velocity
reaches the thermal equilibrium velocity of other conduction band electrons.
The electron and hole created by this absorption process are excess carriers;
since they are out of balance with their environment, they must eventually re-
combine. While the excess carriers exist in their respective bands, however,
they are free to contribute to the conductivity of the material.

A photon with energy less than £, is unable to excite an electron from
the valence band to the conduction band. Thus in a pure semiconductor,
there is negligible absorption of photons with Av < E,. This explains why
some materials are transparent in certain wavelength ranges. We are able to
“see through” certain insulators, such as a good NaCl crystal, because a large
energy gap containing no electron siates exists in the material. If the band gap
is about 2 eV wide, only long wavelengths (infrared) and the red part of the
visible spectrum are transmitted; on the other hand, a band gap of about
3 eV allows infrared and the entire visible spectrum to be transmitted.

If a beam of photons with ~v > E, falls on a semiconductor, there will
be some predictable amount of absorption, determined by the properties of
the material. We would expect the ratio of transmitted to incident light in-
tensity to depend on the photon wavelength and the thickness of the sample.
To calculate this dependence, let us assume that a photon beam of intensity
I, (photons/cm?-s) is directed at a sample of thickness [ (Fig. 4-2). The beam
contains only photons of wavelength A, selected by a monochromator, As
the beam passes through the sample, its intensity at a distance x from the
surface can be calculated by considering the probability of absorption within
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Figure 4~-1
Optical absorp-
tion of a photon
with v > Ej: (a)
An EHP is created
during photon ab-
sorption; (b) the
excited electron
gives up energy
to the lattice by
scattering events;
() the electron re-
combines with a
hole in the va-
lence band.
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Figure 5-12
Space charge
and electric field
distribution within
the transition re-
gion of a p-n junc-
tion with Ny > N,
(a) the transition
region, with x =0
defined at the
metallurgical junc-
tion; (b) charge
density within the
transition region,
neglecting the
free carriers;

¢} the electric
field distribution,
where the refer-
ence direction for
% is arbitrarily
taken as the
+x-direction.
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to “uncover” an equivalent amount of charge. For a sample of cross-sectional
area A, the total uncompensated charge on either side of the junction is

qAx N, = qAx, 0Ny (5-13)

where x, is the penetration of the space charge region into the p material,
and x,, is the penetration into n. The total width of the trapsition region (W)
is the sum of x,q and x,.

To calculate the electric field distribution within the transition region,
we begin with Poisson’s equation, which relates the gradient of the electric
field to the local space charge at any point x;

dé(x) ¢

— ol — B 18— )

dx < (5-14)

This equation is greatly simplified within the transition region if we ne-
glect the contribution of the carriers (p — n) to the space charge. With
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After the Pn, collisions by the primary electrons, we have the primary plus
the secondary electrons, n;,(1 + P). After a collision, each EHP moves effec-
tively a distance of W within the transition region. For example, if an EHP is
created at the center of the region, the electron drifts a distance W/2 to n
and the hole W/2 to p. Thus the probability that an ionizing collision will
occur due to the motion of the secondary carriers is still P in this simplified
model. For n;; P secondary pairs there will be (n;,P) P ionizing collisions and
n,P? tertiary pairs. Summing up the total number of electrons out of the re-
gion at n after many collisions, we have

noutznin(1+P+P2+P3+-o.) (5_43)
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Figure 5-21
Electron-hole pairs
created by impact
ionization;

(a) band diagram
of a p-n junction
in reverse bias
showing (primary)
electron gaining
kinefic energy in
the field of the de-
pletion region,
and creating a
(secondary)
electron—hole pair
by impact ioniza-
tion, the primary
electron losing
most of its kinetic
energy in the
process; (b) a sin-
gle ionizing colli-
sion by an
incoming electron
in the depletion
region of the junc-
tion; (c] primary,
secondary, an
tertiary collisions.
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Field-Effect Transistors
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Simplified cross-sectional view of a junction FET: (a) transistor geometry; (b) detail of the channel and

voltage variation along the channel with Vg = 0 and small /.

it is clear that the voltage from the drain end of the channel D to the
source electrode S must be greater than the voltage from a point near the
source end to S. For low values of current we can assume a linear varia-
tion of voltage V, in the channel, varying from V, at the drain end to zero
at the source end (Fig. 6-3b).

6.2.1 Pinch-off and Saturation

In Figure 6-4 we consider the channel in a simplified way by neglecting
voltage drops between the source and drain electrodes and the respec-
tive ends of the channel. For example, we assume that the potential at the
drain end of the channel is the same as the potential at the electrode D.
This is a good approximation if the source and drain regions are relative-
ly large, so that there is little resistance between the ends of the channel
and the electrodes. In Fig. 6-4 the gates are short circuited to the source
(Vg =0),such that the potential at x = 0 is the same as the potential every-
where in the pate regions. For very small currents, the widths of the de-
pletion regions are close to the equilibrium values (Fig. 6-4a). As the
current I, is increased, however, it becomes important that V, is large
near the drain end and small near the source end of the channel. Since
the reverse bias across each point in the gate-to-channel junction is sim-
ply V, when V; is zero, we can estimate the shape of the depletion re-
gions as in Fig. 6-4b. The reverse bias is relatively large near the drain
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Figure 6-4
Deplefion regions
in the channel of
o JFET with zero
gate bias for sev-
eral values of V1
(a) linear range;
(b) near pinch-off;
(c) beyond pinch-
off.

0
F— n X I
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R Depletion /
] : v ] region
(a) s —— N
"~ Channel
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Vep=-Vp B /
VD
V=10
Ip /G_
(¢} s D Vp

Pinched-off channel 5

{(Vp = —Vp) and decreases toward zero near the source. As a result, the
depletion region intrudes into the channel near the drain, and the effec-
tive channel area is constricted.

Since the resistance of the constricted channel is higher, the I-V plot for
the channel begins to depart from the straight line that was valid at low cur-
rent levels. As the voltage Vj, and current /[, are increased still further, the
channel region near the drain becomes more constricted by the depletion
regions and the channel resistance continues to increase. As V, is increased,
there must be some bias voltage at which the depletion regions meet near the
drain and essentially pinch off the channel (Fig. 6-4c). When this happens, the
current I, cannot increase significantly with further increase in V. Beyond
pinch-off the current is saturated approximately at its value at pinch-off.2
Once electrons from the channel enter the electric field of the depletion re-
gion, they are swept through and ultimately flow to the positive drain con-
tact. After the current saturates beyond pinch-off, the differential channel
resistance dVp/dlp becomes very high. To a good approximation, we can

2Saturation is used by device engineers in more different contexts than any other word is used. We have
discussed velocity saturation, the reverse scturation current of o junction, ond, now, the saturation of FET
characteristics. In Chapter 7, we will discuss the saturation of a BJT. The student has probably also
reached saturation by now in frying to absorb these various meanings!
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calculate the current at the critical pinch-off voltage and assume there is no
further increase in current as Vj, is increased.

6.2.2 Gate Control

The effect of a negative gate bias —V; is to increase the resistance of the
channel and induce pinch-off at a lower value of current (Fig. 6-5). Since the
depletion regions are larger with V; negative, the effective channel width is
smaller and its resistance is higher in the low-current range of the charac-
teristic. Therefore, the slopes of the I vs. Vi, curves below pinch-off become
smaller as the gate voltage is made more negative (Fig. 6-5b). The pinch-off
condition is reached at a lower drain-to-source voltage, and the saturation
current is lower than for the case of zero gate bias. As V; is varied, a family
of curves is obtained for the I-V characteristic of the channel, as in Fig. 6-5b.

Beyond the pinch-off voltage the drain current I, is controlled by V.
By varying the gate bias we can obtain amplification of an a-c signal. Since
the input control voltage V appears across the reverse-biased gate junc-
tions, the input impedance of the device is high.

We can calculate the pinch-off voltage rather simply by representing the
channel in the approximate form of Fig. 6-6. If the channel is symmetrical and
the effects of the gates are the same in each half of the channel region, we can
restrict our attention to the channel half-width A(x), measured from the center
line (y = L). The metallurgical half-width of the channel (i.e., neglecting the
depletion region) is a. We can find the pinch-off voltage by calculating the re-
verse bias between the n channel and the p* gate at the drain end of the chan-
nel (x = L). For simplicity we shall assume that the channel width at the drain
decreases uniformly as the reverse bias increases to pinch-off. If the reverse
bias between the gate and the drain is —V5p, the width of the depletion region
at x = L can be found from Eq. (5-57):

2e(=Vep)

N, (6-2)

112
W(x=1L)= [ } (Vsp negative)
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Figure 6-5

Effects of a nego-
tive gate bias: {a)
increase of deple-
tion region widths
with V;; negative;
(b) family of
current-voltage
curves for the
channels as Vg is
varied.
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Figure 6-6
Simplified diagram of the channel with definitions of dimensions and differential volume for calculations.

In this expression we assume the equilibrium contact potential V; is negligi-
ble compared with Vi, and the depletion region extends primarily into the
channel for the p*-n junction. Including V), is left for Prob. 6.1.

Pinch-off occurs at the drain end of the channel when

hx=L)=a—Wx=L)=0 (6-3)

that is, when W(x = L) = a. If we define the value of —Vj at pinch-off as

V,, we have
{26‘/}2}1/2
=a
gN4

_ qasz
T 2

Vp (6’4)

The pinch-off voltage V,, is a positive number; its relation to V, and Vi is
Vp = _VGD(pinCh"Off) = VG + VD (6-5)

where V; is zero or negative for proper device operation. A forward bias on
the gate would cause hole injection from the p* regions into the channel,
eliminating the field-effect control of the device. From Eq. (6-5) it is clear that











































































Field-Effect Transistors
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growth or subsequent processing steps. Since sodium is a common contam-
inant, it is necessary to use extremely clean chemicals, water, gases, and pro-
cessing environment to minimize its effect on dielectric layers. Sodium ions
introduce positive charges (Q,,) in the oxide, which in turn induce negative
charges in the semiconductor. The effect of such positive ionic charges in
the oxide depends upon the number of ions involved and their distance from
the semiconductor surface (Prob. 6.12). The negative charge induced in the
semiconductor is greater if the Na® ions are near the interface than if they
are farther away. The effect of this ionic charge on threshold voltage is com-
plicated by the fact that Na* ions are relatively mobile in Si0,, particularly
at elevated temperatures, and can thus drift in an applied electric field. Ob-
viously, a device with Vdependent on its past history of voltage bias is un-
acceptable. Fortunately, Na contamination of the oxide can be reduced to
tolerable levels by proper care in processing. The oxide also contains trapped
charges (Q,,) due to imperfections in the SiQ,.

In addition to oxide charges, a set of positive charges arises from in-
terface states at the Si-8iO, interface. These charges, which we will call QQ;, re-
sult from the sudden termination of the semiconductor crystal lattice at the
oxide interface. Near the interface is a transition layer (SiO,) containing fixed
charges (Qy). As oxidation takes place in forming the SiO, layer, Si is re-
moved from the surface and reacts with the oxygen. When the oxidation is
stopped, some ionic Si is left near the interface. These ions, along with un-
completed Si bonds at the surface, result in a sheet of positive charge Qynear
the interface. This charge depends on oxidation rate and subsequent heat
treatment. and also on crystal orientation. For carefully treated Si-Si0, in-
terfaces, typical charge densities due to Q, and Q,are about 10"’ charges/cm’
for samples with (100} surfaces. The interface charge density is about a factor
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Figure 6-19
Effects of charges
in the oxide

and at the infer-
face: |a) defini-
tions of charge
densities [C/cm?)
due to various
sources; (b) repre-
senting these
charges as an

* equivalent sheet

of positive charge
@, at the oxide—
semiconductor
interface. This
positive charge
induces an equiv-
alent negative
charge in the
semiconductor,
which requires

a negative

gole valloge to
achieve the flat
band condition.








































































Field-Effect Transistors 307

Boron implant through gate oxide
(before polysilicon gate formation)

oy 1= ],

(a)

Si0, [Si

(log)

0 001 002 y(um)
(b)

Figure 6-35
Adjustment of V;in a pchannel transistor by boron implantation: (a} boron ions are implanted through

the thin gate oxide but are absorbed within the thick oxide regions; (b) variafion of implanted boron
concentration in the gate region—here the peak of the boron distribution lies just below the Si surface.
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Bipolar Junction Transistors 371
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Figure 7-18

The effects of base narrowing on the characteristics of a p*-n-p* transistor: (a) decrease in the effective
base width as the reverse bias on the collector junction is increased; (b) common-emitter characteristics
showing the increase in I with increased collector voltage. The black lines in (b) indicate the extrapola-
tion of the curves to the Early voltage V.

The decrease in W, causes B to increase. As a result, the collector current /-
increases with collector voltage rather than staying constant as predicted
from the simple treatment. The slope introduced by the Early effect is al-
most linear with 7, and the common-emitter characteristics extrapolate to
an intersection with the voltage axis at V4, called the Early voltage.

For the p™-n-p* device of Fig. 7-18 we can approximate the length [ of
the collector junction depletion region in the n material from Eq. (5-23b)
with V| replaced by V;, - Vg and V5 taken to be large and negative:

2eVze\172
! = (%) : (7-50)
d

If the reverse bias on the collector junction is increased far enough, it
is possible to decrease W, to the extent that the collector depletion region es-
sentially fills the entire base. In this punch-through condition holes are swept
directly from the emitter region to the collector, and transistor action is lost.
Punch-through is a breakdown effect that is generally avoided in circuit de-
sign. In most cases, however, avalanche breakdown of the collector junction
occurs before punch-through is reached. We shall discuss the effects of
avalanche multiplication in the following section.

In devices with graded base doping, base narrowing is of less impor-
tance. For example, if the donor concentration in the base region of a p-n-p
increases with position from the collector to the emitter, the intrusion of the
collector space charge region into the base becomes less important with in-
creased bias as more donors are available to accommodate the space charge.






























Bipolar Junction Transistors

on the collector side of the junction (Fig. 7-23c). Therefore, fewer uncom-
pensated donors (and thus a smaller depletion width) are needed to main-
tain the reverse voltage V5 across this junction. As a result, the neutral base
width increases from W, in Fig. 7-23b to W, in Fig. 7-23c. Also, the depletion
region extends more into the collector side. This is tantamount to moving
the base-collector junction deeper into the collector. This leads to an effec-
tive widening of the neutral base region (the Kirk effect) and to a drop of the
current gain and an increase of the base transit time.

The electric field profile in the collector depletion region in the pres-
ence of uncompensated dopant charges and mobile carriers (due to the cur-
rent flow) is given by Poisson’s equation.

dé¢ 1
okt S N+ —
dx E[Q( d

(7-69)
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Figure 7-23

Kirk effect:

(a) cross section
of o-n-p BJT;

(b} spacecharge
distribution in the
base-collector re-
verse-biased junc-
tion for very low
currents; (c)
space-charge dis-
tribution at the
base-collector
junction for higher
current levels. We
see that the inject-
ed mabile holes
(shown in color)
add to the space
charge of the im-
mobile donors on
the base zide of
the depletion re-
gion, but subtract
from the space
charge of the im-
mobile acceptors
on the collector
side. This leads o
a widening of the
neutral base width
from W, to W,.
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Figure 9-8

Buried channel
PMOS: () self
aligned p*
source—drain im-
plant with no LDD
using photoresist
to profect
NMOSFETs. A
plype Vr adjust
implant is shown
in color in the
channel;

(b} doping profile
as a function o
depth in the mid-
dle of the chan-
nel, showing the
ptype Vradjust
implant near the
surface; () elec-
tron potential en-
ergy as a function
of depth in the
middle of the
channel, showing
holes collecting in
the “buried” chan-
nel. For higher
gate bias, the
PMOS operation
changes to a sur-
face channel, as
indicated by the
dashed line.
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very close to the Si conduction band, its work function is well suited to achiev-
ing a low V for NMOS (®,~-1 V), but not for PMOS (®,,~0 V). From the
Vyexpression [Eq. (6-38)], we notice that the second and third terms-approach
zero as thin-oxide technology evolves because C; is getting larger. For high
drive current we want V'; to be in the neighborhood of ~0.3 to ~0.7 V for
NMOS (-0.3 to -0.7 V for PMOS). We find from Eq. (6-38) that the p-well
doping can be optimized to achieve the correct ¥V for the NMOS transistor,
while at the same time being high enough to prevent punch-through break-
down between source and drain. For the PMOS transistor, on the other hand,
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Figure 9-10
Multilevel inter-
connect; Cross

section of IC

showing five lev-
els of Al intercon-
nections with
suitably pla-
narized intermetal
dielectrics. The
transistors are at
the very bottom
and are electri-
cally isolated by
shallow-trench iso-
lation {STY. {Pho-
tograph courtesy
of Freescale Semi-
conductor.)

Low temperatures are very important in this back-end part of the process-
ing because by now all the active devices are in place and one cannot allow
the dopants to diffuse significantly. Also, the Al metallization cannot with-
stand temperatures higher than ~500°C. The dielectric isolation layer must
be suitably planarized prior to the deposition of the next layer of metal, and
this is generally done by CMP. Planarization is important because if metal is
deposited on a surface with rough topography and subjected to RIE, there
can be residual metal sidewall filaments or “stringers” at the steps for the
same reason one gets sidewall oxide spacers on either side of the MOSFET
gate in Fig. 9-7. These metal stringers can cause short circuits between adja-
cent metal lines. Planarization is also important in maintaining good depth
of focus during photolithography. After planarization of the isolation layer,
one uses photolithography to open up a new set of contact holes called vias,
followed by deposition, patterning and RIE of the next layer of metal, and
so on for multi-level metallization. As mentioned previously, W metal plugs
are sometimes selectively deposited to fill up the via holes prior to the metal
deposition, and reduce the likelihood of an open circuit.

Finally, a protective overcoat is deposited on the IC to prevent conta-
mination and failure of the devices due to the ambient (Fig. 9-10). This gen-
erally involves plasma CVD of silicon nitride, which has the nice attribute that
it blocks the diffusion of water vapor and Na through it. Sodium, as men-
tioned in Section 6.4.3, causes a mobile ion problem in the gate dielectric of
MOS devices. Sometimes, the protective overcoat is a BPSG layer. After the
overcoat is deposited, openings are etched for the metal bond pads. After
the chips are tested in an automated tester, the known good dies are pack-
aged and wire bonded, as discussed in Section 9.6.
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Integrated Circuits

“floating” gate that is capacitively coupled to the control gate and the un-
derlying silicon.

The capacitive coupling of the floating gate to the various terminals is il-
lustrated in Fig. 9-36 in terms of the various coupling capacitance compo-
nents. The floating gate and the control gate are separated by a stacked
oxide-nitride-oxide dielectric in typical flash devices. The capacitance be-
tween these two gates is called Cpyp because of the oxide-nitride-oxide
makeup of the dielectric stack. The total capacitance Cryy is the sum of all
the parallel components shown in Fig. 9-36.

Cror= Cono + Crox + Crip + Csre + Cpra (5-15)

where Cpyis the floating gate-to-channel capacitance through the tunnel oxide,
Cpypis the floating gate-to-substrate capacitance in the LOCOS field oxide re-
gion, and Cke and Cpgy are the gate-to-source/drain overlap capacitances.
Since it is isolated by the surrounding dielectrics, the charge on the float-
ing gate Org is not changed by (moderate) changes of the terminal biases.

Qrc=0=Cono(Vig — Vi) + Cspc(Viig — Vi) + Corn(Vre — V) (9-16)
We assume that the substrate bias is fixed, and hence ignore the contributions
from Cqpy and Cpypp, which couple the floating gate to the substrate. The float-

ing gate voltage can be indirectly determined by the various terminal voltages,
in terms of the gate, drain, and source coupling ratios as defined in Eq. (9-17).

VFG = VG + GCR + VS - SCR + VD - DCR (9—17)

(Word line)

(b)
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Figure 9-36

Flash memory cell
structure: {a} cell
structure shown
along the channel
length showing
the control gate
(wordline), float-
ing gate below it,
the source and the
drain (bitline); (b)
view of cell along
the width of the
MOSFET. The vari-
ous coupling
capacitors fo the
floating gate are
shown.
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