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Abstract

This paper presents an agent-based model of land use designed to explore the impacts of edge-effect externalities—distance-
dependent spatial externalities—on land-use pattern. While the impacts of externalities on aspatial economics measures such as
equilibrium land rents and the distribution of economic activity are well explored, links between externalities and landscape
pattern are not well understood. This gap reflects a more general gap between aspatial theoretical land-use models and
descriptive, pattern-based empirical analysis. The model presented in this paper, designed to link changes in socioeconomic
parameters to changes in macroscale measures of landscape pattern, was developed with the specific goal of formally bridging
this gap. The model simulates land-use decisions of parcel managers in an environment where potential conflicts between urban
and agricultural land uses affect the payoffs to particular land uses. In the model, spatial and aspatial macroscale outcomes
emerge from the independent, but dynamically linked, decisions of individual parcel managers. Land-use composition, land-use
pattern, and the location of land uses are jointly determined, and interactions between composition and pattern feedback to
microlevel landowner decisions through endogenous land rents. The paper demonstrates a series of results. First, the paper
demonstrates the economic inefficiency of landscape fragmentation when edge-effect externalities are present and illustrates a
series of landscape metrics appropriate to measure this fragmentation. Second, the agent-based model is used to demonstrate
links between externality impacts and landscape pattern: that conflicts between urban and residential land users lead to a
more compact urban form, that when the profitability of agricultural production is reduced by proximity to urban land, the
urban–rural fringe expands to a socially inefficient degree, and that conflicts between urban land users can lead to fragmented
patterns of urban development consistent with existing definitions of urban sprawl. Finally, the paper concludes by proposing
a methodology for establishing the robustness of the model’s conclusions over a wide range of parameter values.
© 2003 Elsevier B.V. All rights reserved.
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1. Introduction

Scholars in multiple disciplines are conducting
research to explore linkages between social and bio-
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physical processes and landscape patterns. Substantial
descriptive, empirically based analysis has been done
to identify associations between particular land uses
and patterns. Further, there is a well-developed body
of models that formally link socioeconomic factors to
land-use allocation in an aspatial context. The large
gap between descriptive analysis and aspatial models
has been bridged to an extent by spatially explicit
simulation models that distribute fixed quantities in
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given land-use categories across space, taking allo-
cation of land into particular use classes as given.
However, development of spatially explicit simulation
models that formally link the socioeconomic determi-
nants of land-use change to resulting spatial patterns
is only now beginning. There is a particular need to
develop models that can be used to explore hypothet-
ical relationships between changes in socioeconomic
parameters and changes in landscape pattern, thereby
formalizing process–pattern linkages. Spatially ex-
plicit agent-based models (ABMs) offer a promising
means to conduct such analysis. This paper presents
a simple, stylized ABM model of land-use conver-
sion, focused on interactions between land uses at the
urban–rural fringe. The model is used to explore the
impacts of urban–rural conflicts on land-use patterns
and to specifically demonstrate linkages between
socioeconomic factors and landscape pattern.

1.1. The role of ABM in empirical analysis

Agent-based models are simulation models in which
decision makers are represented as goal-oriented en-
tities capable of responding to their environment and
taking autonomous action. Such models are generally
represented via object-oriented computer programs.
ABMs often model complex dynamic systems and fo-
cus on the macroscale, or “emergent” phenomena that
result from the decentralized decisions of and interac-
tions between agents. Emergence can be understood
within the geographical context of level or scale, as
emergent phenomena at one level may form the units
of interaction, or drivers of change, at a higher level
(Auyang, 1998). In contrast to many traditional dy-
namic simulation models, a set of global equilibrium
conditions is not imposed in ABMs. Rather, in the
cases in which the systems reach a stable solution, the
stability stems from the fact that no individual agent
has an incentive to change its behavior.Parker et al.
(2003) offer an extensive discussion of agent-based
models, complexity, and emergence in the context of
land-use change modeling.

Spatially explicit ABMs are increasingly being used
to model human-environment interactions (see, for
example,Gimblett, 2001, Janssen, 2003and Parker
et al., 2002). Agent-based models have also been suc-
cessfully used to illustrate novel theoretical outcomes
in economic systems (seeTesfatsion (2002)for an

excellent review). These models have succeeded be-
yond other modeling techniques in situations where
complex mathematical relationships have a critical
influence on model outcomes. However, to date, the
application of ABMs has been largely theoretical, and
the wide gap between the theoretical implications of
ABMs and empirical data has not been bridged. While
the models are often used to heuristically illustrate
observed empirical phenomena, they have rarely been
used to derive and empirically test general hypotheses.

There have been substantial discussions of the ap-
propriate role for agent-based models (Casti, 1997;
Kohler, 2000; Tesfatsion, 2002; Parker et al., 2003),
with some scholars arguing that simple illustration of
empirically observed outcomes is a sufficient role for
these models (Epstein, 1999). Those who argue against
the use of ABMs in a formal scientific context cite two
related factors. First, since ABMs are simulation mod-
els, they cannot be classified as formally inductive,
and as such, researchers cannot be confident of the
range over which hypothesized relationships between
model parameters and outcomes might hold. Second,
ABMs generally incorporate complex dynamic rela-
tionships, implying that many possible outcomes are
possible, and that small changes in parameter values
and initial conditions may result in large changes in
model outcomes. These arguments highlight the diffi-
culties in using ABMs to develop empirically testable
hypotheses.

As discussed byLambin et al. (1999), land-use
change is influenced by complex interactions between
socioeconomic and biophysical drivers. Why then
might such models be useful for making linkages
between theoretical processes and empirical patterns?
Two factors lend support to the use of ABM to de-
velop testable hypotheses. First, although simulation
models may not be formally inductive, through sen-
sitivity analysis modelers can come quite close to a
complete understanding of the dynamic system under
study (Judd, 1997). Second, although it is true that
a complex system may have a multitude of possible
outcomes at a microscale, outcomes that differ sub-
stantially at a microscale may be quite similar in terms
of macroscale, or emergent, properties. For example,
in the context of land-use modeling, a stochastic sim-
ulation model may produce very different locational
maps for multiple simulations, but each of these sim-
ulations may exhibit similarities in terms of measures
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of landscape composition and pattern. Thus, the anal-
ysis in this paper focuses on macroscale outcomes
of interest to land-use modelers, both those aspatial
measures that are the traditional focus of socioeco-
nomic models, and measures of landscape pattern that
can be linked to both socioeconomic and ecological
functions.

1.2. The role of ABM in LUCC modeling

As discussed in detail below, pattern measures
are outputs of interest in spatially explicit land-use
models, as such pattern measures can reflect both eco-
logical and socioeconomic function.Pontius (2000)
andPontius and Schneider (2001)discuss the impor-
tance of modeling both the quantity of land use in a
particular class and the particular locations of land
uses.Veldkamp and Lambin (2001)stress the need
to develop modeling methodologies that model both
factors in an integrated way, and note that examples
of such models are few. The majority of spatially
explicit models of land-use/cover change (LUCC)
either take the demand for particular land-use classes
as given or separately model land-use composition
(using an aspatial model) and the allocation of land
use across space (using cellular automata or proba-
bilistic algorithms) (see, for example,Jenerette and
Wu (2001),Engelen et al. (2002)and Verburg et al.
(2002)). This approach does not capture the dynamic
feedbacks between land-use patterns, spatial loca-
tion, and land-use composition. Agent-based models
can potentially capture these feedbacks; as land-use
composition, location, and pattern are jointly and
endogenously determined in ABMs.

In the model presented here, the structure of de-
mand for competing land uses is taken as given, but
the quantity of land in each land use is endogenously
determined. An endogenous rent for urban land, de-
pendent on both the amount of land in urban use and
on the patterns of urban land use, provides the key
feedback mechanism that links quantity and loca-
tion. In the model, composition and pattern outcomes
emerge from the microscale decisions of individual
parcel owners. Macroscale composition and pattern
then influence the expected returns for converting a
parcel to urban land for an individual land owner.
Thus, the macroscale outcomes feed back via the price
mechanism to influence microscale decision making.

1.3. Objectives

The paper proceeds as follows. First, a brief discus-
sion of literature that links landscape pattern to both
ecological and socioeconomic function is provided.
Next, the ways in which the set of landscape metrics
reported for the model reflects the embedded spatial
processes is discussed in some detail. The details of
the agent-based model of land use are then presented.
Several macroscale outcomes of the model are dis-
cussed, and two of these characteristics—landscape
composition and landscape pattern—are proposed as
promising targets for the development of empirical hy-
pothesis. A series of examples then demonstrates how
both composition and pattern change as the parameters
of the model related to spatial processes change. Fi-
nally, a protocol for using this model to more formally
map relationships between process and pattern, lead-
ing to the development of a set of model implications
that could be subject to empirical testing, is discussed.

2. Methods

2.1. Spatial pattern indicators of ecological and
socioeconomic processes

There is a substantial cross-disciplinary history of
research that characterizes the spatial patterns of fea-
tures in the landscape that result from both ecological
and anthropogenic phenomena. Although ecological
applications are most frequent, social functions can
also be associated with the spatial configuration of
human-influenced landscapes. In this section, repre-
sentative literature linking pattern to process using
landscape metrics is discussed, placing special em-
phasis on the use of these metrics in a land use
modeling context.

2.1.1. Ecological applications
The association between process and pattern has

been most often applied to the study of ecologi-
cal processes operating in landscapes (Turner et al.,
2001). Spatial patterns in land cover arise through
environmental variation as well as through anthro-
pogenic (Trani and Giles, 1999) and natural dis-
turbances (Hobbs, 1996; Cooper-Ellis et al., 1999).
Not surprisingly, methods to describe spatial pattern
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have developed more quickly than the understand-
ing of how spatial patterns affect ecological function
(Hobbs, 1997). However, land-cover patterns have
been shown to affect many ecological processes,
including hydrology (Gosselink and Lee, 1989), nu-
trient cycling (Epstein and Burke, 1998), fire regimes
(Nepstad et al., 1996), and plant and animal biodiver-
sity (Corlett and Turner, 1997; Dale et al., 1994).

2.1.2. Urban models
Based on the recognition that urban growth

processes can be characterized by particular pattern
metrics, many urban growth models have used spatial
metrics to analyze the results of spatial simulation
models. Much of this work has focused on the struc-
ture of urban areas and the fractal nature of land-
scape components (Batty and Xie, 1994; White and
Engelen, 1993). The emergence of spatial segregation
has also received attention (Webster and Wu, 1999).
Irwin and Bockstael (2002), using a statistically-based
simulation model that incorporates estimates of neg-
ative spatial externalities, compare predicted and
actual landscape patterns via nearest-neighbor dis-
tance indices. They find that simulations that include
the negative externalities better predict discontinuous
patterns of land use than simulations that suppress the
externality impacts.Herold et al. (2002)use infor-
mation on spatial pattern to improve the accuracy of
remote-sensing calibrations by linking pattern mea-
sures to land-use classes.Jenerette and Wu (2001)use
a series of landscape pattern measures to calibrate a
cellular automaton model describing the growth of a
metropolitan area.

A variety of pattern measures have been used to
describe and measure socially undesirable aspects of
urban sprawl. Three recent reviews summarize the
literature on measurement of sprawl, and each set of
authors proposes a comprehensive set of measures.
In addition to density surfaces,Torrens and Alberti
(2000) propose weighted-distance measures that re-
flect the “geometry of scatter”. They also discuss the
use of fractal dimension as a measure of fragmenta-
tion and inefficient use of urban space. Finally, they
discuss a series of measures of accessibility.Galster
et al. (2001)define sprawl in terms of low values in
one or more of eight dimensions: density, continuity,
concentration, clustering, centrality, nuclearity, mixed
uses, and proximity. Each dimension is linked to a for-

mal mathematical measurement. In addition to several
qualitative measures,Hasse (2002)identifies several
spatial measures of urban sprawl. These include ur-
ban density, discontinuous development, segregation
of land uses, the efficiency of new road networks, and
accessibility to transportation and community nodes.

Review of this literature on urban growth patterns
reveals that macroscale urban landscape patterns may
have both positive and normative implications. On
the positive side, it is clear that particular patterns
characterize urban form, and thus, an urban land-use
model may be judged on its ability to produce pat-
terns that resemble those found in actual urban areas.
On the normative side, it is clear that pattern may
be an important measure of the economic efficiency
and social desirability of urban land use. Therefore,
land-use modelers and policy makers may use pat-
tern metrics outputs in land use models as a way of
exploring the impact of different policy scenarios on
the desirability of resulting land-use patterns.

2.1.3. Rural models
Balmann (1997)andBerger (2001)use agent-based

modeling techniques to examine the impact of agricul-
tural policies on the distribution of farm size.Parker
(2000)uses a series of landscape statistics to link im-
pacts of distance-dependent spatial externalities gen-
erated by conventional farms on production patterns
of certified organic farms in California. Landscape
pattern indices also have been used to evaluate the
performance of models of rural land-cover change.
Manson (2000)uses measures of fractal dimension
and contagion to validate an agent-based model of
land-cover change in the southern Yucatán peninsula.

2.1.4. Integrated models
Alberti and Waddell (2000)have coupled urban

growth models with models of ecosystem processes
to evaluate the impact of different demographic and
economic scenarios. In an extension of Waddell’s Ur-
banSim model, they suggest the use of spatial metrics
for evaluating integrated models of urban ecosystem
processes.Torrens and Alberti (2000)also propose
a series of spatial metrics designed to measure the
ecological impacts of urban sprawl. Spatially explicit
decision support systems also have been used to allow
planners and policy makers to consider the impact
of different policy scenarios on ecosystem functions,
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using spatial pattern measures to link landscape
changes to their ecological impacts. For example,
Landis and colleagues extend existing urban growth
models (CUF1 and CUF2) to examine conservation
scenarios in California. Their California urban and
biodiversity analysis model (CURBA) includes a pol-
icy simulation component to evaluate the impact of
land-cover changes on species habitat (Landis and
Zhang, 1998a,b). The CURBA model has been used
to look at the connectivity of habitat patches and
other spatial habitat indicators to evaluate the impact
of different policy scenarios on specific species. The
environment explorer model developed byEngelen
et al. (2002)reports on a series of spatial measures of
the environmental impacts of development, including
noise pollution, traffic emissions, availability of open
and recreational space, road congestion, and spatial
fragmentation. These applications demonstrate that
spatial outputs of land-use models may play a dual
role by evaluating both socioeconomic and environ-
mental/ecological impacts.

2.1.5. Choosing a set of metrics
As is evident from this discussion, broad and of-

ten overlapping sets of metrics are used to describe
the social and ecological function of landscapes.
Fractal dimension is one commonly used metric to
describe the nature of both urban landscapes and less
human-influenced landscapes (Batty and Xie, 1994;
White and Engelen, 1993; Geoghegan et al., 1997;
Alberti and Waddell, 2000; Herold et al., 2002). Ad-
ditional measures used to evaluate land-use outcomes
include landscape composition, diversity, dominance,
edge distance, edge density, shape, nearest-neighbor
distance, number of patches, patch size standard de-
viation, patch density, and contagion (Alberti and
Waddell, 2000; Jenerette and Wu, 2001; Herold et al.,
2002). However, new metrics and new insights into
existing metrics continue to develop (McIntyre and
Wiens, 2000; Jaeger, 2000).

Metrics vary in the kinds of patterns they are best
suited to detect (O’Neill et al., 1988). The choice of
metrics can be directed by a structured understand-
ing of the link between socioeconomic process and
landscape pattern impacts. Ideally, this investigation
should reveal the theoretical relationship between a
landscape process and pattern metrics. In the next
section, the set of metrics chosen to describe the func-

tion of the model’s simulated landscape is discussed,
and the way in which these measures reflect the eco-
nomic impacts of the two important spatial processes
in the model—spatial externalities and transporta-
tion costs—is demonstrated. The examples presented
in Section 3illustrate how changes in these spatial
processes lead to changes in these pattern metrics.

2.2. Landscape metrics and edge-effect externalities

The choice of metrics is based on the two spatial
processes relevant for the development of cities in-
cluded in the ABM: transportation costs and negative
spatial externalities. In the model, the profitability
of land use at each individual parcel is reduced by a
per-unit transport cost to the city center, calculated ac-
cording to Euclidean distance. Profitability of particu-
lar land uses at each parcel is also potentially affected
by negative, distance-dependent spatial externalities.
A negative externality is generally defined as an eco-
nomic cost incurred by an actor that results from a de-
cision made by a second actor, where the second actor
generating the negative impact does not account for
the external costs imposed on the first when making
the decision. Spatial externalities often have impacts
that depend on, and diminish as distance from the
generating activity increases. In keeping with parallels
with ecological edge effects, these impacts are re-
ferred to as “edge-effect externalities” (Parker, 2000).

Examples relevant for urban–rural conflicts include
pesticide drift, noise, dust, and odor from agricultural
activity, and ecosystem disturbances such as dimin-
ished beneficial insect populations. Such conflicts
imply that often agricultural and residential land uses
are incompatible neighbors (Wacker et al., 2001). Al-
though these conflicts technically reduce the ability of
urban residents to enjoy their land, it can be difficult
from a policy perspective to identify one party as the
generator of the externality and the other as bearing
the economic cost. The urban residents are most often
the newcomers, and agricultural producers are often
forced to change long-standing production practices to
accommodate the new residents. A frequently imple-
mented solution to this problem is to institute buffer
zone regulations between agricultural and urban res-
idential land uses (Hammond, 2002). This model
uses the concept of the buffer zone as a metaphor
for the externality impacts and specifically examines
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the impacts of shifting the buffer zone requirement
between the agricultural and urban land users.

Further, a second variant of edge-effect externalities
is examined: aversion of urban land users to locating
next to other urban land users.Irwin and Bockstael
(2002) find empirical evidence for such a NIMBY
(not-in-my-backyard) effect. They find that the prob-
ability of conversion declines with the share of devel-
oped land in a neighborhood surrounding a parcel. In a
hedonic analysis of the determinants of housing sales
prices,Irwin (2002)finds that permanently preserved
open space contributes more to housing values than
developable open space, indicating that lack of devel-
opment is valued. She also finds that property values
are decreasing in areas of high residential density.

Below, the metrics used to analyze model outcomes,
chosen to concisely measure the important landscape
processes operating in the simulations, are discussed.
While the discussion focuses primarily on the socioe-
conomic interpretations of the metrics, many of the
same metrics could be used to analyze the ecological
function of the landscape. Further, one could easily
customize the ABM to report a broader set of pattern
measures.

• Landscape composition: This measure reports the
proportion of land in each economic land use (or
class, in landscape ecology terminology). From both
economic and environmental policy perspectives,
the distribution of economic activity has significant
implications, since it influences the availability of
land for particular economic uses and for species
habitat.

• Number of patches/mean patch size: A patch is de-
fined as a group of contiguous cells in the same land
use (class). As the number of patches decreases,
holding patch shape and class area constant, mean
patch size increases. Consequently, the edge/area
ratio of the patch will fall, implying a lower propor-
tional loss due to externality damage and therefore
a higher average product if the land use in that class
is negatively impacted by externalities. Conversely,
if the land-use class generates negative externali-
ties, under the same ceteris paribus conditions, as
mean patch size increases the total amount of exter-
nality damage inflicted will increase. The number
of patches may also impact landscape connectivity
and the efficiency of transportation networks.

If patches represent management units, mean
patch size may reflect the optimal spatial scale
of production for land-use classes in an agricul-
tural setting. Thus, it is important to note that in
the examples presented inSection 3, mean patch
size is influenced by the model’s assumption that
each manager controls a single-cell parcel, and that
there are no opportunities to increase the number
of parcels managed. These assumptions regarding
the size of management units in effect define the
minimum cell size, or resolution, of the landscape.
This resolution will affect all landscape metrics for
two reasons. First, the model is a discrete-choice
model, since parcels must be assigned to a single
use. As the size of management units increases, the
number of choices decreases. Second, the shape
of patch edges changes with the resolution of the
data, with a smaller minimum size implying a less
edgy landscape.

• Area-weighted mean shape index: This index mea-
sures the weighted average deviation of a patch
shape from the shape that minimizes edge/area ra-
tio. For cell-based (raster) landscape, the measure
is calculated as

A-W MSI =
n∑

i=1

{
0.25pi√

ai

}{ai

A

}
, (1)

wheren is the number of patches in that class,pi and
ai the patch perimeter and area, respectively, andA
the total area of the land-use class (McGarigal and
Marks, 1994). Holding class area and the number of
patches in the class constant, the edge/area ratio will
fall as parcel shapes become more compact (more
square, in this context). Therefore, a more compact
parcel will receive less externality damage and/or
inflict less damage on surrounding land uses.

• Class area concentration: Holding area, par-
cel shape, and the number of parcels fixed, the
edge/area ratio for a given land-use class will in-
crease as the relative concentration of area within
a small number of patches increases. To measure
concentration, a normalized concentration index,
designed to reflect inequality in area distribution,
independent of the number of separate parcels,
is used. It is conceptually similar to “evenness”
indices found in ecology (McGarigal and Marks,
1994) and is based on the Herfindahl index, often
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used to measure inequality in income distribution
and concentration of market share. The measure is

CI =
∑n

i=1(1/n)2∑n
i=1(Ai/TA)2

, (2)

wheren is the total number of parcels in a partic-
ular land-use class,Ai the area of a given parcel,
and TA the total land area. The measure has a max-
imum of one when each parcel has equal area. The
numerator is the value for the Herfindahl index if
each parcel has equal area; the denominator is the
Herfindahl index for the particular parcel configu-
ration, calculated using the share of total land area
for each parcel. If not normalized, the Herfindahl
index would decrease as the number of parcels in-
creased, regardless of area distribution.

• Average product/average core area: Average core
area is the proportion of productive land (not in
buffers or setbacks) to total land area in each class.
Given the assumption of constant marginal produc-
tivity of land in the model, it is equivalent to aver-
age product. This measure is only relevant when a
known process impacts productivity of land within
a measurable distance from the borders between
land-use classes.

• Contrasting edge density: Edge density is simply
the ratio of total class edge to total class area. In the
examples presented here, a contrasting edge is de-
fined as any border shared between the two land-use
classes. These borders represent the economically
significant edges in this hypothetical economy, since
they will influence the economic decision of indi-
vidual parcel managers. The assumption of buffer
zone requirements implies that additional, poten-
tially ecologically significant, edges will be present
in the landscape—shared borders between buffer
zones and the two land-use classes. However, the
land area in buffer zones is not displayed in the
graphics. Contrasting edge density is an aggregate
index measure of the total impacts of externalities
on landscape productivity. It will be closely corre-
lated with average product/average core area. Edge
density is also highly correlated with fractal dimen-
sion. Because fractal dimension is an index measure
that varies with several factors, we have chosen not
to use it in this analysis. Further, fractal dimension
is robust only when applied to a landscape with
multiple patches (McGarigal and Marks, 1994).

Fig. 1 andTable 1illustrates the relationships be-
tween the above six measures in terms of the economic
impacts of edge-effect externalities. In parallel with
the non-linear declines in intact habitat that occur with
landscape fragmentation when ecological edge effects
are present (Kapos et al., 1997), edge-effect external-
ities have important implications for the efficiency of
land-use patterns. Holding land-use composition fixed,
the productivity of the landscape will decline as land-
scape fragmentation increases. Further, parcel shape,
the number of parcels, and the distribution of land in
a particular class between parcels represent indepen-
dent dimensions of land-use fragmentation.

In Fig. 1, available land is represented by a square,
with no negative production impacts occurring at its
edges. For mathematical simplicity, the externality
damage is represented by a fixed loss at the recipient’s
border—no positive production is possible within one
unit of the generating border. The production impacts
of a marginally declining production loss are similar
if the negative impacts are limited to the neighboring
cell. The medium gray represents land occupied by an
externality generator, the light gray represents the zone
of externality damage on the externality recipient’s
land, and the black area represents externality-free
production are for the externality recipient. In each
panel, the amount of land area occupied by the exter-
nality recipient (the sum of the light gray and black
areas) is constant. Average Product is simply the pro-
portion of land held by the externality recipient which
goes to productive use, and is thus an indicator of the
relative productivity of the landscape.

As illustrated inTable 1, productivity is decreas-
ing with height/width ratio (an indicator of parcel
shape, correlated with A-W MSI), decreasing with the
number of parcels, and increasing with concentration.
There is an inverse relationship between productivity
and edge per unit area. The landscape configuration
that minimizes conflicting edge per unit area also max-
imizes production possibilities. The broad implication
is that edge per unit area can be used as an empiri-
cal proxy for average productivity. However, in order
to understand the sources of possible efficiency loss,
measures reflecting each potential dimension of frag-
mentation also must be examined.

• Total contrasting edge: In these examples, total
contrasting edge reflects the potential externality
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Fig. 1. Varying parcel configurations: medium gray is externality generator; light gray is zone of externality damage; black is externality-free
production land; land occupied by the externality recipient (light gray plus black) is constant in each panel.

damage in each economic landscape. Thus, it will
be closely correlated with, and may serve as an em-
pirical proxy for, average productivity in a land-use
class.

• Mean nearest-neighbor distance: Along with the
number of patches, mean nearest-neighbor dis-
tance can influence the efficiency of transportation
networks. This measure is included as a simple
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Table 1
Dimensions of fragmentation forFig. 1a

Graph Average product Edge density Height/width Number of parcels Adj. Herfindahl

S1/N1 0.7 0.67 1 1 1
S2 0.67 0.72 2.25 1 1
S3 0.61 0.83 4 1 1
N2 0.58 0.94 1 2 1
N4/C1 0.44 1.34 1 4 1
C2 0.46 1.3 1 4 0.83
C3 0.5 1.2 1 4 0.64

a Average landscape productivity decreases as parcels become less compact, decreases as the number of parcels increases, and increases
as parcel area becomes more concentrated.

measure of accessibility, discussed above as an
important indicator of urban sprawl.

2.3. The model

In the model, each agent owns and controls a single
cell representing one parcel. Two land uses are possi-
ble in each simulation: agricultural and urban. In all
simulations, the agricultural (ag) land use can produce
up toα = 1 unit of output costlessly on each one-cell
parcel of land. This output can be sold at a fixed price
of pa = US$ 1 per unit. The ag use is assumed to sell
its product on site and thus is not impacted by trans-
portation costs. If no externalities are present, there-
fore, a parcel in agriculture always yields a profit of
US$ 1. However, in some of the examples presented,
agriculture is impacted by a negative spatial external-
ity generated by the urban land use. This externality
results in a fixed lossω at the border shared with ur-
ban land. This assumption is consistent with a setback
or buffer zone requirement for the ag use. This loss in
production leads to a corresponding loss in profitabil-
ity, and therefore a reduction in ag rents. Profitability
from agriculture is therefore given by


a = pa

[
a−

(∑
k

Ukω

)]
, (3)

where eachUk = 1 represents a neighboring urban
cell.

The second land use, representing urban activity,
faces a downward-sloping, isoelastic demand for its
output in all examples. This assumption implies lim-
ited demand for urban land, with urban rent falling as
the amount of land in urban use increases. The intent

of the model is to analyze interactions between an es-
tablished urban area and its rural surroundings. The
isoelastic demand curve implies that as urban land be-
comes more scarce, the price will rise infinitely. As a
result, both land uses—ag and urban—will be repre-
sented in the model.

Potential output ofρ = 1 is also possible on urban
land. While a single urban output is used to represent
potentially diverse land uses, it is appropriate to think
of this output as the area of a residential parcel at the
urban–rural fringe. A fixed transportation cost based
on the Euclidean distance from a hypothesized mar-
ket located at the city center influences urban rent. In
Section 3.3, urban production is potentially reduced by
a setback requirement of distanceζ at borders shared
with ag land. InSections 3.5 and 3.6, the urban use is
potentially impacted by a negative spatial externality
with magnitudeσ from other urban uses. Similar to
the urban–ag externality, the NIMBY externality re-
sults in a fixed loss at every border shared with another
urban parcel. An interpretation is that urban residents
are averse to crowding, and therefore have diminished
enjoyment from their land when they share borders
with urban neighbors. Potential urban land rent for a
parcel located ati, j, therefore, is given by


u = pu

[
ρ −

(∑
h

Ahζ

)
−
(∑

k

Ukσ

)]

− tcu

√
(i − mx)2 + (j − my)2, (4)

where eachAh = 1 represents a neighboring agricul-
tural cell, eachUk = 1 represents a neighboring urban
cell, and tcu represents the urban transport cost to a
market located atmx, my.
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When each agent has the opportunity to make a de-
cision regarding land use, the agent first forms an ex-
pected price for urban output (pu). This expected price
represents the rent that the agent expects to obtain for
each unit of usable land on the parcel. For example, an
agent may expect to rent out apartments that occupy
parts of the parcel not in a mandatory setback. The
agent knows the demand curve for urban activity and
understands the profit-maximizing incentives of each
other agent, given the surrounding of other cells. The
agent uses this knowledge to construct a hypothetical
supply curve and estimate a market-clearing expected
rent for urban parcels. While this price expectation
formation mechanism assumes that the agent has sub-
stantial information about the marketplace, it still can
be characterized as boundedly rational, since the agent
does not anticipate the future actions of other agents
and their long-run impact on prices. Having formed
an expected price, the agent compares the profits from
agricultural production to profits from urban land
use. If profits from urban use are at least as high as
profits from agriculture, the agent chooses the urban
use.

In order to avoid oscillation, in each round, every
other cell is allowed to choose type according to a
checkerboard pattern. For example, in the first round,
cells [(2,3), (2,5), (2,7), . . . ,(3,2), (3,4), (3,6), . . . ]
move, and in the second round cells [(2,2), (2,4),
(2,6), . . . ,(3,3), (3,5), (3,7), . . . ] move. Alternatives
would have been to let cells move sequentially accord-
ing to some random process, or to implement a “Pois-
son alarm clock” which ensures that each cell moves
at a certain rate on average. This sequencing mech-
anism does induce some degree of path-dependency,
as evidenced by the asymmetric outcome inFig. 5.

After each active agent makes a land-use decision,
the market-clearing urban rent is calculated and re-
ported. Since agents do not anticipate that others may
also enter the market, over and under supply occur
as the market evolves toward equilibrium, and the
market-clearing price therefore is correspondingly
lower or higher than the expected price. The land-
scape does, however, converge to a stable market
equilibrium. This process mirrors the classic cobweb
model of supply of agricultural output. The result is a
spatiotemporal equilibrium in which no parcels occu-
pants have an incentive to change their land use. Note
that, in contrast to traditional analytical economic

models, a set of market-clearing equilibrium condi-
tions is not imposed on the model. Specifically, the
calculated market-clearing price does not feed back
into the formation of the agents’ price expectations
for the next round.

3. Model outcomes and discussion

3.1. Macroscale outcomes of interest

A series of aspatial and spatial outcomes for each
of the five models presented are analyzed. These out-
comes reflect the distribution of economic activity,
the relative level of land rents in the economy, the
degree to which the simulated economy makes most
efficient use of available land resources, and the gains
from economic activity that accrue to groups of actors
in the economy. Both market-clearing price and the
aggregate distribution of economic activity have been
identified as macroscale outcomes of interest in ABMs
(Epstein and Axtell, 1996). In economic landscapes,
the parallels of these measures are land-use compo-
sition and land rents at urban–rural fringe. Consumer
and producer surplus measures are also commonly
used to rank the desirability of economic outcomes.
These measures are largely aspatial. In this paper,
this traditional set of measures is expanded to include
landscape pattern metrics.Kohler (2000) discusses
ABMs as a tool for developing links between pattern
and process in the social science realm. This paper
seeks to meet this challenge in the context of economic
geography by formally linking impacts of spatial
externalities with measures of spatial pattern. Using
the terminology ofAxtell and Epstein (1994), the
current approach evaluates whether model outcomes
exhibit quantitative agreement with empirical macro
structures.

Landscape metrics are potentially a key comple-
ment to existing aggregate measures. Further, with
the wealth of remotely sensed high-resolution data
on landscape pattern now available, spatially detailed
landscape pattern data may be easier to obtain than
disaggregated information on land rents, traditionally
a major focus for hypothesis derivation in models of
the urban economy. Thus, evaluation of landscape
pattern is potentially a practical target for empirical
testing of model outcomes.



D.C. Parker, V. Meretsky / Agriculture, Ecosystems and Environment 101 (2004) 233–250 243

3.2. The von Thünen outcome

When only transportation costs and the strength of
demand for urban land influence landowner decisions,
the model produces the classic von Thünen outcome
(von Thünen, 1966). This outcome is illustrated in
Fig. 2. In this and the following figures, white cells
represent parcels in the urban land use, and black cells
represent parcels in the ag land use in the “locations”
plots. In the “expected profits” plots, the lightest color
represents parcels with the highest profits, or rent.
The demand and supply diagrams illustrate the exoge-
nously imposed demand curve for urban land and the
supply curve based on the expected price formation
process described inSection 2.3. The model is im-
plemented using the Mathematica software package.
Mathematica is a high-level programming language
designed for analytical and numerical mathematics
(Wolfram, 1999). Landscape pattern measures were
calculated using the raster version of FRAGSTATS
(McGarigal and Marks, 1994) and the Mathematica
package. The model code is available from the lead
author on request.

The spatial scope of urban activity is determined
by the urban-agricultural boundary where land rents
equate the opportunity cost of agricultural and ur-
ban activities. A classic declining rent gradient
emerges, illustrating concentric rings of economic
activity. Given that complexities are not present in
the simple von Thünen economic system, a simple,
one-dimensional analytical model would be sufficient
to illustrate these outcomes. The von Thünen outcome

Fig. 2. In the von Thünen outcome, the “expected profits” panel illustrates a declining, concentric rent gradient, and the upward-sloping
supply curve depends only on the distance from the central market (white “location” cells are urban; black are ag).

is illustrated for two reasons: first, to demonstrate that
the ABM replicates standard results, and second, to
provide a no-externality baseline for comparison pur-
poses. In particular, the economic surplus measures
reported for other examples are reported relative to
the no-externality von Thünen outcome (Table 2).
Landscape metrics for this outcome are also provided
in Table 3.

3.3. Urban setback requirement

The macroscale outcomes of the model change
when an urban setback requirement is imposed on
urban land use. Here, the assumption is that an urban
parcel must leave a buffer between development and
neighboring ag parcels. This outcome is illustrated in
Fig. 3. The setback requirement could be viewed as an
external cost of development born by the urban land
user. Relative to the von Thünen outcome, changes
in market-clearing output price and the aggregate
distribution of output are observed which are consis-
tent with well-established theoretical results related
to spatial externalities (Baumol and Oates, 1988). In
comparison to the no-externality case, a higher propor-
tion of the landscape is in agriculture in equilibrium.
The market-clearing rent for urban land is relatively
higher than it is without the setback requirement, and
the extent of the urban area is smaller. This occurs
because market activity balances the private values
from development at the urban–rural fringe against
the private “opportunity cost” of agricultural activity,
without accounting for the social costs of the setback
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Table 2
Comparing socioeconomic resultsa

Example Fig. 2 Fig. 3 Fig. 4 Fig. 5 Fig. 6

Transportation costs 0.01 0.01 0.01 0.01 0.06
Externality damage on A by U 0 0 0.125 0.125 0.125
U’s setback requirement 0 0.125 0 0 0
U’s aversion distance to U 0 0 0 0.125 0.125
Market-clearing rent for U 1.006 1.482 0.819 1.051 1.422
Total urban parcels 140 100 172 170 126
Proportion urban parcels 0.156 0.111 0.191 0.189 0.140
Average urban production 1 0.95 1 0.789 0.786
Average urban transport cost 0.045 0.038 0.049 0.056 0.289
Total agricultural parcels 760 800 728 730 774
Proportion agricultural parcels 0.844 0.889 0.809 0.811 0.860
Average agricultural production 1 1 0.990 0.939 0.953
Change in producer surplus for U 0 −0.084 −0.068 −0.042 −0.218
Change in producer surplus for A 0 0.053 −0.051 −0.104 −0.029
Change in consumer surplus 0 −0.022 0.012 −0.003 −0.020
Change in total surplus 0 −0.008 −0.0058 −0.027 −0.030

a Relative to the von Thünen outcome, externality-impacted economic outcomes exhibit lower total surplus measures and less efficient
use of land resources.

Table 3
Landscape metric outcomes (urban) relative to the von Thünen outcome, landscapes with setback requirements are more compact and less
edgy, while landscapes with “NIMBY” impacts are more fragmented and sprawling

Example Fig. 2 Fig. 3 Fig. 4 Fig. 5 Fig. 6

Mean patch size 140 100 172 2.10 2.14
Number of patches 1 1 1 81 59
Area-weighted mean shape index 1.183 1.00 1.067 1.27 1.26
Edge density 0.4 0.4 0.326 2.306 2.286
Total edge 56 40 56 392 288
Mean nearest neighbor distance 0 0 0 4.94 6.78
Class area concentration 1 1 1 0.053 0.065

Fig. 3. The urban setback requirement induces a more compact urban form, and the supply price increases with both distance to the central
market and the number of ag neighbors (white “location” cells are urban; black are ag).
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requirements. The difference in land rents reflects the
distortion in relative prices standard in the case of un-
internalized externalities. These impacts are reflected
in the expected decline in total economic surplus.

In this example, the two spatial processes encourage
development of a compact city. Both transportation
costs and the urban setback encourage agglomera-
tion of urban land. The use of an ABM to represent
this system reveals an additional macroscale property
that results from spatial heterogeneity and the inter-
dependencies of agent decisions—development of a
more compact, less edgy landscape. Since external-
ity impacts (costs from the setback) are present only
at shared borders, urban development will be more
profitable on parcels that share fewer borders with
ag parcels. Thus, an equilibrium landscape develops
that is measurably less edgy than the von Thünen
landscape. Compared to the previous outcome, the
area-weighted mean shape index is lower, and the
edge density is the same, although the total urban
area is lower than in the von Thünen outcome.

3.4. Urban–ag externalities

Further changes in macroscale properties are ob-
served when the setback requirement is reversed.
An interpretation is that agriculture is negatively
impacted by a spatial externality generated by the
urban land use. This outcome is illustrated inFig. 4.
In comparison to the no-externality case, a higher
proportion of the landscape is urban in equilibrium.
The market-clearing rent for urban land (the price for

Fig. 4. When the urban use negatively affects ag producers, the urban footprint is larger, and the rent gradient is discontinuous (white
“location” cells are urban; black are ag).

the externality-generating output) is correspondingly
lower than it is without externalities. In this case, the
market does not account for the social costs imposed
on agriculture by urban development and equates the
private benefits from urban conversion to the private
costs of more limited production on the agricultural
parcels.

Patterns of land rents differ substantially between
Figs. 2 and 4. Perhaps the most interesting result here
is that for most of the landscape, ag rent is higher than
urban rent. This result may contradict intuition devel-
oped through the von Thünen model. The explanation
is that rents at the urban–ag fringe can be sustained
at a level lower than the highest potential agricultural
rent. In the von Thünen example, an ag producer
could earn US$ 1 from ag production at the urban
fringe, and therefore, that rent defined the opportunity
cost for urban development and thus defined the min-
imum rent for urban land. Under externalities, that
opportunity cost is lower, since the maximum that can
be earned from agriculture at the urban–ag fringe is
US$ 1 less the cost of externality damage. Therefore,
equilibrium rent at the urban–ag fringe is lower. This
reduced rent is reflected in an urban–rural border that
is farther from the city center than before. Intuitively,
the lower rent at the urban–rural fringe balances the in-
creased transportation costs to city center, pushing the
urban–rural fringe outward. Further, an equilibrium
can exist where urban rents are lower than ag rents,
even at city center. (This result depends on the assump-
tion of a fixed price for ag commodities). Note that
the lower urban rents and the non-monotonic patterns
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of land rent are consistent with general predictions of
outcomes under externalities (Kanemoto, 1987).

For this landscape, opposing spatial processes en-
courage separation of land uses. Transport costs result
in an agglomeration incentive for the urban use, while
negative spatial externalities create an aversion mech-
anism for agriculture. Although the urban footprint is
larger in this example than inFig. 2, this landscape is
also more compact and less edgy than the von Thünen
outcome. This occurs not because urban landowners
have an incentive to locate away from ag land users,
but because the ag land use is not viable when sur-
rounded by several urban parcels. The area-weighted
mean shape index is lower, indicating a more compact
shape that implies fewer shared borders for a given
area. While the total amount of edge, or shared border,
is the same in both cases, edge density for the urban
use is lower, since there are more urban parcels in this
example.

3.5. Adding NIMBY

Brueckner (2000)discusses three economic ex-
ternalities that may contribute to socially inefficient
urban sprawl. These are based on the failure of in-
dividuals to account for the social benefits of open
space, to account for the costs of congestion, and to
pay for the additional infrastructure costs generated by
development. This paper suggests that edge-effect ex-
ternalities, as presented in this model, should be con-
sidered as an additional contributor to urban sprawl.
Specifically, the analysis demonstrates that aversion

Fig. 5. In comparison toFig. 4, the urban/urban aversion (NIMBY) effect creates more sprawling and fragmented patterns of development
(white “location” cells are urban; black are ag).

to locating near other urban users can lead to patterns
of land use which are consistent with the definitions
of urban sprawl discussed above. Land-use patterns
are now more fragmented in terms of the number of
parcels, the size of parcels, the degree of concentra-
tion of land uses, and average transportation costs.

In the example illustrated inFig. 5, the aversion
mechanism is added to the economy represented in
Fig. 4. As described inEq. (4), urban land users are
affected by mutual negative externalities. An inter-
pretation is that urban residents prefer a view of the
agricultural landscape to a view of their neighbor’s
back windows. Here, the magnitudes of externality
damage from urban to ag parcels and from urban
to urban parcels are equal. In this example, spatial
processes create counteracting incentives. As in the
previous example, transport costs pull urban uses to
the center of the landscape, and negative externalities
between ag and urban users encourage spatial separa-
tion. However, the externalities between urban users
encourage dispersal of urban activity. The result is a
core of urban activity surrounded by fragmented and
leapfrog development patterns. This landscape differs
significantly from the previous two in terms of pattern
metrics. Relative to the case illustrated inFig. 4, mean
patch size is much smaller and the number of patches
is correspondingly higher. Although the smallest
patches are constrained to a relatively compact shape
by the minimum cell size, the aggregate area-weighted
mean shape index is much higher, reflecting the frag-
mented nature of the urban–ag interface. Edge density
is substantially higher, meaning much higher total
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externality damage to agriculture since the number of
shared borders is also higher. The relative concentra-
tion measure is much lower, reflecting the presence
of a number of very small patches of urban activity.
The mean nearest-neighbor distance is also much
higher. Correspondingly, average urban transportation
costs are much higher. These patterns match those
discussed as indicators of undesirable urban sprawl in
Section 2.1. Note also that both average ag production
and average urban production are much lower, indi-
cating that available land is not being used efficiently.

3.6. Increasing transportation costs

Fig. 6 is based on the economy illustrated in
Fig. 5, but with higher transportation costs. In this
example, the higher transportation costs partly coun-
teract the dispersal incentive created by the NIMBY
aversion mechanism. The result is a somewhat more
compact, less sprawling landscape. The mean patch
size is somewhat higher, and the number of patches
lower. Patches in the resulting landscape are more
compact and more concentrated, and edge density is
correspondingly lower. The mean nearest-neighbor
distance, however, is higher due to the existence of
several isolated patches.

3.7. Next steps: toward general hypotheses

The previous examples suggest a series of hypothe-
ses that could be subjected to empirical testing: Do
setback requirements and/or spatial externalities lead

Fig. 6. In comparison toFig. 5, higher transportation costs decrease fragmentation to an extent (white “location” cells are urban; black
are ag).

to a more compact urban form? Does assignment of
the responsibility for the setback to urban developers
result in a more compact form than assignment of the
setback to agricultural producers? Are aversion mech-
anisms between residential land users a contributor
to urban sprawl? Can increased transportation costs
counter this sprawl incentive?

At this point, these hypotheses are only suggested.
The discussion inSection 3.6illustrates the difficulties
of drawing generalizations based on representative
simulation runs. Changes in the economic parameters
induce changes not only in the pattern of land use,
but also in the composition and location. Further,
due to the raster representation in the simulation and
the complex dynamics driving the model, macroscale
outcomes do not vary continuously and monotoni-
cally with changes in the input parameters. In order to
assert that general hypotheses have been developed,
an ABM modeler needs to demonstrate that these hy-
potheses hold true across a wide range of parameter
variations.

This general derivation of hypotheses is accom-
plished in analytical models through “comparative
static” and “comparative dynamic” analysis, where
differential calculus techniques are used to analyze
how equilibrium solution values change as model
parameters change. This level of formalism is not
possible in an ABM framework. However, the mod-
eler can create a database to map parameter values
against simulated outcomes across a wide range of
values. Inductive statistical techniques, such as re-
gression analysis, can then be used to analyze this
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simulated data, as described byJudd (1997). General-
izable hypotheses can then be gleaned from statistical
parameter estimates. For example, in the context of
this model, simulated edge density measures could
be regressed against model parameters—magnitude
of demand, transport costs, and the magnitude of ex-
ternality impacts—to test the hypothesis that higher
“NIMBY” aversion levels led to a higher degree of
landscape fragmentation. A positive estimated coeffi-
cient for the NIMBY variable,ζ, would support this
hypothesis in a theoretical context. This approach,
which represents a pseudo-inductive application of
ABM modeling as described byAxelrod (1997), is
planned by the authors as an extension of current
work.

The current model suffers from a number of lim-
itations that may limit the generalizability of the
conclusions drawn from this model. This model rep-
resents urban land as a single, homogeneous com-
modity, while cities are characterized by heterogenous
land uses that interact positively and negatively with
each other. Within this model, there is no storage
of wealth from time period to time period, implying
that economically inviable land uses may persist in
the economy. Most important, agents cannot buy and
sell parcels, limiting the ability of agents to capture
increasing returns to spatial scale from managing
larger parcels. The current model was deliberately
constructed to be as simple as possible, in order to
isolate complex dynamics related to spatial exter-
nalities. However, extension of the current model to
include these additional features is planned.

4. Conclusions

This paper has developed a simple, stylized
agent-based model of land-use interactions at the
urban–rural fringe, and has motivated a set of land-
scape pattern metrics that measure the impacts of the
spatial processes in the ABM model. The model has
been used to demonstrate the link between spatial
externalities and patterns of land use, and the set of
landscape metrics has been used to demonstrate how
changes in spatial processes correspond to changes in
pattern. These changes in pattern are the result of some
of the complex interactions which characterize eco-
nomic landscapes. Since pattern metrics potentially re-

flect both the socioeconomic and ecological function-
ing of the landscape, these linkages provide potentially
useful information to both scholars and policy makers.
Thus, the pattern/process link illustrates an important
advantage of agent-based modeling—the ability to
link microscale decisions to macroscale outcomes.

This demonstration suggests an avenue for develop-
ing testable hypotheses from spatially explicit, disag-
gregated agent-based models. Much work remains to
complete the goal of hypothesis construction and test-
ing. Simulations to map the relationships between eco-
nomic parameters and landscape pattern measures are
currently being conducted. Exploration of the influ-
ence of transportation networks on landscape pattern
by introducing more realistic transportation networks
and travel-cost overlays is also planned. The develop-
ment of statistically rigorous tests which compare sim-
ulated and actual patterns is an additional challenge.
However, the authors hope that the techniques devel-
oped will have broad applications for both economic
and environmental policy analysis.
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