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“Remanso de rio largo, wviola da soliddo:

Quando vou p’ra dar batalha, convido meu coracao.”
Gentle backwater of wide river, fiddle to solitude:
When going to do battle, I invite my heart.

Joao Guimaraes Rosa (1908-1967).
Grande Sertao, Veredas.

“Sertao € onde o homem tem de ter a dura nuca e a mao quadrada.
(Onde quem manda é forte, com astucia e com cilada.)
Mas onde € bobice a qualquer resposta,
¢ ai que a pergunta se perqunta.”
“A gente vive repetido, o repetido...
Digo: o real nao estd na saida nem na chegada:
ele se dispoem para a gente € no meio da travessia.”

Sertao is where a man’s might must prevail,

where he has to be strong, smart and wise.

But there, where any answer is wrong,

there is where the question asks itself.

We live repeating the reapeated...

I say: the real is neither at the departure nor at the arrival:
It presents itself to us at the middle of the journey.
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Preface

“Life is like riding a bicycle.
To keep your balance you must keep moving.”
Albert Einstein.

The main goals of this book are to develop an epistemological framework based on
Cognitive Constructivism, and to provide a general introduction to the Full Bayesian
Significance Test (FBST). The FBST was first presented in Pereira and Stern (1999) as
a coherent Bayesian method for accessing the statistical significance of sharp or precise
statistical hypotheses. A review of the FBST is given in the appendices, including;:

a) Some examples of its practical application;

b) The basic computational techniques used in its implementation;

c) Its statistical properties;

d) Its logical or formal algebraic properties;
The items above have already been explored in previous presentations and courses given.
In this book we shall focus on presenting

e) A coherent epistemological framework for precise statistical hypotheses.

The FBST grew out of the necessity of testing sharp statistical hypothesis in several
instances of the consulting practice of its authors. By the end of the year 2003, various
interesting applications of this new formalism had been published by members of the
Bayesian research group at IME-USP, some of which outperformed previously published
solutions based on alternative methodologies, see for example Stern and Zacks (2002). In
some applications, the FBST offered simple, elegant and complete solutions whereas alter-
native methodologies offered only partial solutions and / or required convoluted problem
manipulations, see for example Lauretto et al. (2003).

The FBST measures the significance of a sharp hypothesis in a way that differs com-
pletely from that of Bayes Factors, the method of choice of orthodox Bayesian statistics.
These methodological differences fired interesting debates that motivated us to investi-
gate more thoroughly the logical and algebraic properties of the new formalism. These
investigations also gave us the opportunity to interact with people in communities that
were interested in more general belief calculi, mostly from the areas of Logic and Artificial

13



14 PREFACE

Intelligence, see for example Stern (2003, 2004) and Borges and Stern (2007).

However, as both Orthodox Bayesian Statistics and Frequentist Statistics have their
own well established epistemological frameworks, namely, Decision Theory and Popperian
Falsificationism, respectively, there was still one major gap to be filled: the establishment
of an epistemological framework for the FBST formalism. Despite the fact that the daily
practice of Statistics rarely leads to epistemological questions, the distinct formal proper-
ties of the FBST repeatedly brought forward such considerations. Consequently, defining
an epistemological framework fully compatible with the FBST became an unavoidable
task, as part of our effort to answer the many interesting questions posed by our col-
leagues.

Besides compatibility with the FBST logical properties, this new epistemological
framework was also required to fully support sharp (precise or lower dimensional) sta-
tistical hypothesis. In fact, contrasting with the decision theoretic epistemology of the
orthodox Bayesian school, which is usually hostile or at least unsympathetic to this kind
of hypothesis, this new epistemological framework actualy puts, as we will see in the
following chapters, sharp hypothesis at the center stage of the philosophy of science.

Cognitive Constructivism

The epistemological framework chosen to the aforementioned task was Cognitive Con-
structivism, as presented in chapters 1 to 4, and constitute the core lectures of this
course. The central epistemological concept supporting the notion of a sharp statisti-
cal hypothesis is that of a systemic eigen-solution. According to Heinz von Foerster,
the four essential attributes of such eigen-solutions are: discreteness (sharpness), stabil-
ity, separability (decoupling) and composability. Systemic eigen-solutions correspond to
the “objects” of knowledge, which may, in turn, be represented by sharp hypotheses in
appropriate statistical models. These are the main topics discussed of chapter 1.

Within the FBST setup, the e-value of a hypothesis, H, defines the measure of its
Epistemic Value or the Value of the Fvidence in support of H, provided by the observa-
tions. This measure corresponds, in turn, to the “reality” of the object described by the
statistical hypothesis. The FBST formalism is reviewed in Appendix A.

In chapter 2 we delve into this epistemological framework from a broader perspective,
linking it to the philosophical schools of Objective Idealism and Pragmatism. The general
approach of this chapter can be summarized by the “wire walking” metaphor, according
to which one strives to keep in balance at a center of equilibrium, to avoid the dangers of
extreme positions that are faraway from it, see Figure J.1. In this context, such extreme
positions are related to the epistemological positions of Dogmatic Realism and Solipsistic
Subjectivism.
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Chapters 3 and 4 relate to another allegory, namely, the Bicycle Metaphor: In a bike,
it is very hard to achieve a static equilibrium, that is, to keep one’s balance by standing
still. Fortunately, it is easy to achieve a dynamic equilibrium, that is, to ride the bike
running forward. In order to keep the bike running, one has to push the left and right
pedals alternately, which will inevitably result in a gentile oscillation. Hence a double
(first and second order) paradox: In order to stay in equilibrium one has to move forward,
and in order to move forward one has to push left and right of the center. Overcoming
the fear generated by this double paradox is a big part of learning to ride a bike.

Chapters 3 and 4 illustrate realistic and idealistic metaphorical pushes in the basic
cycle of the constructivist epistemic ride. They work like atrial and ventricular systoles
of a hart in the life of the scientific system. From an individual point of view, these
realistic and idealistic pushes also correspond to an impersonal, extrospective or objective
perspective versus a personal, introspective or subjective perspective in science making.

Chapter 5 explores the stochastic evolution of complex systems and is somewhat inde-
pendent of chapters 1 to 4. In this chapter, the evolution of scientific theories is analyzed
within the basic epistemological framework built in chapters 1 to 4. Also, while in chap-
ters 1 to 4 many of the examples used to illustrate the topics under discussion come from
statistical modeling, in chapter 5, many of the examples come from stochastic optimiza-
tion.

Chapter 6 how some misperceptions in science or misleading interpretations can lead
to ill-posed problems, paradoxical situations and even misconceived philosophical dilem-
mas. It also (re)presents some of the key concepts of Cog-Con using simple and intuitive
examples. Hence, this last chapter may actually be the first one to read.

Figures J.2, J.3 and J.4 illustrate the bicycle metaphor. The first is a cartoon, by
K.Przibram, of Ludwig Boltzmann, the second a photography of Albert Einstein, and the
third a photography of Niels Bohr. They are all riding their bikes, an activity that appears
to be highly beneficial to theoretical Probability. Boltzmann advocated for an atomistic
and probabilistic interpretation of thermodynamics, that is, viewing thermodynamics as a
limit approximation of Statistical Mechanics. His position was thoroughly rejected by the
scientific establishment of his time. One of the main criticisms to his work was the intro-
duction of “metaphysical”, that is, non “empirical” or non “directly observable” entities.
In 1905, annus mirabilis, Einstein published his paper on Brownian motion, providing a
rigorous mathematical description of observable macroscopic fluctuation phenomena that
could only be explained in the context of Statistical Mechanics. Sadly, Boltzmann died
the next year, before his theories were fully appreciated. Discretization and probability
are also basic concepts in Quantum Mechanics. The famous philosophical debates be-
tween Bohr and Einstein, involving these two concepts among others, greatly contributed
to the understanding of the new theory.
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Basic Tools for the (Home) Works

The fact that focus of this summer course will be on epistemological questions should not
be taken as an excuse for working not so hardly with statistical modeling, data analysis,
computer implementation, and the like. After all, this course will give to successful
students 4 full credits in the IME-USP graduate programs!

In the core lectures we will illustrate the topics under discussion with several ‘concrete’
mathematical and statistical models. We have made a conscious effort to choose illus-
tration models ivolving only mathematical concepts already familiar to our prospective
students. Actually, most of these models are entail mathematical techniques that are used
in the analysis and the computational implementation of the FBST, or that are closely
related to them. Appendices A through K should help the students with their home-
works. We point out, however, that the presentation quality of these appendices is very
heterogeneous. Some are (I hope) didactic and well prepared, some are only snapshots
from slide presentations, and finally, some are just commented computer codes.

Acknowledgements and Final Remarks

The main goal of this book is to explore the FBST formalism and Bayesian statistics from
a constructivist epistemological perspective. In order to accomplish this, ideas from many
great masters, including philosophers like Peirce, Maturana, von Foerster, and Luhmann,
statisticians like Peirce, Fisher, de Finetti, Savage, Good, Kemthorne, Jaynes, Jeffreys
and Basu, ans physicists like Boltzmann, Planck, de Broglie, Bohr, Heisenberg, and Born
have been used. I hope it is clear from the text how much I admire and feel I owe to these
giants, even when my attitude is less then reverential. By that I mean that I always felt
free to borough from the many ideas I like, and was also unashamed to reject the few I
do not. The progress of science has always relied on the free and open discussion of ideas,
in contrast to rigid cults of personality. I only hope to receive from the reader the same
treatment and that, among the ideas presented in this work, he or she finds some that
will be considered interesting and worthy of be kept in mind.

Chapters 1 to 4, released as Stern (2005a) and the Technical Reports Stern (2006a-c),
have been used in January-February of 2007 (and again for 2008) in the IME-USP Sum-
mer Program for the discipline MAE-5747 Comparative Statistical Inference. Chapter
5, released as the Technical Report by Stern (2007c), has also been used in the second
semester of 2007 in the discipline MAP-427 - Nonlinear Programming. A short “no-math”
article based on part of the material in Chapter 1 has been published (in Portuguese) in
the journal Scientiae Studia. Revised and corrected versions of articles based on the
material presented at Chapters 1, 2 and 3 have also been either published or accepted
for publication in the journal Cybernetics € Human Knowing. In the main text and the
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appendices I have used several results concerning the FBST formalism, some of its appli-
cations, and also other statistical and optimization models and techniques, developed in
collaboration with or by other researchers. Appropriate acknowledgements and references
are given in the text.

The author has benefited from the support of FAPESP, CNPq, BIOINFO, the Institute
of Mathematics and Statistics of the University of Sao Paulo, Brazil, and the Mathematical
Sciences Department at SUNY-Binghamton, USA. The author is grateful to many people
for helpful discussions, most specially, Wagner Borges, Soren Brier, Carlos Humes, Joseph
Kadane, Luis Gustavo Esteves, Marcelo Lauretto, Fabio Nakano, Osvaldo Pessoa, Rafael
Bassi Stern, Sergio Wechsler, and Shelemyahu Zacks. The author also received interesting
comments and suggestions from the participants of FIS-2005, the Third Conference on
the Foundations of Information Science, and several anonymous referees. The alchemical
transmutation of my original drafts into proper English text is a non-trivial operation, in
which I had the help of Wagner Borges and several referees.

But first and foremost [ want to thank Professor Carlos Alberto de Braganga Pereira
(Carlinhos). T use to say that he teached me much of the (Bayesian) Statistics I know, the
easy part, after un-teaching me much of the (frequentist) Statistics I thought I knew, the
hard part. Carlinhos is a lover of the scientific debate, based on the critical examination
of concepts and ideas, always poking and probing established habits and frozen ideas with
challenging questions. This is an attitude, we are told, he shared with his Ph.D. advisor,
the late Prof. Debabrata Basu.

Just as an example, one of Carlinhos favorit questions is: Why do we (ever) random-
ize? I hope that some of the ideas presented in chapter 3 can contribute to the discussion
of this fundamental issue. Carlinhos extensive consulting practice for the medical com-
munity makes him (some times, painfully) aware of the need of tempering randomization
procedures with sophisticated protocols that take into account the patients’ need of re-
celving proper care.

This work has its focus on epistemological aspects. The topics under discussion are,
however, surprisingly close to, and have many times been directly motivated by, our
consulting practice in statistical modeling and operations research. The very definition of
the FBST was originally inspired by some juridical consulting projects, see Stern (2003).
This does not mean that many of these interrelated issues tend to be ignored in everyday
practice, like the proverbial bird that ignores the air which supports it, or the fish that
ignores the water in which it swims.

The author can be reached at jmstern@hotmail.com .

Julio Michael Stern
Sao Paulo, 20/12/2007.
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Version Control

- Version 1.0 - December 20, 2007.

- Version 1.1 - April 9, 2008. Several minor corrections to the main text and some biblio-
graphic updates. The appendices have been reorganized as follows: Appendix A presents
a short review of the FBST, including its definition and main statistical and logical proper-
ties; Appendix B fully reviews the distribution theory used to build Multinomial-Dirichlet
statistical models; Appendix C summarizes several statistical models used to illustrate
the core lectures; Appendix D (previously a separate handout) gives a short introduction
to deterministic optimization; Appendix E reviews some important concepts related to
the Maximum Entropy formalism and asymptotic convergence; Appendix F, on sparse
factorizations, provides some technical details related to the discussions on decoupling
procedures in chapter 3; Appendix G presents a technical miscellanea on Monte Carlo
Methods; Appendix H provides a short derivation of some stochastic optimization algo-
rithms and evolution models; Appendix I lists some open research programs; Appendix J
contains all bitmap figures and, finally, Appendix K brings to bear pieces of difficult to
get reading material. They will be posted at my web page, subject to the censorship of
our network administrator and his understanding of Brazilian copyright laws and regula-
tions. All computer code was removed from text and is now available at my web page,
Wwww.ime.usp.br/~jstern .

This version has been used for a tutorial at MaxEnt-2008, the 28th International Work-
shop on Bayesian Inference and Maximum Entropy Methods in Science and Engineering,
held on July 6-11, at Boracéia, Sao Paulo, Brazil.

- Version 1.2 - December 10, 2008. Minor corrections to the main text and appendices,
and some bibliographic updates. New section F.1 on dense matrix factorizations. This
section also defines the matrix notation now used consistently throughout the book.

- Version 2.0 - December 19, 2009. New section 4.5 and chapter 6, presented at the con-
ference MBR’09 - Model Based Reasoning in Science and Technology - held at Campinas,
Brazil. Most of the figures at exhibition in the art gallery are now in the separate file,
www.ime.usp.br/"jstern/pub/gallery2.pdf .

- Version 2.3 - November 02, 2012. New sections D.3.1 on Quadratic and Linear Com-
plementarity Problems and E.6 on Reaction Networks and Kirchhok’s Laws. Updated
References. Minor corrections throughout the text.



Chapter 1

Eigen-Solutions and Sharp Statistical
Hypotheses

“Bigenvalues have been found ontologically to be
discrete, stable, separable and composable ...”
Heinz von Foerster (1911 - 2002),

Objects: Tokens for Eigen-Behaviours.

1.1 Introduction

In this chapter, a few epistemological, ontological and sociological questions concerning
the statistical significance of sharp hypotheses in the scientific context are investigated
within the framework provided by Cognitive Constructivism, or the Constructivist Theory
(ConsTh) as presented in Maturana and Varela (1980), Foerster (2003) and Luhmann
(1989, 1990, 1995). Several conclusions of the study, however, remain valid, mutatis
mutandis, within various other organizations and systems, see for example Bakken and
Hernes (2002), Christis (2001), Mingers (2000) and Rasch (1998).

The author’s interest in this research topic emerged from his involvement in the de-
velopment of the Full Bayesian Significance Test (FBST), a novel Bayesian solution to
the statistical problem of measuring the support of sharp hypotheses, first presented in
Pereira and Stern (1999). The problem of measuring the support of sharp hypotheses
poses several conceptual and methodological difficulties for traditional statistical analysis
under both the frequentist (classical) and the orthodox Bayesian approaches. The solution
provided by the FBST has significant advantages over traditional alternatives, in terms of
its statistical and logical properties. Since these properties have already been thoroughly
analyzed in previous papers, see references, the focus herein is directed exclusively to
epistemological and ontological questions.

19
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Despite the fact that the FBST is fully compatible with Decision Theory (DecTh),
as shown in Madruga et al. (2001), which, in turn, provides a strong and coherent
epistemological framework to orthodox Bayesian Statistics, its logical properties open
the possibility of using and benefiting from alternative epistemological settings. In this
chapter, the epistemological framework of ConsTh is counterposed to that of DecTh. The
contrast, however, is limited in scope by our interest in statistics and is carried out in a
rather exploratory an non exhaustive form. The epistemological framework of ConsTh is
also counterposed to that of Falsificationism, the epistemological framework within which
classical frequentist statistical test of hypotheses are often presented, as shown in Boyd
(1991) and Popper (1959, 1963).

In section 2, the fundamental notions of Autopoiesis and Eigen-Solutions in autopoietic
systems are reviewed. In section 3, the same is done with the notions of Social Systems
and Functional Differentiation and in section 4, a ConsTh view of science is presented.
In section 5, the material presented in sections 2, 3 and 4 is related to the statistical
significance of sharp scientific hypotheses and the findings therein are counterposed to
traditional interpretations such as those of DecTh. In section 6, a few sociological analyses

for differentiation phenomena are reviewed. In sections 7 and 8, the final conclusions are
established.

In sections 2, 3, 4, and 6, well established concepts of the ConsTh are presented.
However, in order to overcome an unfortunately common scenario, an attempt is made
to make them accessible to a scientist or statistician who is somewhat familiar with
traditional frequentist, and decision-theoretic statistical interpretations, but unfamiliar
with the constructivist approach to epistemology. Rephrasing these concepts (once again)
is also avoided. Instead, quoting the primary sources is preferred whenever it can be clearly
(in our context) and synthetically done. The contributions in sections 5, 7 and 8, relate
mostly to the analysis of the role of quantitative methods specifically designed to measure
the statistical support of sharp hypotheses. A short review of the FBST is presented in
Appendix A.

1.2 Autopoiesis and Eigen-Solutions

The concept of autopoiesis tries to capture an essential characteristic of living organisms
(auto=self, poiesis=production). Its purpose and definition are stated in Maturana and

Varela (1980, p.84 and 78-79):

“Our aim was to propose the characterization of living systems that explains
the generation of all the phenomena proper to them. We have done this by
pointing at Autopoiesis in the physical space as a necessary and sufficient
condition for a system to be a living one.”
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“An autopoietic system is organized (defined as a unity) as a network of pro-
cesses of production (transformation and destruction) of components that pro-
duces the components which:

(i) through their interactions and transformations continuously regenerate and
realize the network of processes (relations) that produced them; and

(ii) constitute it (the machine) as a concrete unity in the space in which they
(the components) exist by specifying the topological domain of its realization
as such a network.”

Autopietic systems are non-equilibrium (dissipative) dynamical systems exhibiting
(meta) stable structures, whose organization remains invariant over (long periods of)
time, despite the frequent substitution of their components. Moreover, these components
are produced by the same structures they regenerate. For example, the macromolecular
population of a single cell can be renewed thousands of times during its lifetime, see
Bertalanffy (1969). The investigation of these regeneration processes in the autopoietic
system production network leads to the definition of cognitive domain, Maturana and

Varela (1980, p.10):

“The circularity of their organization continuously brings them back to the
same internal state (same with respect to the cyclic process). Each internal
state requires that certain conditions (interactions with the environment) be
satisfied in order to proceed to the next state. Thus the circular organization
implies the prediction that an interaction that took place once will take place
again. If this does not happen the system maintains its integrity (identity with
respect to the observer) and enters into a new prediction. In a continuously
changing environment these predictions can only be successful if the environ-
ment does no change in that which s predicted. Accordingly, the predictions
implied in the organization of the living system are not predictions of partic-
ular events, but of classes of inter-actions. Fvery interaction is a particular
interaction, but every prediction is a prediction of a class of interactions that
1s defined by those features of its elements that will allow the living system
to retain its circular organization after the interaction, and thus, to interact
again. This makes living systems inferential systems, and their domain of
interactions a cognitive domain.”

The characteristics of this circular (cyclic or recursive) regenerative processes and their
eigen (auto, equilibrium, fixed, homeostatic, invariant, recurrent, recursive) -states, both
in concrete and abstract autopoietic systems, are further investigated in Foerster (2003)
and Segal (2001):
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“The meaning of recursion is to run through one’s own path again. One of its
results is that under certain conditions there exist indeed solutions which, when
reentered into the formalism, produce again the same solution. These are called
“eigen-values”, “eigen-functions”, “eigen-behaviors”, etc., depending on which
domain this formation is applied - in the domain of numbers, in functions, in
behaviors, etc.” Segal (2001, p.145).

The concept of eigen-solution for an autopoietic system is the key to distinguish specific
objects in a cognitive domain. von Foerster also establishes four essential attributes of
eigen-solutions that will support the analyses conducted in this chapter and conclusions
established herein.

“Objects are tokens for eigen-behaviors. Tokens stand for something else. In
exchange for money (a token itself for gold held by one’s government, but
unfortunately no longer redeemable), tokens are used to gain admittance to
the subway or to play pinball machines. In the cognitive realm, objects are the
token names we give to our eigen-behavior.

This is the constructivist’s insight into what takes place when we talk about
our experience with objects.” Segal (2001, p.127).

“Eigenvalues have been found ontologically to be discrete, stable, separable and
composable, while ontogenetically to arise as equilibria that determine them-
selves through circular processes. Ontologically, FEigenvalues and objects, and
likewise, ontogenetically, stable behavior and the manifestation of a subject’s
“grasp” of an object cannot be distinguished.” Foerster (2003, p.266).

The arguments used in this study rely heavily on two qualitative properties of eigen-
solutions, refered by von Foerster by the terms “Discrete” and “Equilibria”. In what
follows, the meaning of these qualifiers, as they are understood by von Foerster and used
herein, are examined:

a- Discrete (or sharp):

“There is an additional point I want to make, an important point. Out of an
infinite continuum of possibilities, recursive operations carve out a precise set
of discrete solutions. Figen-behavior generates discrete, identifiable entities.
Producing discreteness out of infinite variety has incredibly important conse-
quences. It permits us to begin naming things. Language is the possibility
of carving out of an infinite number of possible experiences those experiences
which allow stable interactions of your-self with yourself.” Segal (2001, p.128).
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It is important to realize that, in the sequel, the term “discrete”, used by von Foerster
to qualify eigen-solutions in general, should be replaced, depending on the specific context,
by terms such as lower-dimensional, precise, sharp, singular etc. Even in the familiar case
of linear algebra, if we define the eigen-vectors corresponding to a singular eigen-value
¢ of a linear transformation T'( ) only by its essential property of directional invariance,
T(xz) = cx, we obtain one dimensional sub-manifolds which, in this case, are subspaces
or lines trough the origin. Only if we add the usual (but non essential) normalization
condition, ||z|| = 1, do we get discrete eigen-vectors.

b- Equilibria (or stable):

A stable eigen-solution of the operator Op( ), defined by the fixed-point or invariance
equation, j,, = Op(ziw), can be found, built or computed as the limit, z, of the
sequence {z,}, defined by recursive application of the operator, z,11 = Op(z,). Under
appropriate conditions, such as within a domain of attraction, the process convergence
and its limit eigen-solution will not depend on the starting point, xq. In the linear algebra
example, using almost any staring point, the sequence generated by the recursive relation
Tpr1 = T(x,)/||T(xy,)]| , i-e. the application of T" followed by normalization, converges to
the unitary eigen-vector corresponding to the largest eigen-value.

In sections 4 and 5 it is shown, for statistical analysis in a scientific context, how the
property of sharpness indicates that many, and perhaps some of the most relevant, scien-
tific hypotheses are sharp, and how the property of stability, indicates that considering
these hypotheses is natural and reasonable. The statistical consequences of these findings
will be discussed in sections 7 and 8. Before that, however, a few other ConsTh concepts
must be introduced in sections 3 and 6.

Autopoiesis found its name in the work of Maturana and Varela (1980), together with
a simple, powerful and elegant formulation using the modern language of system’s theory.
Nevertheless, some of the basic theoretical concepts, such as those of self-organization and
autonomy of living organisms, have long historical grounds that some authors trace back
to Kant. As seen in Kant (1790, sec. 65) for example, a (self-organized) “Organism” is
characterized as an entity in which,

14

every part is thought as ‘owing’ its presence to the ‘agency’ of all the
remaining parts, and also as existing ‘for the sake of the others’ and of the
whole, that is as an instrument, or organ.”

“Its parts must in their collective unity reciprocally produce one another alike
as to form and combination, and thus by their own causality produce a whole,
the conception of which, conversely, -in a being possessing the causality ac-
cording to conceptions that is adequate for such a product- could in turn be the
cause of the whole according to a principle, so that, consequently, the nexus
of ‘efficient causes’ (progressive causation, nexus effectivus) might be no less
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estimated as an ‘operation brought about by final causes’ (regressive causation,
nexus finalis).”

Baruch Spinoza, in his Ethics (1677, Part III, Propositions 6, 7 and 8), defines the
Conatus (effort, endeavour, impetus) of self-preservation as the true essence of a being.
This concept has also been regarded as a remote precursor of autopoiesis.

Prop. II1I-6: Everything, in so far as it is in itself, endeavours to persist in its

own being.

Prop. III-7: The endeavour, wherewith everything endeavours to persist in its
own being, is nothing else but the actual essence of the thing in question.

Prop. III-8: The endeavour, whereby a thing endeavours to persist in its
being, involves no finite time, but an indefinite time.

For further historical comments we refer the reader to Zelleny (1980).

1.3 Functional Differentiation

In order to give appropriate answers to environmental complexities, autopoietic systems
can be hierarchically organized as Higher Order Autopoietic Systems. As in Maturana
and Varela (1980, p.107,108,109), this notion is defined via the concept of Coupling:

“Whenever the conduct of two or more units is such that there is a domain in
which the conduct of each one is a function of the conduct of the others, it is
said that they are coupled in that domain.”

“Such a composite system will necessarily be defined as a unity by the coupling
relations of its component autopoietic systems in the space that the nature
of the coupling specifies, and will remain as a unity as long as the component
systems retain their autopoiesis which allows them to enter into those coupling
relations.”

“An autopoietic system whose autopoiesis entails the autopoiesis of the coupled
autopoietic units which realize it, s an autopoietic system of higher order.”

A typical example of a hierarchical system is a Beehive, a third order autopoietic
system, formed by the coupling of individual Bees, the second order systems, which, in
turn, are formed by the coupling of individual Cells, the first order systems.

The philosopher and sociologist Niklas Luhmann applied this notion to the study
of modern human societies and its systems. Luhmann’s basic abstraction is to look at



1.3 FUNCTIONAL DIFFERENTIATION 25

social systems only at its higher hierarchical level, in which it is seen as an autopoietic
communications network. In Luhmann’s terminology, a communication event consists of:
Utterance, the form of transmission; Information, the specific content; and Understanding,
the relation to future events in the network, such as the activation or suppression of future
communications.

“Social systems use communication as their particular mode of autopoietic
(re)production. Their elements are communications that are recursively pro-
duced and reproduced by a network of communications that are not living units,
they are not conscious units, they are not actions. Their unity requires a Syn-
thesis of three selections, namely information, utterance and understanding
(including misunderstanding).” Luhmann (1990b, p.3).

For Luhmann, society’s best strategy to deal with increasing complexity is the same as
one observes in most biological organisms, namely, differentiation. Biological organisms
differentiate in specialized systems, such as organs and tissues of a pluricellular life form
(non-autopoietic or allopoietic systems), or specialized individuals in an insect colony
(autopoietic system). In fact, societies and organisms can be characterized by the way in
which they differentiate into systems. For Luhmann, modern societies are characterized
by a vertical differentiation into autopoietic functional systems, where each system is
characterized by its code, program and (generalized) media. The code gives a bipolar
reference to the system, of what is positive, accepted, favored or valid, versus what is
negative, rejected, disfavored or invalid. The program gives a specific context where the
code is applied, and the media is the space in which the system operates.

Standard examples of social systems are:

- Science: with a true/false code, working in a program set by a scientific theory, and
having articles in journals and proceedings as its media;

- Judicial: with a legal/illegal code, working in a program set by existing laws and
regulations, and having certified legal documents as its media;

- Religion: with a good/evil code, working in a program set by sacred and hermeneutic
texts, and having study, prayer and good deeds as its media;

- Economy: with a property/lack thereof code, working in a program set by economic
planning scenarios and pricing methods, and having money and money-like financial assets

as its media.

Before ending this section, a notion related to the break-down of autopoiesis is intro-
duced: Dedifferentiation (Entdifferenzierung) is the degradation of the system’s internal
coherence, through adulteration, disruption, or dissolution of its own autopoietic rela-
tions. One form of dedifferentiation (in either biological or social systems) is the system’s
penetration by external agents who try to use system’s resources in a way that is not
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compatible with the system’s autonomy. In Lumann’s conception of modern society each
system may be aware of events in other systems, that is, be cognitively open, but is
required to maintain its differentiation, that is, be operationally closed. In Luhmann’s
(1989, p.109) words:

“With functional differentiation... FExtreme elasticity is purchased at the cost
of the peculiar rigidity of its contextual conditions. FEvery binary code claims
universal validity, but only for its own perspective. Everything, for example,
can be either true of false, but only true or false according to the specific
theoretical programs of the scientific system. Above all, this means that no
function system can step in for any other. None can replace or even relieve any
other. Politics can not be substituted for economy, nor economy for science,
nor science for law or religion, nor religion for politics, etc., in any conceivable
intersystem relations.”

1.4 Eigensolutions and Scientific Hypotheses

The interpretation of scientific knowledge as an eigensolution of a research process is part
of a constructive approach to epistemology. Figure 1 presents an idealized structure and
dynamics of knowledge production. This diagram represents, on the Experiment side (left
column) the laboratory or field operations of an empirical science, where experiments are
designed and built, observable effects are generated and measured, and the experimental
data bank is assembled. On the Theory side (right column), the diagram represents the
theoretical work of statistical analysis, interpretation and (hopefully) understanding ac-
cording to accepted patterns. If necessary, new hypotheses (including whole new theories)
are formulated, motivating the design of new experiments. Theory and experiment con-
stitute a double feed-back cycle making it clear that the design of experiments is guided
by the existing theory and its interpretation, which, in turn, must be constantly checked,
adapted or modified in order to cope with the observed experiments. The whole system
constitutes an autopoietic unit, as seen in Krohn and Kiippers (1990, p.214):

“The idea of knowledge as an eigensolution of an operationally closed combina-
tion between arqgumentative and experimental activities attempts to answer the
initially posed question of how the construction of knowledge binds itself to its
construction in a new way. The coherence of an eigensolution does not refer
to an objectively given reality but follows from the operational closure of the
construction. Still, different decisions on the selection of couplings may lead
to different, equally valid eigensolutions. Between such different solutions no
reasonable choice is possible unless a new operation of knowledge is constructed
exactly upon the differences of the given solutions. But again, this frame of
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reference for explicitly relating different solutions to each other introduces new
choices with respect to the coupling of operations and explanations. It does
not reduce but enhances the dependence of knowledge on decisions. On the
other hand, the internal restrictions imposed by each of the chosen couplings
do not allow for any arbitrary construction of results. Only few are suitable
to mutually serve as inputs in a circular operation of knowledge.”

1.5 Sharp Statistical Hypotheses

Statistical science is concerned with inference and application of probabilistic models.
From what has been presented in the preceding sections, it becomes clear what the role
of Statistics in scientific research is, at least in the ConsTh view of scientific research:
Statistics has a dual task, to be performed both in the Theory and the Experiment sides
of the diagram in Figure 1:

Experiment Theory

Operation- <« Experiment <«  Hypotheses

alization design formulation
N2 )
Effects True/False Creative
observation eigen-solution interpretation
N8 f
Data Mnemetic Statistical
acquisition = explanation = analysis
Sample space Parameter space

Figure 1: Scientific production diagram.

- At the Experiment side of the diagram, the task of statistics is to make probabilistic
statements about the occurrence of pertinent events, i.e. describe probabilistic distribu-
tions for what, where, when or which events can occur. If the events are to occur in the
future, these descriptions are called predictions, as is often the case in the natural sci-
ences. It is also possible (more often in social sciences) to deal with observations related
to past events, that may or may not be experimentally generated or repeated, imposing
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limitations to the quantity and/or quality of the available data. Even so, the habit of
calling this type of statement “predictive probabilities” will be maintained.

- At the Theory side of the diagram, the role of statistics is to measure the statistical
support of hypotheses, i.e. to measure, quantitatively, the hypotheses plausibility or
possibility in the theoretical framework where they were formulated, given the observed
data. From the material presented in the preceding sections, it is also clear that, in
this role, statistics is primarily concerned with measuring the statistical support of sharp
hypotheses, for hypotheses sharpness (precision or discreteness) is an essential attribute
of eigen-solutions.

Let us now examine how well the traditional statistical paradigms, and in contrast the
FBST, are able to take care of this dual task. In order to examine this question, the first
step is to distinguish what kind of probabilistic statements can be made. We make use of
tree statement categories: Frequentist, Epistemic and Bayesian:

Frequentist probabilistic statements are made exclusively on the basis of the frequency
of occurrence of an event in a (potentially) infinite sequence of observations generated by
a random variable.

Epistemic probabilistic statements are made on the basis of the epistemic status (de-
gree of belief, likelihood, truthfulness, validity) of an event from the possible outcomes
generated by a random variable. This generation may be actual or potential, that is, may
have been realized or not, may be observable or not, may be repeated an infinite or finite
number of times.

Bayesian probabilistic statements are epistemic probabilistic statements generated by
the (in practice, always finite) recursive use of Bayes formula:

Pn(0) o< pr_1(0)p(x,|0) .

In standard models, the parameter 8, a non observed random variable, and the sample
x, an observed random variable, are related through their joint probability distribution,
p(z,0). The prior distribution, py(6), is the starting point for the Bayesian recursion
operation. It represents the initial available information about . In particular, the prior
may represent no available information, like distributions obtained via the maximum
entropy principle, see Dugdale (1996) and Kapur (1989). The posterior distribution, p,(6),
represents the available information on the parameter after the n-th “learning step”, in
which Bayes formula is used to incorporate the information carried by observation z,.
Because of the recursive nature of the procedure, the posterior distribution in a given
step is used as prior in the next step.

Frequentist statistics dogmatically demands that all probabilistic statements be fre-
quentist. Therefore, any direct probabilistic statement on the parameter space is cate-
gorically forbidden. Scientific hypotheses are epistemic statements about the parameters
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of a statistical model. Hence, frequentist statistics can not make any direct statement
about the statistical significance (truthfulness) of hypotheses. Strictly speaking it can
only make statements at the Experiment side of the diagram. The frequentist way of
dealing with questions on Theory side of the diagram, is to embed them some how into
the Experiment side. One way of doing this is by using a construction in which the whole
data acquisition process is viewed as a single outcome of an imaginary infinite meta ran-
dom process, and then make a frequentist statement, on the meta process, about the
frequency of unsatisfactory outcomes of some incompatibility measure of the observed
data bank with the hypothesis. This is the classic (and often forgotten) rationale used
when stating a p-value. So we should always speak of the p-value of the data bank (not
of the hypothesis). The resulting conceptual confusion and frustration (for most working
scientists) with this kind of convoluted reasoning is captured by a wonderful parody of
Galileo’s dialogues in Rouanet et al. (1998).

A p-value is the probability of getting a sample that is more extreme than the one we
got. We should therefore specify which criterion is used to define what we mean by more
extreme, i.e., how do we order the sample space, and usually there are several possible
criteria to do that, for examples, see Pereira and Wechsler (1993).

Figure 2 compares four statistics, namely, orthodox Bayesian posterior probabilities,
Neyman-Pearson-Wald (NPW) p-values, Chi-square approximate p-values, and the FBST
evidence value in favor of H. In this example H is the independence hypothesis in a 2 x 2
contingency table, for sample size n = 16, see section A1l and B1. The horizontal axis
shows the “diagonal asymmetry” statistics (difference between the diagonal products).
The statistics D is an estimator of an unormalized version of Person’s correlation coeffi-
cient, p. For detailed explanations, see Irony et al. (1995, 2000), Stern and Zacks (2002)
and Madruga, Pereira and Stern (2003).

p= 01,2 . 91,192,2 - 91,292,1
VO11022 (/011012021022

Samples that are “perfectly compatible with the hypothesis”, that is, having no asym-

D = T1,1T22 — L12T21 ,

metry, are near the center of the plot, with increasingly incompatible samples to the sides.
The envelope curve for the resulting FBST e-values, to be commented later in this section,
is smooth and therefore level at its maximum, where it reaches the value 1.

In contrast the envelope curves for the p-values take the form of a cusp, i.e. a pointed
curve, that is broken (non differentiable) at its maximum, where it also reaches the value
one. The acuteness of the cusp also increases with increasing sample size. In the case
of NPW p-values we see, at the top of the cusp, a “ladder” or “spike”, with several
samples with no asymmetry, but having different outcome probabilities, “competing” for
the higher p-value.

This is a typical collateral effect of the artifice that converts a question about the
significance of H, asking for a probability in the parameter space as an answer, into a
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Post. Prob. NPW p-value

Figure 2: Independence Hypothesis, n=16.

question, conditional on H being truth, about the outcome probability of the observed
sample, offering a probability in the sample space as an answer. This qualitative analysis
of the p-value methodology gives us an insight on typical abuses of the expression “increase
sample size to reject”. In the words of I.J. Good (1983, p.135):

“Very often the statistician doesn’t bother to make it quite clear whether his
null hypothesis is intended to be sharp or only approximately sharp....

It is hardly surprising then that many Fisherians (and Popperians) say that
- you can’t get (much) evidence in favor of the null hypothesis but can only
refute it.”

In Bayesian statistics we are allowed to make probabilistic statements on the parameter
space, and also, of course, in the sample space. Thus it seems that Bayesian statistics is the
right tool for the job, and so it is! Nevertheless, we must first examine the role played by
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DecTh in orthodox Bayesian statistics. Since the pioneering work of de Finetti, Savage and
many others, orthodox Bayesian Statistics has developed strong and coherent foundations
grounded on DecTh, where many basic questions could be successfully analyzed and
solved.

This foundations can be stratified in two layers:

- In the first layer, DecTh provides a coherence system for the use of probability state-
ments, in the sense of Finetti (1974, 1981). In this context, the FBST use of probability
theory is fully compatible with DecTh, as shown in Madruga et al. (2001).

- In the second layer, DecTh provides an epistemological framework for the interpre-
tation of statistical procedures. The FBST logical properties open the possibility of using
and benefiting from alternative epistemological settings such as ConsTh. Hence, DecTh
does not have to be “the tool for all trades”.

We claim that, in the specific case of statistical procedures for measuring the support
(significance tests) for sharp scientific hypotheses, ConsTh provides a more adequate
epistemological framework than DecTh. This point is as important as it is subtle. In order
to understand it let us first remember the orthodox paradigm, as it is concisely stated
in Dubins and Savage (1965, 12.8, p.229,230). In a second quote, from Savage (1954,
16.3, p.254) we find that sharp hypotheses, even if important, make little sense in this
paradigm, a position that is accepted throughout decision theoretic Bayesian statistics,
as can also be seen in Levi (1974) and Maher et al. (1993).

“Gambling problems in which the distributions of various quantities are promi-
nent in the description of the gambler’s fortune seem to embrace the whole of
theoretical statistics according to one view (which might be called the decision-
theoretic Bayesian view) of the subject.

...From the point of view of decision-theoretic statistics, the gambler in this
problem is a person who must ultimately act in one of two ways (the two
guesses), one of which would be appropriate under one hypothesis (Hy) and
the other under its negation (Hi).

...Many problems, of which this one is an instance, are roughly of the following
type. A person’s opinion about unknown parameters is described by a proba-
bility distribution; he is allowed successively to purchase bits of information
about the parameters, at prices that may depend (perhaps randomly) upon the
unknown parameters themselves, until he finally chooses a terminal action for
which he receives an award that depends upon the action and parameters.”

“I turn now to a different and, at least for me, delicate topic in connection with
applications of the theory of testing. Much attention is given in the literature of
statistics to what purport to be tests of hypotheses, in which the null hypothesis
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is such that it would not really be accepted by anyone. ... extreme (sharp)
hypotheses, as I shall call them...

... The unacceptability of extreme (sharp) null hypotheses is perfectly well known;
it is closely related to the often heard maxim that science disproves, but never
proves, hypotheses, The role of extreme (sharp) hypotheses in science and

other statistical activities seems to be important but obscure. In particular,

though I, like everyone who practice statistics, have often “tested” extreme

(sharp) hypotheses, I cannot give a very satisfactory analysis of the process,

nor say clearly how it is related to testing as defined in this chapter and other
theoretical discussions.”

As it is clearly seen, in the DecTh framework we speak about the betting odds for
“the hypothesis wining on a gamble taking place in the parameter space”. But since
sharp hypotheses are zero (Lebesgue) measure sets, our betting odds must be null, i.e.
sharp hypotheses must be (almost surely) false. If we accept the ConsTh view that an
important class of hypotheses concern the identification of eigen-solutions, and that those
are ontologically sharp, we have a paradox!

From these considerations it is not surprising that frequentist and DecTh orthodoxy
consider sharp hypotheses, at best as anomalous crude approximations used when the
scientist is incapable of correctly specifying error bounds, cost, loss or utility functions,
etc., or then just consider them to be “just plain silly”. In the words of D.Williams (2002,
p.234):

“Bayesian significance of sharp hypothesis: a plea for sanity: ...It astonishes
me therefore that some Bayesian now assign non-zero prior probability that a
sharp hypothesis is exactly true to obtain results which seem to support strongly
null hypotheses which frequentists would very definitely reject. (Of course, it
is blindingly obvious that such results must follow).”

But no matter how many times statisticians reprehend scientist for their sloppiness
and incompetence, they keep formulating sharp hypotheses, as if they where magnetically
attracted to them. From the ConsTh plus FBST perspective they are, of course, just
doing the right thing!

Decision theoretic statistics has also developed methods to deal with sharp hypotheses,
posting sometimes a scary caveat emptor for those willing to use them. The best known
of such methods are Jeffreys’ tests, based on Bayes Factors that assign a positive prior
probability mass to the sharp hypothesis. This positive prior mass is supposed to work
like a handicap system designed to balance the starting odds and make the game “fair”.
Out of that we only get new paradoxes, like the well documented Lindley’s paradox. In
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opposition to its frequentist counterpart, this is an “increase sample size to accept” effect,
see Shafer (1982).

The FBST e-value or evidence value supporting the hypothesis, ev (H), was specially
designed to effectively evaluate the support for a sharp hypothesis, H. This support
function is based on the posterior probability measure of a set called the tangential set,
T(H), which is a non zero measure set (so no null probability paradoxes), see Pereira and
Stern (1999), Madruga et al. (2003) and subsection Al of the appendix.

Although ev (H) is a probability in the parameter space, it is also a possibilistic sup-
port function. The word possibilistic carries a heavy load, implying that ev (H) complies
with a very specific logic (or algebraic) structure, as seen in Darwishe and Ginsberg
(1992), Stern (2003, 2004), and subsection A3 of the appendix. Furthermore the e-value
has many necessary or desirable properties for a statistical support function, such as:

1- Give an intuitive and simple measure of significance for the hypothesis in test,
ideally, a probability defined directly in the original or natural parameter space.

2- Have an intrinsically geometric definition, independent of any non-geometric aspect,
like the particular parameterization of the (manifold representing the) null hypothesis
being tested, or the particular coordinate system chosen for the parameter space, i.e., be
an invariant procedure.

3- Give a measure of significance that is smooth, i.e. continuous and differentiable, on
the hypothesis parameters and sample statistics, under appropriate regularity conditions
of the model.

4- Obey the likelihood principle , i.e., the information gathered from observations
should be represented by, and only by, the likelihood function.

5- Require no ad hoc artifice like assigning a positive prior probability to zero measure
sets, or setting an arbitrary initial belief ratio between hypotheses.

6- Be a possibilistic support function.

7- Be able to provide a consistent test for a given sharp hypothesis.

8- Be able to provide compositionality operations in complex models.

9- Be an exact procedure, not requiring “large sample” asymptotic approximations.

10- Allow the incorporation of previous experience or expert’s opinion via (subjective)
prior distributions.

For a careful and detailed explanation of the FBST definition, its computational imple-
mentation, statistical and logical properties, and several already developed applications,
the reader is invited to consult some of the articles in the reference list. Appendix A
provides a short review of the FBST, including its definition and main properties.
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1.6 Semantic Degradation

In this section some constructivist analyses of dedifferentiation phenomena in social sys-
tems are reviewed. If the conclusions in the last section are correct, it is surprising how
many times DecTh, sometimes with a very narrow pseudo-economic interpretation, was
misused in scientific statistical analysis. The difficulties of testing sharp hypotheses in
the traditional statistical paradigms are well documented, and extensively discussed in
the literature, see for example the articles in Harlow et al. (1997). We hope the material
in this section can help us understand these difficulties as symptoms of problems with
much deeper roots. By no means the author is the first to point out the danger of analy-
ses carried out by blind transplantation of categories between heterogeneous systems. In
particular, regarding the abuse of economical analyses, Luhmann (1989, p.164) states:

“In this sense, it is meaningless to speak of “non-economic” costs. This is only
a metaphorical way of speaking that transfers the specificity of the economic
mode of thinking indiscriminately to other social systems.”

For a sociological analysis of this phenomenon in the context of science, see for example
Fuchs (1996, p.310) and DiMaggio and Powell (1991, p.63):

“...higher-status sciences may, more or less aggressively, colonize lower-status
fields in an attempt at reducing them to their own First Principles. For particle
physics, all is quarks and the four forces. For neurophysiology, consciousness
1s the aggregate outcome of the behavior of neural networks. For sociobiol-
oqy, philosophy is done by ants and rats with unusual large brains that utter
metaphysical nonsense according to acquired reflexes. In short, successful and
credible chains or reductionism usually move from the top to the bottom of
disciplinary prestige hierarchies.”

“This may explain the popularity of giving an “economical understanding” to
processes in functionally distinct areas even if (or perhaps because) this se-
mantics is often hidden by statistical theory and methods based on decision
theoretic analysis. This also may explain why some areas, like ecology, so-
ciology or psychology, are (or where) far more prone to suffer this kind of
dedifferentiation by semantic degradation than others, like physics.”

Once the forces pushing towards systemic degradation are clearly exposed, we hope
one can understand the following corollary of von Foerster famous ethical and aesthetical
imperatives:

- Theoretical imperative: Preserve systemic autopoiesis and semantic integrity, for de-
differentiation is in-sanity itself.

- Operational imperative: Chose the right tool for each job: “If you only have a hammer,
everything looks like a nail”.
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1.7 Competing Sharp Hypotheses

In this section we examine the concept of Competing Sharp Hypotheses. This concept has
several variants, but the basic idea is that a good scientist should never test a single sharp
hypothesis, for it would be an unfair faith of the poor sharp hypothesis standing all alone
against everything else in the world. Instead, a good scientist should always confront a
sharp hypothesis with a competing sharp hypotheses, making the test a fair game. As
seen in Good (1983, p.167,135,126):

“Since I regard refutation and corroboration as both valid criteria for this de-
marcation it is convenient to use another term, Checkability, to embrace both
processes. I regard checkability as a measure to which a theory is scientific,
where checking is to be taken in both its positive and negative senses, confirm-
ing and disconfirming.”

“..If by the truth of Newtonian mechanics we mean that it is approximately
true in some appropriate well defined sense we could obtain strong evidence
that it is true; but if we mean by its truth that it is exvactly true then it has
already been refuted.”

“...1 think that the initial probability is positive for every self-consistent scien-
tific theory with consequences verifiable in a probabilistic sense. No contradic-
tion can be inferred from this assumption since the number of statable theories
is at most countably infinite (enumerable).”

“...It is very difficult to decide on numerical values for the probabilities, but it
s not quite so difficult to judge the ratio of the subjective initial probabilities
of two theories by comparing their complezities. This is one reason why the
history of science is scientifically important.”

The competing sharp hypotheses argument does not directly contradict the episte-
mological framework presented in this chapter, and it may be appropriate under certain
circumstances. It may also mitigate or partially remediate the paradoxes pointed out
in the previous sections when testing sharp hypotheses in the traditional frequentist or
orthodox Bayesian settings. However, the author does not believe that having compet-
ing sharp hypotheses is neither a necessary condition for good science practice, nor an
accurate description of science history.

Just to stay with Good’s example, let us quickly examine the very first major inci-
dent in the tumultuous debacle of Newtonian mechanics. This incident was Michelson’s
experiment on the effect of “aethereal wind” over the speed of light, see Michelson and
Morley (1887) and Lorentz et al. (1952). A clear and lively historical account to this
experiment can be found in Jaffe (1960). Actually Michelson found no such effect, i.e. he
found the speed of light to be constant, invariant with the relative speed of the observer.
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This result, a contradiction in Newtonian mechanics, is easily explained by Einstein’s
special theory of relativity. The fundamental difference between the two theories is their
symmetry or invariance groups: Galileo’s group for Newtonian mechanics, Lorentz’ group
for special relativity. A fundamental result of physics, Noether’s Theorem, states that for
every continuous symmetry in a physical theory, there must exist an invariant quantity
or conservation law. For detail the reader is refered to Byron and Fuller (1969, V-1, Sec.
2.7), Doncel et al. (1987), Gruber et al. (1980-98), Houtappel et al. (1965), French
(1968), Landau and Lifchitz (1966), Noether (1918), Wigner (1970), Weyl (1952). Con-
servation laws are sharp hypotheses ideally suited for experimental checking. Hence, it
seems that we are exactly in the situation of competing sharp hypotheses, and so we are
today, from a far away historical perspective. But this is a post-mortem analysis of New-
tonian mechanics. At the time of the experiment there was no competing theory. Instead
of confirming an effect, specified only within an order of magnitude, Michelson found, for
his and everybody else’s astonishment, an, up to the experiment’s precision, null effect.

Complex experiments like Michelson’s require a careful analysis of experimental errors,
identifying all significant source of measurement noise and fluctuation. This kind of
analysis is usual in experimental physics, and motivates a brief comment on a secondary
source of criticism on the use of sharp hypotheses. In the past, one often had to work
with over simplified statistical models. This situation was usually imposed by limitations
such as the lack of better or more realistic models, or the unavailability of the necessary
numerical algorithms or the computer power to use them. Under these limitations, one
often had to use minimalist statistical models or approximation techniques, even when
these models or techniques were not recommended. These models or techniques were
instrumental to provide feasible tools for statistical analysis, but made it very difficult to
work (or proved very ineffective) with complex systems, scarce observations, very large
data sets, etc. The need to work with complex models, and other difficult situations
requiring the use of sophisticated statistical methods and techniques, is very common
(and many times inescapable) in research areas dealing with complex systems like biology,
medicine, social sciences, psychology, and many other fields, some of them distinguished
with the mysterious appellation of “soft” science. A colleague once put it to me like this:
“It seems that physics got all the easy problems...”.

If there is one area where the computational techniques of Bayesian statistics have
made dramatic contributions in the last decades, that is the analysis of complex models.
The development of advanced statistical computational techniques like Markov Chain
Monte Carlo (MCMC) methods, Bayesian and neural networks, random fields models,
and many others, make us hope that most of the problems related to the use of over
simplified models can now be overcome. Today good statistical practice requires all sta-
tistically significant influences to be incorporated into the model, and one seldom finds
an acceptable excuse not to do so; see also Pereira and Stern (2001).
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1.8 Final Remarks

It should once more be stressed that most of the material presented in sections 2, 3,
4, and 6 is not new in ConsTh. Unfortunately ConsTh has had a minor impact in
statistics, and sometimes provoked a hostile reaction from the ill-informed. One possible
explanation of this state of affairs may be found in the historical development of ConsTh.
The constructivist reaction to a dogmatic realism prevalent in hard sciences, specially in
the XIX and the beginning of the XX century, raised a very outspoken rhetoric intended
to make explicitly clear how naive and fragile the foundations of this over simplistic
realism were. This rhetoric was extremely successful, quickly awakening and forever
changing the minds of those directly interested in the fields of history and philosophy
of science, and spread rapidly into many other areas. Unfortunately the same rhetoric
could, in a superficial reading, make ConsTh be perceived as either hostile or intrinsically
incompatible with the use of quantitative and statistical methods, or leading to an extreme
forms of subjectivism.

In ConsTh, or (objective) Idealism as presented in this chapter, neither does one claim
to have access to a “thing in itself” or “Ding an sich” in the external environment, see
Cayegill (1995), as do dogmatic forms of realism, nor does one surrender to solipsism, as do
skeptic forms of subjectivism, including some representatives of the subjectivist school of
probability and statistics, as seen in Finetti (1974, 1.11, 7.5.7). In fact, it is the role of the
external constraints imposed by the environment, together with the internal autopoietic
relations of the system, to guide the convergence of the learning process to precise eigen-
solutions, these being at the end, the ultimate or real objects of scientific knowledge. As
stated by Luhmann (1990a, 1995):

“...constructivism maintains nothing more than the unapproachability of the
external world “in itself” and the closure of knowing - without yielding, at any
rate, to the old skeptical or “solipsistic” doubt that an external world exists at
all-...” Luhmann (1990a, p.65).

“..at least in systems theory, they (statements) refer to the real world. Thus
the concept of system refers to something that in reality is a system and thereby
wncurs the responsibility of testing its statements against reality.” Luhmann
(1995, p.12).

“...both subjectivist and objectivist theories of knowledge have to be replaced by
the system / environment distinction, which then makes the distinction subject
/ object irrelevant.” Luhmann (1990a, p.66).

The author hopes to have shown that ConsTh not only gives a balanced and effective
view of the theoretical / experimental aspects of scientific research but also that it is well
suited (or even better suited) to give the necessary epistemological foundations for the
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use of quantitative methods of statistical analysis needed in the practice of science. It
should also be stressed, according to author’s interpretation of ConsTh, the importance of
measuring the statistical support for sharp hypotheses. In this setting, the author believes
that, due to its statistical and logical characteristics, the FBST is the right tool for the
job, and hopes to have motivated the reader to find more about the FBST definition,
theoretical properties, efficient computational implementation, and several of the already
developed applications, in some of the articles in the reference list. This perspective opens
interesting areas for further research. Among them, we mention the following two.

1.8.1 Noether and de Finetti Theorems

The first area for further research has to do with some similarities between Noether the-
orems in physics, and de Finetti type theorems in statistics. Nother theorems provide
invariant physical quantities or conservation laws from symmetry transformation groups
of the physical theory, and conservation laws are sharp hypotheses by excellence. In
a similar way, de Finetti type theorems provide invariant distributions from symmetry
transformation groups of the statistical model. Those invariant distributions can in turn
provide prototypical sharp hypotheses in many application areas. Physics has its own
heavy apparatus to deal with the all important issues of invariance and symmetry. Statis-
tics, via de Finetti theorems, can provide such an apparatus for other areas, even in
situations that are not naturally embedded in a heavy mathematical formalism, see Feller
(1968, ch.7) and also Diaconis (1987, 1988), Eaton (1989), Nachbin (1965) Renyi (1970)
and Ressel (1987).

1.8.2 Compositionality

The second area for further research has to do with one of the properties of eigen-solutions
mentioned by von Foerster that has not been directly explored in this chapter, namely
that eigen-solutions are “composable”, see Borges and Stern (2005) and section A4. Com-
positionality properties concern the relationship between the credibility, or truth value,
of a complex hypothesis, H, and those of its elementary constituents, H’, j = 1...k.
Compositionality questions play a central role in analytical philosophy.

According to Wittgenstein (2001, 2.0201, 5.0, 5.32):
- Every complex statement can be analyzed from its elementary constituents.

- Truth values of elementary statement are the results of those statements’ truth-
functions (Wahrheitsfunktionen).

- All truth-function are results of successive applications to elementary constituents
of a finite number of truth-operations (Wahrheitsoperationen).
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Compositionality questions also play a central role in far more concrete contexts, like
that of reliability engineering, see Birnbaum et al. (1961, 1.4):

“One of the main purposes of a mathematical theory of reliability is to develop
means by which one can evaluate the reliability of a structure when the relia-
bility of its components are known. The present study will be concerned with
this kind of mathematical development. It will be necessary for this purpose
to rephrase our intuitive concepts of structure, component, reliability, etc. in
more formal language, to restate carefully our assumptions, and to introduce
an appropriate mathematical apparatus.”

In Luhmann (1989, p.79) we find the following remark on the evolution of science that
directly hints the importance of this property:

“After the (science) system worked for several centuries under these condi-
tions it became clear where it was leading. This 1s something that idealization,
mathematization, abstraction, etc. do not describe adequately. It concerns the
increase in the capacity of decomposition and recombination, a new formula-
tion of knowledge as the product of analysis and synthesis. In this case analysis
1s what is most important because the further decomposition of the visible world
into still further decomposable molecules and atoms, into genetic structures of
life or even into the sequence human/role/action/ action-components as ele-
mentary units of systems uncovers an enormous potential for recombination.”

In the author’s view, the composition (or re-combination) of scientific knowledge and
its use, so relevant in technology development and engineering, can give us a different per-
spective (perhaps a, bottom-up, as opposed to the top-down perspective in this chapter)
on the importance of sharp hypotheses in science and technology practice. It can also
provide some insight on the valid forms of iteration of science with other social systems
or, in Luhmann’s terminology, how science does (or should) “resonate” in human society.
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Chapter 2

Language and the Self-Reference
Paradox

“If the string is too tight it will snap,
but if it is too loose it will not play.”
Siddhartha Gautama.

“The most beautiful thing we can experience is the mysterious.
It is the source of all true art and all science. He to whom
this emotion is a stranger, who can no longer pause to wonder

and stand rapt in awe, is as good as dead: His eyes are closed.”

Albert Einstein (1879 - 1955).

2.1 Introduction

In Chapter 1 it is shown how the eigen-solutions found in the practice of science are
naturally represented by statistical sharp hypotheses. Statistical sharp hypotheses are
routinely stated as natural “laws”, conservation “principles” or invariant “transforms”,
and most often take the form of functional equations, like h(xz) = ¢. Chapter 1 also
discusses why the eigen-solutions’ essential attributes of discreteness (sharpness), stability,
and composability, indicate that considering such hypotheses in the practice of science
is natural and reasonable. Surprisingly, the two standard statistical theories for testing
hypotheses, classical (frequentist p-values) and orthodox Bayesian (Bayes factors), have
well known and documented problems for handling or interpreting sharp hypotheses.

41
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These problems are thoroughly reviewed, from statistical, methodological, systemic and
epistemological perspectives.

Chapter 1 and appendix A present the FBST, or Full Bayesian Significance Test, an
unorthodox Bayesian significance test specifically designed for this task. The mathemati-
cal and statistical properties of the FBST are carefully analyzed. In particular, it is shown
how the FBST fully supports the test and identification of eigen-solutions in the practice
of science, using procedures that take into account all the essential attributes pointed by
von Foerster. In contrast to some alternative belief calculi or logical formalisms based on
discrete algebraic structures, the FBST is based on continuous statistical models. This
makes it easy to support concepts like sharp hypotheses, asymptotic convergence and
stability, and these are essential concepts in the representation of eigen-solutions. The
same chapter presents cognitive constructivism as a coherent epistemological framework
that is compatible with the FBST formalism, and vice-versa. I will refer to this setting
as the Cognitive Constructivism plus FBST formalism, or CogCon+FBST framework for
short.

The discussion in Chapter 1 raised some interesting questions, some of which we will
try to answer in the present chapter. The first question relates to the role and the
importance of language in the emergence of eigen-solutions and is discussed in section 2.
In answering it, we make extensive use of the William Rasch “two-front war” metaphor
of cognitive constructivism, as exposed in Rasch (2000). As explained in section 4, this is
the war against dogmatic realism at one front, and against skepticism or solipsism, at the
second. The results of the first part of the paper are summarized in section 5. To illustrate
his arguments, Rasch uses some ideas of Niels Bohr concerning quantum mechanics. In
section 3, we use some of the same ideas to give concrete examples of the topics under
discussion. The importance (and also the mystery) related to the role of language in the
practice of science was one of the major concerns of Bohr’s philosophical writings, see
Bohr (1987, I-1V), as exemplified by his famous “dirty dishes” metaphor:

“Washing dishes and language can in some respects be compared. We have
dirty dishwater and dirty towels and nevertheless finally succeed in getting the
plates and glasses clean. Likewise, we have unclear terms and a logic limited
in an unknown way in its field of application — but nevertheless we succeed in
using it to bring clearness to our understanding of nature.” Bohr (2007).

The second question, posed by Sgren Brier, which asks whether the CogCon+FBST
framework is compatible with and can benefit from the concepts of Semiotics and Peircean
philosophy, is addressed in section 6. In section 7 I present my final remarks.

Before ending this section a few key definitions related to the concept of eigen-solution
are reviewed. As stated in Maturana and Varela (1980, p.10), the concept of recurrent
state is the key to understand the concept of cognitive domain in an autopoietic system.
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“Living systems as units of interaction specified by their conditions of being
living systems cannot enter into interactions that are not specified by their or-
ganization. The circularity of their organization continuously brings them back
to the same internal state (same with respect to the cyclic process). Fach inter-
nal state requires that certain conditions (interactions with the environment)
be satisfied in order to proceed to the next state. Thus the circular organization
implies the prediction that an interaction that took place once will take place
again. If this does not happen the system maintains its integrity (identity with
respect to the observer) and enters into a new prediction. In a continuously
changing environment these predictions can only be successful if the environ-
ment does no change in that which is predicted. Accordingly, the predictions
implied in the organization of the living system are not predictions of partic-
ular events, but of classes of inter-actions. Fvery interaction is a particular
interaction, but every prediction is a prediction of a class of interactions that
1s defined by those features of its elements that will allow the living system
to retain its circular organization after the interaction, and thus, to interact
again. This makes living systems inferential systems, and their domain of
interactions a cognitive domain.”

The epistemological importance of this circular (cyclic or recursive) regenerative pro-
cesses and their eigen (auto, equilibrium, fixed, homeostatic, invariant, recurrent, recur-
sive) -states, both in concrete and abstract autopoietic systems, are further investigated
in Foerster and Segal (2001, p.145, 127-128):

“The meaning of recursion is to run through one’s own path again. One of
its results is that under certain conditions there exist indeed solutions which,
when reentered into the formalism, produce again the same solution. These
are called “eigen-values”, “eigen-functions”, “eigen-behaviors”, etc., depend-
ing on which domain this formation is applied - in the domain of numbers, in
functions, in behaviors, etc.”

“Objects are tokens for eigen-behaviors. Tokens stand for something else.
In exchange for money (a token itself for gold held by one’s government, but
unfortunately no longer redeemable), tokens are used to gain admittance to
the subway or to play pinball machines. In the cognitive realm, objects are
the token names we give to our eigen-behavior. When you speak about a ball,
you are talking about the experience arising from your recursive sensorimotor
behavior when interacting with that something you call a ball. The “ball” as
object becomes a token in our experience and language for that behavior which
you know how to do when you handle a ball. This is the constructivist’s insight
into what takes place when we talk about our experience with objects.”
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Von Foerster also establishes several essential attributes of these eigen-solutions, as
quoted in the following paragraph from Foerster (2003c, p.266). These essential attributes
can be translated into very specific mathematical properties, that are of prime importance
when investigating several aspects of the CogCon+FBST framework.

“Eigenvalues have been found ontologically to be discrete, stable, separable and
composable, while ontogenetically to arise as equilibria that determine them-
selves through circular processes. Ontologically, Eigenvalues and objects, and
likewise, ontogenetically, stable behavior and the manifestation of a subject’s

“grasp” of an object cannot be distinguished.”

2.2 Eigen-solutions and Language

Goudsmit (1998, sec.2.3.3, Objects as warrants for eigenvalues), finds an apparent dis-
agreement between the form in which eigen-solutions emerge, according to von Foster and

Maturana:

“Generally, von Foersters concept of eigenvalue concerns the value of a func-
tion after a repeated (iterative) application of a particular operation. ...
This may eventually result in a stable performance, which is an eigenvalue of
the observers behavior. The emerging objects are warrants of the existence of
these eigenvalues.

. contrary to von Foerster, Maturana considers the consensuality of distinc-
tions as necessary for the bringing forth of objects. It is through the attain-
ment of consensual distinctions that individuals are able to create objects in

”

language.

Confirmation for the position attributed by Goudsmit to von Foerster can be found
in several of his articles. In Foerster (2003a, p.3), for example, one finds:

“... I propose to continue the use of the term ‘self-organizing system,’ whilst
being aware of the fact that this term becomes meaningless, unless the system
1s in close contact with an environment, which possesses available energy and
order, and with which our system is in a state of perpetual interaction, such
that it somehow manages to ‘live’ on the expenses of this environment. ...

. So both the self-organizing system plus the energy and order of the envi-
ronment have to be given some kind of pre-given objective reality for this view

points to function.”
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Confirmation for the position attributed by Goudsmit to Maturana can also be found
in several of his articles. In Maturana (1988,sec.9.iv), for example, one finds:

“Objectivity. Objects arise in language as consensual coordinations of actions
that in a domain of consensual distinctions are tokens for more basic coordina-
tions of actions, which they obscure. Without language and outside language
there are mo objects because objects only arise as consensual coordinations of
actions in the recursion of consensual coordinations of actions that languaging
1. For living systems that do not operate in language there are no objects; or
in other words, objects are not part of their cognitive domains. ... Objects are
operational relations in languaging.”

The standpoint of Maturana is further characterized in the following paragraphs from
Brier (2005, p.374):

“The process of human knowing, is the process in which we, through languag-
ing, create the difference between the world and ourselves; between the self
and the non-self, and thereby, to some extent, create the world by creating
ourselves. But we do it by relating to a common reality which is in some
way before we made the difference between ‘the world’ and ‘ourselves’ make
a difference, and we do it on some kind of implicit belief in a basic kind of
order ‘beneath it all’. I do agree that it does not make sense to claim that the
world exists completely independently of us. But on the other hand it does not
make sense to claim that it is a pure product of our explanations or conscious
imagination.”

“...at is clear that we do not create the trees and the mountains through our
experiencing or conversation alone. But Maturana is close to claim that this
1s what we do.”

In order to understand the above comments, one must realize that Maturana’s view-
points, or at least his rhetoric, changed greatly over time, ranging from the ponderate and
precise statements in Maturana and Varela (1980), to some extreme positions assumed
in Maturana (1991, p.36-44)), see next paragraph. Maturana must have had in mind the
celebrated quote by Albert Einstein at the beginning of this chapter.

“Einstein said, and many other scientists have agreed with him, that sci-
entific theories are free creations of the human mind, and he marveled that
through them one could understand the universe. The criterion of validation
of scientific explanation as operations in the prazis of living of the observer,
however, permit us to see how it is that the first reflection of Einstein is valid,
and how it is that there is nothing marvelous in that it is so.”
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“Scientific explanations arise operationally as generative mechanisms accepted
by us as scientists through operations that do not entail or imply any suppo-
sition about an independent reality, so that in fact there is no confrontation
with one, nor is it necessary to have one even if we believe that we can have
one.”

“Quantification (or measurements) and predictions can be used in the genera-
tion of a scientific explanation but do not constitute the source of its validity.
The notions of falsifiability (Popper), verificability, or confirmation would ap-
ply to the validation of scientific knowledge only if this were a cognitive domain
that revealed, directly or indirectly, by denotation or connotation, a transcen-
dental reality independent of what the observer does...”

“Nature 1s an explanatory proposition of our experience with elements of our
experience. Indeed, we human beings constitute nature with our explaining,
and with our scientific explaining we constitute nature as the domain in which
we exist as human beings (or languaging living systems).”

Brier (2005, p.375) further contrasts the standpoint of Maturana with that of von
Foerster:

“Von Foerster is more aware of the philosophical demand that to put up a new
epistemological position one has to deal with the problem of solipsism and of
pure social constructivism.”

“The Eiwgenfunctions do not just come out of the blue. In some, yet only dimly
viewed, way the existence of nature and its ‘things’ and our existence are in-
tertwined in such a way that makes it very difficult to talk about. Von Foerster
realizes that to accept the reality of the biological systems of the observer leads
into further acceptance about the structure of the environment.”

While the position adopted by von Foerster appears to be more realistic or objective,
the one adopted by Maturana seems more Idealistic or (inter) subjective. Can these two
different positions, which may seem so discrepant, be reconciled? Do we have to chose
between an idealistic or a realistic position, or can we rather have both? This is one of
the questions we address in the next sections.

In Chapter 1 we used an example of physical eigen-solution (physical invariant) to
illustrate the ideas in discussion, namely, the speed of light constant, c¢. Historically,
this example is tied to the birth of Special Relativity theory, and the debacle of classical
physics. In this chapter we will illustrate them with another important historical exam-
ple, namely, the Einstein-Podolsky-Rosen paradox. Historically, this example is tied to
questions concerning the interpretation of quantum mechanics. This is one of the main
topics of the next section.
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2.3 The Languages of Science

At the end of the 19th century, classical physics was the serene sovereign of science.
Its glory was consensual and uncontroversial. However, at the beginning of the 20th
century, a few experimental results challenged the explanatory power of classical physics.
The problems appeared in two major fronts that, from a historical perspective, can be
linked to the theories (at that time still non existent) of Special Relativity and quantum
mechanics.

At that time, the general perception of the scientific community was that these few
open problems could, should and would be accommodated in the framework of classical
physics. Crafting sophisticated structural models such as those for the structure of ether
(the medium in which light was supposed to propagate), and those for atomic structure,
was typical of the effort to circumvent these open problems by artfully maneuvering
classical physics. But physics and engineering laboratories insisted, building up a barrage
of new and challenging experimental results.

The difficulties with the explanations offered by classical physics not only persisted,
but also grew in number and strength. In 1940 the consensus was that classical physics
had been brutally defeated, and Relativity and quantum mechanics were acclaimed as
the new sovereigns. Let us closely examine some facts concerning the development of
quantum mechanics (QM).

One of the first steps in the direction of a comprehensive QM theory was given in 1924
by Louis de Broglie, who postulated the particle-wave duality principle, which states that
every moving particle has an associated pilot wave of wavelength A = h/muv, where h is
Planck’s constant and muv is the particle’s momentum, i.e., the product of its mass and
velocity. In 1926 Erwin Schrodinger stated his wave equation, capable of explaining all
known quantic phenomena, and predicting several new ones that where latter confirmed by
new experiments. Schrodinger theory is known as Orthodox QM, see Tomonaga (1962)
and Pais (1988) for detailed historical accounts. Orthodox QM uses a mathematical
formalism based on a complex wave equation, and shares much of the descriptive language
of de Broglie’s particle-wave duality principle.

There is, however, something odd in the wave-particle descriptions of orthodox QM.
When describing a model we speak of each side of a double faced wave-particle entity, as if
each side existed by itself, and then inextricably fuse them together in the mathematical
formalism. Quoting Cohen (1989, p.87),

“Notice how our language shapes our imagination. To say that a particle is
moving in a straight line really means that we can set up particle detectors
along the straight line and observe the signals they send. These signals would
be consistent with a model of the particle as a single chunk of mass moving
(back and forth) in accordance with Newtonian particle physics. It is important
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to emphasize that we are not claiming that we know what the particle is, but
only what we would observe if we set up those particle detectors.”

From Schroedinger’s equation we can derive Heisenberg’s uncertainty principle, which
states that we can not go around measuring everything we want until we pin down ev-
ery single detail about (the classical entities in our wave-particle model of) reality. One
instance of the Heisenberg uncertainty principle states that we can not simultaneously
measure a particle position and momentum beyond a certain accuracy. One way of inter-
preting this instance of the Heisenberg uncertainty principle goes as follows: In classical
Newtonian physics our particles are “big enough” so that our measurement devices can
obtain the information we need about the particle without disturbing it. In QM, on the
other hand, the particles are so small that the measurement operation will always disturb
the particle. For example, the light we have to use in order to illuminate the scene, so
we can see where the particle is, has to be so strong, relative to the particle size, that it
“blows” the particle away changing its velocity. The consequence is that we cannot (nei-
ther in practice, nor even in principle) simultaneously measure with arbitrary precision,
both the particle’s position and momentum. Hence, we have to learn how to tame our
imagination and constrain our language.

The need to exercise a strict discipline over what kinds of statements to use was a
lesson learned by 20th century physics - a lesson that mathematics had to learn a bit
earlier. A classical example from set theory of a statement that cannot be allowed is the
Russell’s catalog (class, set), defined in Robert (1988, p.x) as:

“The ‘catalogue of all catalogues not mentioning themselves.” Should one in-
clude this catalogue in itself? ... Both decisions lead to a contradiction!”

Robert (1988) indicates several ways to avoiding this paradox (or antinomy). All of
them imply imposing a (very reasonable) set of rules on how to form valid statements.
Under any of these rules, Russell’s definition becomes an invalid or ill posed statement and,
as such, should be disregarded, see Halmos (1998, ch.1 and 2) and Dugundji (1966, ch.1)
for introductory texts and Aczel (1988) for an alternative view. Measure theory (of Borel,
Lebesgue, Haar, etc.) was a fundamental achievement of 20th century mathematics. It
defines measures (notions such as mass, volume and probability) for parts of R™. However
not all parts of R" are included, and we must refrain of speaking about the measure of
inadmissible (non-measurable) sets, see Ulam (1943) for a short article, Kolmogorov and
Fomin (1982) for a standard text, and Nachbin (1965) and Bernardo (1993) for extensions
pertinent to the FBST formalism. The main subject in Robert (1988) is Non Standard
Analysis, a form of extending the languages of both Set Theory and Real Analysis, see the
observations in section 6.6 and also Davis (1977, sec.3.4), Goldblatt (1998) and Nelson
(1987).
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All the preceding examples of mathematical languages have one thing in common:
When crafting a specific language, one has to carefully define what kinds of statements
are accepted as valid ones. Proper use of the language must be constrained to valid
statements. Such constraints are necessary in order to preserve language coherence.

The issue of what kinds of statements should be accepted as valid in QM is an inter-
esting and still subsisting issue, epitomized by the famous debate at the Brussels Solvay
conference of 1930 between Niels Bohr and his friend and opponent Albert Einstein.
Ruhla (1992, ch.7 and 8) and Baggott (1992, under the topic hidden variables) give very
intuitive reviews of the subject, requiring minimal mathematical expertise. Without the
details concerning the physics involved, one can describe the debate as: While Bohr sug-
gested very strict rules for admissible statements in QM, Einstein advocated for more
amiable ones. In 1935 Einstein, Podolsky and Rosen suggested a “gedankenexperiment”,
known as the EPR paradox, as a compelling argument supporting Einstein’s point of
view. D.Bohm, in 1952 and J.Bell, in 1964, contributed to the debate by showing that
the EPR paradox could lead to concrete experiments providing a way to settle the de-
bate on empirical grounds. It was only in 1972 that the first EPR experiment could be
performed in practice. The observational evidence from these experiments seems to favor
Bohr’s point of view!

One of today’s standard formalisms for QM is Abstract QM, see Hughes (1992) or
Chester (1987) for a readable text and Cohen (1989) for a concise and formal treatment.
For an alternative formalism based on Niels Bohr’s concept of complementarity, see Bohr
(1987, I-IV) and Costa and Krause (2004). Other formalisms may also become usefull,
see for example Kolmanovskii and Nosov (1986, sec.2.3) and Zubov (1983). Abstract QM,
which is very clean and efficient, can be stratified in two layers. In the first layer, all basic
calculations are carried out using an algebra of operators in (Rigged) Hilbert spaces. In a
second layer, the results of these calculations are interpreted as probabilities of obtaining
specific results in physical measurements, see also Rijsbergen (2004). One advantage of
using the stratified structure of abstract QM is that it naturally avoids (most of) the
danger of forming invalid statements in QM language. Cohen (1989, p.vii) provides the
following historical summary:

“Historically, ... quantum mechanics developed in three stages. First came
a collection of ad hoc assumptions and then a cookbook of equations known
as (orthodox) quantum mechanics. The equations and their philosophical un-
derpinning were then collected into a model based on mathematics of Hilbert
space. From the Hilbert space model came the abstraction of quantum logics.”

From the above historical comments we draw the following conclusions:
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3.1. Each of the QM formalisms discussed in this section, namely, de Broglie
wave-particle duality principle, Schrodinger orthodox QM and Hilbert space
abstract QM, operates like a language. Maturana stated that objects arise in
language. He seems to be right.

3.2. It seems also that new languages must be created (or discovered) to
provide us the objects corresponding to the structure of the environment, as
stated by von Foerster.

3.3. Exercising a strict discipline concerning what kinds of statements can be
used in a given language and context, seems to be vital in many areas.

3.4. Tt is far from trivial to create, craft, discover, find and/or use a language
so that “it works”, providing us the “right” objects (eigen-solutions).

3.5. Even when everything looks (for the entire community) fine and well,
new empirical evidence can bring our theories down as a castle of cards.

As indicated by an anonymous referee, abstract formalisms or languages do not exist in
a vacuum, but sit on top of (or are embedded in) natural (or less abstract) languages. This
bring us to the interesting and highly relevant issues of hierarchical language structures
and constructive ladders of objects, including interdependence analyses between objects
at different levels of such complex structures, see Piaget (1975) for an early reference. For
a recent concrete example of the scientific relevance of such interdependences in the field
of Psychology, using a Factor Analysis statistical model, see Shedler and Westen (2004,
2005); These issues are among of the main topics addressed in chapter 3 and forthcoming
articles.

2.4 The Self-Reference Paradox

The conclusions established in the previous section may look reasonable. In 3.4, however,
what exactly are the “right” objects? Clearly, the “right” objects are “those” objects we
more or less clearly see and can point at, using as reference language the language we
currently use.

There! I have just fallen, head-on, into the quicksands of the self-reference paradox.
Don’t worry (or do worry), but note this: The self-reference paradox is unavoidable,
especially as long as we use English or any other natural human language.

Rasch (2000, p.73,85) has produced a very good description of the self-reference para-
dox and some of its consequences:

“having it both ways seems a necessary consequence... One cannot just have
it dogmatically one way, nor skeptically the other... One oscillates, therefore,
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between the two positions, neither denying reality nor denying reality’s essen-
tially constructed nature. One calls this not idealism or realism, but (cognitive)
constructivism.”

“What do we call this oscillation? We call it paradox. Self - reference and
paradox - sort of like love and marriage, horse and carriage.”

Cognitive Constructivism implies a double rejection: That of a solipsist denial of
reality, and that of any dogmatic knowledge of the same reality. Rasch uses the “two
front war” metaphor to describe this double rejection. Carrying the metaphor a bit
further, the enemies of cognitive constructivism could be portrayed, or caricatured, as:

- Dogmatism despotically requires us to believe in its (latest) theory. Its
statements and reasons should be passively accepted with fanatic resignation
as infallible truth;

- Solipsism’s anarchic distrust wishes to preclude any established order in the
world. Solipsism wishes to transform us into autistic skeptics, incapable of
establishing any stable knowledge about the environment in which we live.
We refer to Caygill (1995, dogmatism) for a historical perspective on the Kan-
tian use of some of the above terms.

Any military strategist will be aware of the danger in the oscillation described by
Rasch, which alternately exposes a weak front. The enemy at our strong front will be
subjugated, but the enemy at our weak front will hit us hard. Rasch sees a solution to
this conundrum, even recognizing that this solution may be difficult to achieve, Rasch
(2000, p.85):

“There 1s a third choice: to locate oneself directly on the invisible line that must
be drawn for there to be a distinction mind / body (system / environment) in
the first place. Yet when one attempts to land on that perfect center, one
finds oneself oscillating wildly from side to side, perhaps preferring the mind
(system) side, but over compensating to the body (environment) side - or vice
versa.

The history of post-Kantian German idealism is a history of the failed search
for this perfect middle, this origin or neutral ground outside both mind and
body that would nevertheless actualize itself as a perfect transparent mind/body
within history.  Thus, much of contemporary philosophy that both follows
and rejects that tradition has become fascinated by, even if trapped in, the
mind/body oscillation.”

So, the question is: How do we land on Rasch’ fine (invisible) line, finding the perfect
center and avoiding dangerous oscillations? This is the topic of the next section.
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2.5 Objective Idealism and Pragmatism

We are now ready for a few definitions of basic epistemological terms. These definitions
should help us build epistemic statements in a clear and coherent form according to the
CogCon+FBST perspective.

5.1. Known (knowable) Object: An actual (potential) eigen-solution of a
given system’s interaction with its environment. In the sequel, we may use a
somewhat more friendly terminology by simply using the term Object.

5.2. Objective (how, less, more): Degree of conformance of an object to
the essential attributes of an eigen-solution.

5.3. Reality: A (maximal) set of objects, as recognized by a given system,
when interacting with single objects or with compositions of objects in that
set.

5.4. Idealism: Belief that a system’s knowledge of an object is always de-
pendent on the systems’ autopoietic relations.

5.5. Realism: Belief that a system’s knowledge of an object is always de-
pendent on the environment’s constraints.

5.6. Solipsism, Skepticism: Idealism without Realism.

5.7. Dogmatic Realism: Realism without Idealism.

5.8. Realistic or Objective Idealism: Idealism and Realism.

5.9. “Something in itself”: This expression, used in reference to a specific
object, is a marker or label for ill posed statements.

Cog-Con+FBST assumes an objective and idealistic epistemology. Definition 5.9 la-
bels some ill posed dogmatic statements. Often, the description of the method used to
access something in itself looks like:

- Something that an observer would observe if the (same) observer did not exist, or
- Something that an observer could observe if he made no observations, or

- Something that an observer should observe in the environment without interacting
with it (or disturbing it in any way), and many other equally nonsensical variations.

Some of the readers may not like this form of labeling this kind of invalid statement,
preferring to use, instead, a more elaborate terminology, such as “object in parenthesis”
(approximately) as object, “object without parenthesis” (approximately) as something
in itself, etc. There may be good reasons for doing so, for example, this elaborate lan-
guage has the advantage of automatically stressing the differences between constructivist
and dogmatic epistemologies, see Maturana (1988), Maturana and Poerksen (2004) and
Steier (1991). Nevertheless, we have chosen our definitions in agreement with some very
pragmatic advice given in Bopry (2002):
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“Objectivity as defined by a (dogmatic) realist epistemology may not ezist
within a constructivist epistemology; but, part of making that alternative epis-
temology acceptable is gaining general acceptance of its terminology. As long
as the common use of the terms is at odds with the concepts of an epistemolog-
ical position, that position is at a disadvantage. Alternative forms of inquiry
need to coopt terminology in a way that is consistent with its own epistemology.
I suggest that this is not so difficult. The term objective can be taken back...”

Among the definitions 5.1 to 5.9, definition 5.2 plays a key role. It allows us to say
how well an eigen-solution manifests von Foerster’s essential attributes, and consequently,
how good (objective) is our knowledge of it. However, the degree of objectivity can not
be assessed in the abstract, it must be assessed by the means and methods of a given
empirical science, namely the one within which the eigen solution is presented. Hence,
definition 5.2 relies on an “operational approach”, and not on metaphysical arguments.
Such an operational approach may be viewed with disdain by some philosophical schools.
Nevertheless, for C.S.Peirce it is

“The Kernel of Pragmatism”, CP 5.464-465:

“Suffice it to say once more that pragmatism is, in itself, no doctrine of meta-
physics, no attempt to determine any truth of things. It is merely a method
of ascertaining the meanings of hard words and of abstract concepts. ... All
pragmatists will further agree that their method of ascertaining the meanings
of words and concepts is no other than that experimental method by which all
the successful sciences (in which number nobody in his senses would include
metaphysics) have reached the degrees of certainty that are severally proper
to them today; this experimental method being itself nothing but a particular
application of an older logical rule, ‘By their fruits ye shall know them’. 7

Definition 5.2 also requires a belief calculus specifically designed to measure the sta-
tistical significance, that is, the degree of support of empirical data to the existence of an
eigen-solution. In Chapter 1 we showed why confirming the existence of an eigen-solution
naturally corresponds to testing a sharp statistical hypotheses, and why the mathematical
properties of FBST e-values correspond to the essential attributes of an eigen-solution as
stated by von Foerster. In this sense, the FBST calculus is perfectly adequate to support
the use of the term Objective and correlated terms in scientific language. Among the

most important properties of the e-value mentioned in Chapter 1 and Appendix A, we
find:

Continuity: Give a measure of significance that is smooth, i.e. continuous and dif-
ferentiable, on the hypothesis parameters and the sample statistics, under appropriate
regularity conditions of the statistical model.
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Consistency: Provide a consistent, that is, asymptotically convergent significance mea-
sure for a given sharp hypothesis.

Therefore, the FBST calculus is a formalism that allow us to assess, continuously and
consistently, the objectivity of an eigen-solution, by means of a convergent significance
measure, see Chapter 1. We should stress, once more, that achieving comparable goals
using alternative formalisms based on discrete algebraic structures may be, in general,
rather difficult. Hence, our answer to the question of how to land on Rasch’s perfect
center is: Replace unstable oscillation for stable convergence!

Any dispute about objectivity (epistemic quality or value of an object of knowledge),
should be critically examined and evaluated within this pragmatic program. This program
(in the Luhmann’s sense) includes the means and methods of the empirical science in which
the object of knowledge is presented, and the FBST belief calculus, used to evaluate the
empirical support of an object, given the available experimental data.

Even if over optimistic (actually hopelessly utopic), it is worth restating Leibniz’ flag
of Calculemus, as found in Gerhardt (1890, v.7, p.64-65):

“Quo facto, quando orientur controversiae, non magis disputatione opus erit
inter duos philosophos, quam inter duos Computistas. Sufficiet enim calamos
in manus sumere sedereque ad abacos, et sibi mutuo (accito si placet amico)
dicere: Calculemus.”

A contemporary translation could read: Actually, if controversies were to arise, there
would be no more need for dispute between two philosophers, rather than between two
statisticians. For them it would suffice to reach their computers and, in friendly under-
standing, say to each other: Let us calculate!

2.6 The Philosophy of C.S.Peirce

In the previous sections we presented an epistemological perspective based on a pragmatic
objective idealism. Objective idealism and pragmatism are also distinctive characteristics
of the philosophy of C.S.Peirce. Hence the following question, posed by Sgren Brier, that
we examine in this section: Is the CogCon+FBST framework compatible with and can it
benefit from the concepts of Semiotics and Peircean philosophy?

In Chapter 1 we had already explored the idea that eigen-solutions, as discrete entities,
can be named, i.e., become signs in a language system, as pointed by von Foerster in Segal

(2001, p.128):

“There is an additional point I want to make, an tmportant point. Out of an
infinite continuum of possibilities, recursive operations carve out a precise set
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of discrete solutions. Figen-behavior generates discrete, identifiable entities.
Producing discreteness out of infinite variety has incredibly important conse-
quences. It permits us to begin naming things. Language is the possibility
of carving out of an infinite number of possible experiences those experiences
which allow stable interactions of your-self with yourself.”

We believe that the process of recursively “discovering” objects of knowledge, identify-
ing them by signs in language systems, and using these languages to “think” and structure
our lives as self-concious beings, is the key for understanding concepts such as significa-
tion and meaning. These ideas are explored, in a great variety of contexts, in Bakken and
Hernes (2002), Brier (1995), Ceruti (1989), Efran et al. (1990), Eibel-Eibesfeldt (1970),
Ibri (1992), Piaget (1975), Wenger et al. (1999), Winograd and Flores (1987) and many
others. Conceivably, the key underlying common principle is stated in Brier (2005, p.395):

“The key to the understanding of understanding, consciousness, and com-
munication is that both the animals and we humans live in a self-organized
signification sphere which we not only project around us but also project deep
inside our systems. Von Uexkiill calls it “Innenwelt” (Brier 2001). The or-
ganization of signs and the meaning they get through the habits of mind and
body follow very much the principles of second order cybernetics in that they
produce their own Eigenvalues of sign and meaning and thereby create their
own internal mental organization. I call this realm of possible sign processes
for the signification sphere. In humans these signs are organized into language
through social self-conscious communication, and accordingly our universe is
organized also as and through texts. But of course that is not an explanation
of meaning.”

When studying the organization of self-conscious beings and trying to understand
semantic concepts such as signification and meaning, or teleological concepts such as fi-
nality, intent and purpose, we move towards domains concerning systems of increasing
complexity that are organized as higher hierarchical structures, like the domains of phe-
nomenological, psychological or sociological sciences. In so doing, we leave the domains of
natural and technical sciences behind, at least for a moment, see Brent and Bruck (2006)
and Muggleton (2006), in last month’s issue of Nature (March 2006, when this article was
written), for two perspectives on future developments.

As observed in Brier (2001), the perception of the objects of knowledge, changes from
more objective or realistic to more idealistic or (inter) subjective as we progress to higher
hierarchical levels. Nevertheless, we believe that the fundamental nature of objects of
knowledge as eigen-solutions, with all the essential attributes pointed out by von Foerster,
remains just the same. Therefore, a sign, as understood in the CogCon+FBST framework,
always stands for the following triad:
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S-1. Some perceived aspects, characteristics, etc., concerning the organization
of the autopoietic system.

S-2. Some perceived aspects, characteristics, etc., concerning the structure of
the system’s environment.

S-3. Some object (discrete, separable, stable and composable eigen-solution
based on the particular aspects stated in S-1 and S-2) concerning the interac-
tion of the autopoietic system with its environment.

This triadic character of signs bring us, once again, close to the semiotic theory of
C.S.Peirce, offering many opportunities for further theoretical and applied research. For
example, we are currently using statistical psychometric analyses in an applied semiotic
project for the development of software user interfaces, for related examples see Ferreira
(2006). We defer, however, the exploration of these opportunities to forthcoming articles.

In the remainder of this section we focus on a more basic investigation that, we believe,
is a necessary preliminary step that must be undertaken in order to acquire a clear con-
ceptual horizon that will assist a sound and steady progress in our future research. The
purpose of this investigation is to find out whether the CogCon+FBST framework can
find a truly compatible ground in the basic concepts of Peircean philosophy. We proceed
establishing a conceptual mapping of the fundamental concepts used to define the Cog-
Con+FBST epistemological framework into analogous concepts in Peircean philosophy.
Before we start, however, a word of caution: The work of C.S.Peirce is extremely rich,
and open to many alternative interpretations. Our goal is to establish the compatibil-
ity of CogCon+FBST with one possible interpretation, and not to ascertain reductionist
deductions, in any direction.

The FBST is a Continuous Statistical formalism. Our first step in constructing this
conceptual mapping addresses the following questions: Is such a formalism amenable to a
Perircean perspective? If so, which concepts in Peircean philosophy can support the use
of such a formalism?

6.1 Probability and Statistics: The FBST is a probability theory based statistical
formalism. Can the probabilistic concepts of the FBST find the necessary support in
concepts of Peircean philosophy? We believe that Tychism is such a concept in Peircean
philosophy, providing the first element in our conceptual mapping. In CP 6.201 Tychism
is defined as:

“... the doctrine that absolute chance is a factor of the universe.”

6.2 Continuity: As stated in the previous section, the CogCon+FBST program pursues
the stable convergence of the epistemic e-values given by the FBST formalism. The
fact that FBST is a belief calculus based on continuous mathematics is essential for
its consistency and convergence properties. Again we have to ask: Does the continuity



2.6 PHILOSOPHY OF C.S.PEIRCE o7

concept used in the FBST formalism have an analogous concept in Peircean philosophy?
We believe that the analogy can be established with the concept of Synechism, thus
providing the second element in our conceptual mapping.

In CP 6.169 synechism is defined as:

“that tendency of philosophical thought which insists upon the idea of continu-
ity as of prime importance in philosophy and, in particular, upon the necessity
of hypotheses involving true continuity.”

6.3 Eigen-Solutions: A key epistemological concept in the CogCon +FBST perspective
is the notion of eigen-solution. Although the system theoretic concept of Eigen-solution
cannot possibly have an exact correspondent in Peirce philosophy, we believe that Peirce’s
fundamental concept of “Habit” or “Insistency” offers an adequate analog. Habit, and
reality, are defined as:

“The existence of things consists in their reqular behavior.”, CP 1.411.

“Reality s insistency. That s what we mean by ‘reality’. It is the brute
irrational insistency that forces us to acknowledge the reality of what we expe-
rience, that gives us our conviction of any singular.”, CP 6.340.

However, the CogCon+FBST concept of eigen-solution is characterized by von Foer-
ster by several essential attributes. Consequently, in order that the conceptual mapping
under construction can be coherent, these characteristics have to be mapped accordingly.
In the following paragraphs we show that the essential attributes of sharpness (discrete-
ness), stability and compositionality can indeed be adequately represented.

6.3a Sharpness: The first essential attribute of eigen-solutions stated by von Foerster
is discreteness or sharpness. As stated in Chapter 1, it is important to realize that, in
the sequel, the term ‘discrete’, used by von Foerster to qualify eigen-solutions in general,
should be replaced, depending on the specific context, by terms such as lower-dimensional,
precise, sharp, singular, etc. As physical laws or physical invariants, sharp hypotheses are
formulated as mathematical equations.

Can Peircean philosophy offer a good support for sharp hypotheses? Again we believe
that the answer is in the affirmative. The following quotations should make that clear.
The first three passages are taken from Ibri (1992, p.84-85) and the next two from CP,
1.487 and CP 1.415, see also NEM 4, p.136-137 and CP 6.203.

“an object (a thing) IS only in comparison with a continuum of possibilities
from which it was selected.”
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“Eristence involves choice; the dice of infinite faces, from potential to actual,
will have the concreteness of one of them.”

“..as a plane is a bi—dimensional singularity, relative to a tri-dimensional
space, a line in a plane is a topic discontinuity, but each of this elements is
continuous in its proper dimension.”

“ Whatever is real is the law of something less real. Stuart Mill defined matter
as a permanent possibility of sensation. What is a permanent possibility but a
law?”

“In fact, habits, from the mode of their formation, necessarily consist in the
permanence of some relation, and therefore, on this theory, each law of nature
would consist in some permanence, such as the permanence of mass, momen-
tum, and energy. In this respect, the theory suits the facts admirably.”

6.3b Stability: The second essential attribute of eigen-solutions stated by von Foerster
is stability. As stated in Stern (2005), a stable eigen-solution of an operator, defined by
a fixed-point or invariance equation, can be found (built or computed) as the limit of a
sequence of recursive applications of the operator. Under appropriate conditions (such
as within a domain of attraction, for instance) the process convergence and its limiting
eigen-solution will not depend on the starting point.

A similar notion of stability for an object-sign complex is given by Peirce. As stated
in CP 1.339:

“That for which it (a sign) stands is called its object; that which it conveys,
its meaning; and the idea to which it gives rise, its interpretant. The object
of representation can be nothing but a representation of which the first repre-
sentation is the interpretant. But an endless series of representations, each
representing the one behind it, may be conceived to have an absolute object at
its limat.”

6.3c Compositionality: The third essential attribute of eigen-solutions stated by von
Foerster is compositionality. As stated in Chapter 1 and Appendix A, compositionality
properties concern the relationship between the credibility, or truth value, of a complex
hypothesis, H, and those of its elementary constituents, H’, j = 1...k. Compositionality
is at the very heart of any theory of language, see Noeth (1995). As an example of
compositionality, see CP 1.366 and CP 6.23. Peirce discusses the composition of forces,
that is, how the components are combined using the parallelogram law.

“If two forces are combined according to the parallelogram of forces, their resul-
tant is a real third... Thus, intelligibility, or reason objectified, is what makes
Thirdness genuine.”.
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“A physical law is absolute. What it requires is an exact relation. Thus, a
physical force introduces into a motion a component motion to be combined
with the rest by the parallelogram of forces;”.

In order to establish a minimal mapping, there are two more concepts in CogCon+FBST
to which we must assign adequate analogs in Peircean philosophy.

6.4 Extra variability: In Chapter 1 the importance of incorporating all sources of noise
and fluctuation, i.e., all the extra variability statistically significant to the problem under
study, into the statistical model is analyzed. The following excerpt from CP 1.175 indi-
cates that Peirce’s notion of falibillism may be used to express the need for allowing and
embracing all relevant (and in practice inevitable) sources of extra variability. According
to Peirce, falibilism is “the doctrine that there is no absolute certainty in knowledge”.

“There is no difficulty in conceiving existence as a matter of degree. The
reality of things consists in their persistent forcing themselves upon our recog-
nition. If a thing has no such persistence, it is a mere dream. Reality, then,
is persistence, is reqularity. ... as things (are) more regular, more persistent,
they (are) less dreamy and more real. Fallibilism will at least provide a big
pigeon-hole for facts bearing on that theory.”

6.5 - Bayesian statistics: FBST is an Unorthodox Bayesian statistical formalism.
Peirce has a strong and unfavorable opinion about Laplace’s theory of inverse probabilities.

“...the majority of mathematical treatises on probability follow Laplace in re-

sults to which a very unclear conception of probability led him. ... This is an
error often appearing in the books under the head of ‘inverse probabilities’.”
CP 2.785.

Due to his theory of inverse probabilities, Laplace is considered one of the earliest
precursors of modern Bayesian statistics. Is there a conflict between CogCon+FBST and
Peirce’s philosophy? We believe that a careful analysis of Peirce arguments not only
dissipates potential conflicts, but also reinforces some of the arguments used in Chapter
1.

Two main arguments are presented by Peirce against Laplace’s inverse probabilities.
In the following paragraphs we will identify these arguments and present an up-to-date
analysis based on the FBST (unorthodox) Bayesian view:

6.5a - Dogmatic priors vs. Symmetry and Maximum Entropy arguments:

“Laplace maintains that it is possible to draw a necessary conclusion regarding
the probability of a particular determination of an event based on not knowing



60 CHAPTER 2: LANGUAGE AND SELF-REFERENCE

anything at all [about it/; that is, based on nothing. ... Laplace holds that
for every man there is one law (and necessarily but one) of dissection of each
continuum of alternatives so that all the parts shall seem to that man to be
‘€galement possibles’ in a quantitative sense, antecedently to all information.”,

CP 2.764.

The dogmatic rhetoric used at the time of Laplace to justify ad hoc prior distribu-
tions can easily backfire, as it apparently did for Peirce. Contemporary arguments for the
choice of prior distributions are based on MaxEnt formalism or symmetry relations, see
Dugdale (1996), Eaton (1989), Kapur (1989) and Nachbin (1965). Contemporary argu-
ments also examine the initial choice of priors by sensitivity analysis, for finite samples,
and give asymptotic dissipation theorems for large samples, see DeGroot (1970), Gelman
et al. (2003) and Stern (2004). We can only hope that Peirce would be pleased with
the contemporary state of the art. These powerful theories have rendered ad hoc priors
unnecessary, and shed early dogmatic arguments into oblivion.

6.5b- Assignment of probabilities to (sharp) hypotheses vs. FBST possibilistic
support structures:

“Laplace was of the opinion that the affirmative experiments impart a defi-
nite probability to the theory; and that doctrine is taught in most books on
probability to this day, although it leads to the most ridiculous results, and is
inherently self-contradictory. It rests on a very confused notion of what prob-
ability 1s. Probability applies to the question whether a specified kind of event
will occur when certain predetermined conditions are fulfilled; and it is the ra-
tio of the number of times in the long run in which that specified result would
follow upon the fulfillment of those conditions to the total number of times in
which those conditions were fulfilled in the course of experience.”, CP 5.169.

In the second part of the above excerpt Peirce expresses a classical (frequentist) under-
standing of having probability in the sample space, and not in the parameter space, that
is, he admits predictive probability statements but does not admit epistemic probability
statements. The FBST is a Bayesian formalism that uses both predictive and epistemic
probability statements, as explained in Chapter 1. However, when we examine the reason
presented by Peirce for adopting this position, in the first part of the excerpt, we find a
remarkable coincidence with the arguments presented in Stern (2003, 2004, 2006, 2007)
against the orthodox Bayesian methodology for testing sharp hypotheses: The FBST does
not attribute a probability to the theory (sharp hypothesis) being tested, as do orthodox
Bayesian tests, but rather a degree of possibility. In Stern (2003, 2004, 2006, 2007) we
analyze procedures that attribute a probability to a given theory, and came to the exact
same conclusion as Pierce did, namely, those procedures are absurd.
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6.6 Measure Theory: Let us now return to the Peircean concept of Synechism, to
discuss a technical point of contention between orthodox Bayesian statistics and the FBST
unorthodox Bayesian approach. The FBST formalism relies on some form of Measure
theory, see comments in section 3. De Finetti, the founding father of the orthodox school
of Bayesian statistics, feels very uncomfortable having to admit the existence of non-
measurable sets when using measure theory in dealing with probabilities, in which valid
statements are called events, see Finetti (1975, 3.11, 4.18, 6.3 and appendix). Dubins
and Savage (1976, p.8) present similar objections, using the colorful gambling metaphors
that are so characteristic of orthodox (decision theoretic) Bayesian statistics. In order to
escape the constraint of having non-measurable sets, de Finetti (1975, v.2, p.259) readily
proposes a deal: to trade off other standard properties of a measure, like countable (o)
additivity:

“Fvents are restricted to be merely a subclass (technically a o-ring with some
further conditions) of the class of all subsets of the base space. In order to make
o-additivity possible, but without any real reason that could justify saying to
one set ‘you are an event’, and to another ‘you are not’.”

In order to proceed with our analysis, we have to search for the roots of de Finetti’s
argument, roots that, we believe, lay outside de Finetti’s own theory, for they hinge on
the perceived structure of the continuum. Bell (1998, p.2), states:

“the generally accepted set-theoretical formulation of mathematics (is one) in
which all mathematical entities, being synthesized from collections of individu-
als, are ultimately of a discrete or punctate nature. This punctate character is
possessed in particular by the set supporting the ‘continuum’ of real numbers
- the ‘arithmetical continuum’.”

Among the alternatives to arithmetical punctiform perspectives of the continuum,
there are more geometrical perspectives. Such geometrical perspectives allow us to use an
arithmetical set as a coordinate (localization) system in the continuum, but the ‘ultimate
parts’ of the continuum, called infinitesimals, are essentially nonpunctiform, i.e. non point
like. Among the proponents of infinitesimal perspectives for the continuum one should
mention G.W.Leibniz, [.Kant, C.S.Peirce, H.Poincaré, L.E.J.Brouwer, H.Weyl, R.Thom,
F.W .Lawvere, A.Robinson, E.Nelson, and many others. Excellent historical reviews are
presented in Bell (1998 and 2005), a general view, and Robertson (2001), for the ideas of
C.S.Peirce. In the infinitesimal perspective, see Bell (1998, p.3),

“any of its (the continuum) connected parts is also a continuum and, accord-
ingly, divisible. A point, on the other hand, is by its nature not divisible, and
so (as stated by Leibniz) cannot be part of the continuum.”
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In Peirce doctrine of synechism, the infinitesimal geometrical structure of the con-
tinuum acts like “ the ‘glue’ causing points on a continuous line to lose their individual
identity.”, see Bell (1998, p.208, 211). According to Peirce, “ The very word continuity
implies that the instants of time or the points of a line are everywhere welded together.”

De Finetti’s argument on non-measurable sets implicitly assumes that all point subsets
of R™ have equal standing, i.e., that the continuum has no structure. Under the arithmeti-
cal punctiform perspective of the continuum, de Finetti’s objection makes perfect sense,
and we should abstain from measure theory or alternative formalisms, as does orthodox
Bayesian statistics. This is how Peirce’s concept of synechism helps us to overcome a
major obstacle (for the FBST) presented by orthodox Bayesian philosophy, namely, the
objections against the use of measure theory.

At this point it should be clear that my answer to Brier’s question is emphatically
affirmative. From Brier’s comments and suggestions it is also clear how well he knew the
answer when he asked me the question. As a maieutic teacher however, he let me look
for the answers my own way. I can only thank him for the invitation that brought me for
the first time into contact with the beautiful world of semiotics and Peircean philosophy.

2.7 Final Remarks

The physician Rambam, Moshe ben Maimon (1135-1204) of (the then caliphate of) Cor-
doba, wrote Shmona Perakim, a book on psychology (medical procedures for healing the
human soul) based on fundamental principles exposed by Aristotle in Nicomachean Ethics,
see Olitzky (2000) and Rackham (1926). Rambam explains how the health of the human
soul depends on always finding the straight path (derech y’shara) or golden way (shvil
ha-zahav), at the perfect center between the two opposite extremes of excess (odef) and
scarcity (choser), see Maimonides (2001, v.1: Knowledge, ch.2: Temperaments, sec.1,2):

“The straight path is the middle one, that is equidistant from both extremes....
Neither should a man be a clown or jokester, nor sad or mourning, but he
should be happy all his days in serenity and pleasantness. And so with all the
other qualities a man possesses. This is the way of the scholars. Fvery man
whose virtues reflect the middle, is called a chacham... a wise man.”

Rambam explains that a (always imperfect) human soul, at a given time and situation,
may be more prone to fall victim of one extreme than to its opposite, and should try to
protect itself accordingly. One way of achieving this protection is to offset its position in
order to (slightly over-) compensate for an existing or anticipated bias.

At the dawn of the 20th century, humanity had in classical physics a paradigm of
science handing out unquestionable truth, and faced the brutality of many totalitarian
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states. Dogmatism had the upper hand, and we had to protect ourselves accordingly.

At the beginning of the 21st century we are enjoying the comforts of an hyperactive
economy that seems to be blind to the constraints imposed by our ecological environment,
and our children are being threatened by autistic alienation through the virtual reality of
their video games. It may be the turn of (an apathetic form of) solipsism.

Finally, Rambam warns us about a common mistake: Protective offsets may be a
useful precautionary tactic, or even a good therapeutic strategy, but should never be
considered as a virtue per se. The virtuous path is the straight path, neither left of it nor
right of it, but at the perfect center.



64

CHAPTER 2: LANGUAGE AND SELF-REFERENCE



Chapter 3

Decoupling, Randomization,
Sparsity, and Objective Inference

“The light dove, that at her free flight cleaves the air,
therefore feeling its resistance, could perhaps imagine
that she would succeed even better in the empty space.”

Immanuel Kant (1724-1804),
Critique of Pure Reason (1787, B-8).

Step by step the ladder is ascended.

George Herbert (1593 - 1633),
Jacula Prudentium (1651).

3.1 Introduction

H.von Foerster characterizes “known” objects as eigen-solutions for an autopoietic system,
that is, as discrete (sharp), separable (decoupled), stable and composable states of the
interaction of the system with its environment. Previous chapters have presented the Full
Bayesian Significance Test (FBST) as a mathematical formalism specifically designed to
access the support for sharp statistical hypotheses, and have shown that these hypotheses
correspond, from a constructivist perspective, to systemic eigen-solutions in the practice
of science, as seen in chapter 1. In this chapter, the role and importance of one of these
four essential attributes indicated by von Foerster, namely, separation or decoupling, is
studied.

65
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Decoupling is the general principle that allows us to understand the world step by
step, ‘looking’ at it a piece at a time, localizing single features, isolating basic components
or identifying simple objects, out of the immense complexity of the whole universe. In
statistical models, decoupling is often introduced by means of no association assumptions,
such as independence, zero covariance, etc. In this context, decoupling relations are
sharp statistical hypotheses that can be tested, see for example Stern and Zacks (2002).
Decoupling relations in statistical models can also be introduced a priori by means of
special Design of Statistical Experiments (DSEs) techniques, the best known of which
being randomization.

In chapter 2 the general meaning of the term “Objective” (how, less, more) is defined
as the “degree of conformance of an object to the essential attributes of an eigen-solution”.
One of the common uses of the word objective, as opposed to “subjective”, stresses the
decoupling or separation of a given systemic eigen-solution, such as an object of a scientific
program, from the peculiarities of a second system, such as a specific human observer. It
is this restricted meaning, focusing on the decoupling property of systemic eigen-solutions,
that justifies the use of the term objective in this chapter’s title.

The decoupling principle, and one of its most celebrated examples in Physics, the
vibrating chord, are presented in section 2. In the vibrating chord model, a basic lin-
ear algebra operation, the eigen-value factorization, is the key to obtain the decoupling
operator. In addition, the importance of eigen-solutions and decoupling operations are
discussed from a constructivist epistemological perspective. Herein, we shall focus on de-
coupling operators related to an other basic linear algebra operation, namely, the Cholesky
factorization. In section 3 we show how Cholesky factorization can be used to decouple
covariance structure models. In section 4, Simpson’s paradox and some strategies for
DSEs, such as control and randomization, are discussed. These strategies can be used to
induce independence relations, that are expressed into the sparsity structure of the model,
which can, in turn, be used for efficient decoupling. In section 5, the role of C.S.Peirce
in the introduction of control and randomization in DSEs is reviewed from an histori-
cal perspective. This revision will help us set the stage for the discussion, in section 6,
of a controversial issue: randomization in Bayesian Statistics. In section 7 some episte-
mological consequences of randomization, are discussed and the underlying themata of
constructivism and objective knowledge are revisited.

The Cholesky factorization operator is presented in section 3, in conjunction with
the computational concepts of sparse and structured matrices. Covariance structure and
Bayesian networks are some of the most basic and widely used statistical models. There-
fore, understanding their decoupling properties is important, not only from a compu-
tational point of view, but also from the theoretical and a epistemological perspective.
Furthermore, one could argue that the usefulness of these statistical models are due ex-
actly to their decoupling properties. Final remarks are presented in section 8.
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3.2 The Decoupling Principle

Understanding the entire universe, with all its intricate constituents, relations and inter-
connections, can be a daunting task, as stated by Schlick (1979, v.1, p.292):

“ The most important (of these) difficulties arises from the recognition of the
unending linkage of all natural processes one with another. Its effect is that,
on an exact view, every occurrence in the world is dependent on every other;
the fall of a leaf is ultimately influenced by the motions of the stars, and it
would be a task utterly beyond fulfillment to assign its ‘cause’ with absolute
completeness to any given process that we suppose determined down to the last
detail. For this purpose we should have to adduce nothing less than all of the
circumstances of the universe that have so far occurred.

Now fortunately this boundlessness is at once considerably restricted by expe-
rience, which teaches us that the reciprocal interdependence of all events in
nature is subject to certain easy formulable conditions.”

L.Sadun has written an exceptionally clear book on linear algebra, emphasizing the
idea of decoupling, i.e. the strategy of breaking down complicated multivariate systems
into simple ‘modes’, by a suitable change of coordinates, see also Rijsbergen (2004). Sadun
(2001, p.1) states the goal of his book as follows:

“In this book we cover a variety of linear evolution equations, beginning with
the simplest equations in one variable, moving to coupled equations in several
variables, and culminating in problems such as wave propagation that involve
an infinite number of degrees of freedom. Along the way we develop techniques,
such as Fourier analysis, that allow us to decouple the equations into a set of
scalar equations that we already know how to solve.

The general strategy is always the same. When faced with coupled equations
imvolving variables x+, ..., x,, we define new variables yi,...,y,. These vari-
ables can always be chosen so that the evolution of y; depends only of y1 (and
not on Ys, ..., Yn), the evolution of yo depends only of yo, and so on. To find
x1(t), ..., x,(t) in terms of the initial conditions x1(0),...,z,(0), we convert
x(0) to y(0), then solve for y(t), then convert to x(t).

As an example of paramount theoretical and historical importance in Physics, we
consider the discrete chord. The chord is kept at tension h, with n particles of mass
m at equally spaced positions js, 7 = 1...n. The extremes of the chord, at positions
0 and (n + 1)s, are kept fixed, and = = [x1,29,...,z,]" denote the particles’ vertical
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Figure 1: Eigen-Solutions of Continuous and Discrete Chords.

displacements, see French (1974, ch.5 Coupled oscillators and normal modes, p.119-160),
Marion (1999, ch.9) and Franklin (1968, ch.7), Figure 1 shows the discrete chord for n = 2.

The second order differential equation of classical mechanics, below, privides a linear
approximation for the discrete chord system’s dynamics:

2 -1 0 0 0
-1 2 -1 0 0
o -1 2 -1 . h
i+Kr=0, K=uwj , wp = — .
o o0 -1 . . 0 ms
o2 —1
| 0 0 0 -1 2

As it is, the discrete chord differential equation is difficult to solve, since the n coor-
dinates of vector x are coupled by matrix K. In the following paragraphs we show how
to decouple this differential equation.

Suppose that an orthogonal matrix () is known to diagonalize matrix K, that is,
Q'=Q, and QKQ = D = diag(d), d = [dy,ds,...,d,). After pre-multiplying the
above differential equation by (', we obtain the matrix equation

Q(QY) + QK (Qy) =1Ij+ Dy =0
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which is equivalent to the n decoupled scalar equations for harmonic oscillators, §jp+dryr =
0, in the new ‘normal’ coordinates, y = Q’x. The solution of each harmonic oscillator, as
a function of time, ¢, has the form yx(t) = sin(¢x + wyt), with phase 0 < ¢, < 27 and
angular frequency wy, = /dj.

The columns of matrix (), the decoupling operator, are the eigenvectors of matrix
K, which are, as one can easily check, multiples of the un-normalized vectors z*. Their
corresponding eigenvalues, d, = wi, for j,k =1...n, are given by

2k = gin Jkm W = 2Wq Sin k—ﬂ
i n+1) 0 T2+ 1)

The decoupled modes of oscillation, for n = 2, are depicted in Figure 1. They are

called ‘normal’” modes in physics, ‘standing” modes in engineering, and eigen-solutions in
mathematics. The discrete chord with n particles will have n normal modes, and the
limit case, n — oo, is called the continuous chord. The normal modes of the continuous
chord are given by trigonometric functions, the first few of which are depicted in Figure
1. They are also called ‘standing’ waves or eigen-functions of the chord, and constitute
the basis of Fourier analysis.

In either the discrete or the continuous chord, we can ‘excite’, i.e. give energy or ‘put
in motion’, one of the normal modes, without affecting any other normal mode. This
is the physical meaning of decoupling, i.e. to have ‘separate’ eigen-solutions. Since the
differential equation describing the system is linear, distinct normal modes can also be su-
perposed. This is called the ‘superposition’ principle, which renders the compositionality
rule for the eigen-solutions of the chord.

In the original coordinate system, x, coupling made it hard to follow the system’s
evolution. In the normal coordinate system, y, based on the system’s eigen-solutions,
decoupling and superposition made it easier to understand the system behavior. But are
these eigen-solutions “just” a formal basis for an alternative coordinate system, or do they
represent “real objects” within the system under study?

Obviously, this is not a mathematical or physical question, but rather an epistemo-
logical one. From a constructivist perspective, we can consider these eigen-solutions
“objectively known” entities in the system. Nevertheless, the meaning of the term ob-
jective in a constructivist epistemology is distinct from its meaning in a dogmatic realist
epistemology, as explained in Stern (2006b, 2007a,b).

From a constructivist perspective, systemic eigen-solutions can be identified and “named”
by an observer. Indeed, the eigen-solutions of the vibrating chord have been identified
and named thousands of years before mankind knew anything about differential equa-
tions. The eigen-values of the chord are known in music as the ‘fundamental tone’ and
its ‘higher harmonics’, and constitute the basis for all known musical system