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The control system is one of the three basic components of an automated system {Section
4.1). In this chapter, we examine industrial control systems, in particular how digital com-
puters are used to implement the control function in production. Industrial control is
defined herc as the automatic regulation of unit operations and their associated equip-
ment as well as the intcgration and coordination of the unit operations into the larger
production system. In the context of our book, the term wunit operations usually refers to
manufacturing operations; however, the term also applies to the operation of material
handling and other industrial equipment. Let us begin our chapter by comparing the
application of industrial control in the processing industries with its application in the dis-
crete manufacturing industries. '
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PROCESS INDUSTRIES VERSUS DISCRETE MANUFACTURING INDUSTRIES

In our previous discussion of industry types in Chapter 2, we divided industries and their
production operations into two basic categories: (1) process industries and (2) discrete
manufacturing industries. Process industries perform their production operations on
amounts of materials, because the materials tend to be liquids, gases, powders, and similar
materials, whereas discrete manufacturing industries perform their operations on quantities
of materials, because the materials tend to be discrete parts and products. The kinds of unit
operations performed on the materials are differcnt in the two industry categories. Some
of the typical unit operations in each category are listed in Table 5.1.

5.1.1 Levels of Automation in the Two Industries

The levels of automation (Section 4.3) in the two industries are compared in Table 5.2. The
significant differences are seen in the low and intermediate levels. At the device level,
there are differences in the types of actuators and sensors used in the two industry cate-
gories, simply because the processes and equipment are different. [n the process industries,
the devices are used mostly for the control loops in chemical, thermal, or similar pro-
cessing operations, whereas in discretc manufacturing, the devices control the mechani-
cal actions of machines. At the next level up, the difference is that unit operations are
controlled in the process industries, and machines are controlled in the discretc manu-
facturing operations. At the third level, the difference is between control of intercon-
nected unit processing operations and interconnected machines. At the upper levels (plant
and enterprise), the control issues are similar, allowing for the fact that the products and
processes are diffcrent.

5.12 Variables and Parameters in the Two Industries

The distinction between process industries and discrete manufacturing industries extends to
the variables and parameters that characterize the respective production operations. The
reader will recall from the previous chapter (Scction 4.1.2) that we deflined variables as out-
puts of the process and parametcrs as inputs to the process. In the process industries, the
variables and parameters of interest tend to be continuous, whereas in discrete manufactur-
ing, they tend to be discrete. Let us explain the differences with reference to Figure 5.1.
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% Typical Unit Operations in the Typical Unit Operations in the
g Process Industries Discrete Manufacturing Industries
g
: Chemical reactions Casting
Comminution Forging
Deposition {e.g., chemical vapor Extrusion
deposition) Machining
Distillation Mechanical assembly
Mixing and blending of ingredients Plastic molding

Separation of ingredients Sheet metal stamping
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TABLE 6.2 Levels of Automation in the Process Industries
and Discrete Manufacturing industries

1 evel of Automation in the Process 1 evel of Automation in the Discrete
Level Industries Manufacturing Industries
5  Corporate level—management Corporate level— management information g
information system, strategic planning, gystem, strategic planning, high-level E
high-level management of enterprise management of enterprise £
4 Plant level—scheduling, tracking materials,  Plant or factory level—scheduling, tracking £
equipment monitoring work-in-process, routing parts through £
machines, machine utilization E-
3 Supervisory control jevel—control and Manufacturing cell or system level—control &
coordination of several interconnected and coordination of groups of machines
unit operations that make up the total and supporting equipment working in &
process coordination, including material handling %
aquipment 3
2 Regufatory control level—control of unit Machine level—production machines and -
operations workstations for discrete part and
product manufacture
1 Device level—sensors and actuators Device level—sensors and actuators to
comprising the basic control loops for accomplish control of machine actions

unit operations

-

A continuous variable (o parameter) is one that is uninterrupted as time procecds,
at least during the manufacturing operation. A continuous variable is generally consid-
ered to be analog, which means it can take on any value within a certain range. The vari-
able is not restricted to a discrete sct of values. Production operations in both the process
industries and discrete parts manufacturing are characterized by continuous variables.
Examples include force, temperature, flow rate, pressure, and velocity, All of these variables
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Figure 5.1 Continuous and discrete variables and parameters in
manufacturing operations.
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(whichever ones apply to a given production process) are continuous over time during the
process, and they can take on any of an infinite number of possible values within a certain
practical range.

A discrete variable (or parameter) is one that can take on only certain values within
a given range. The most common type of discrete variable is binary, meaning it can take
on either of two possible values, ON or OFF, open or closed, and so on. Examples of dis-
crete binary variables and parameters in manufacturing include limit switch open or
closed, motor on or off, and workpart present or not present in a fixture. Not all discrete
variables (and parameters) are binary. Other possibilities are variables that can take on
more than two possible values but less than an infinite number, that is, discrete other than
binary. Examples include daily piece counts in a production operation and the display of
a digital tachometer. A special form of discrete variable (and parameter) is pulse dala,
which consist of a train of pulses as shown in Figure 5.1. As a discrete variable, a pulse
train might be used to indicate piece counts, for example, parts passing on a conveyor acti-
vate a photocell to produce a pulse for each part detected. As a process parameter, a pulse
train might be used to drive a sicpper motor.

5.2 CONTINUOUS VERSUS DISCRETE CONTROL

Industrial conirol systems used in the process industries have tended to cmphasize the
control of continuous variables and parameters. By contrast, the manufacturing industries
produce discrete parts and products, and their controllers have tended to emphasize dis-
crete variables and parameters. Just as we have two basic types of variables and parame-
ters that characterize production operations, we also have two basic types of control:
(1) continuous control, in which the variables and parameters are continuous and analog;
and (2) discrete control, in which the variables and parameters are discrete, mostly binary
discretc. Some of the differences between continuous control and discrete control are sum-
marized in Table 5.3.

TABLE 5.3 Comparison Between Continuous Control and Discrete Control

Comparison Continuous Control Discrete Control in Discrete
Factor in Process Industries Manufacturing Industries
Typical measures of Weight measures, liquid volume measures, Number of parts, number of products

product output solid volume measures
Typical quality Consistency, concentration of sotution, Dimensions, surface finish,
. measures absence of contaminants, conformance to appearance, absence of defects,
. specification product reliability
Fypical variables Temperature, volume flow rate, pressure Position, velocity, acceleration, force
and parameters
:'!'Vpical Sensors Flow meters, thermocouples, Limit switches, photoelectric sensors,
: pressure Sensors strain gages, piezoelectric sensors
Typical actuators Valves, heaters, pumps Switches, motors, pistons
Typical process Seconds, minutes, hours Less than a second

.. time constants
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In reality, most operations in the process and discrete manufacturing industrics
include both continuous and discrete variables and paramcters. Consequently, many
industrial controlicrs arc designed with the capabilily 10 receive, operale on. and trans-
mit both types of signals and data. In Chapter 6, we discuss the various types of signals
and data 1p industrial control sysiems and how the data arc converted for use by digital
computer controllers.

To complicate matters, since digital computers began replacing analog controllers in
continuous process control applications around 1960, conlinuots process variables are no
longer measured continuousty. Instead, they are sampled periodicaliy, in effcct crealing a
discrete sampled-data system that approxumates the actual continuous systenm. Similarly,
the control signals sent 10 the process are typically stepwise functions that appyoximate
the previous continuous control signals transmitted by analog controllers. Henee. in digt-
tal computer process control, even continuous variables and parameters posSess charac-
teristics of discrete data, and these characteristics must be considered in the design of the
computer-process interface and the control algorithms used by the controfter.

5.2.1 Continuous Control Systems

In continuous control, the usual objective is 0 maintain the vajuc of an output variable at
a desired level, similar to the operation of a feedback control system as delined in the pre-
vious chapter (Section 4.1.3). However. most continuous PYOCEsses in the practical world
consist of many separate feedback 10ODS, all of which have 1o be controlled and coordi-
nated to maintain the output variable at the desired value. Examples of continuous
Processes are the following:

« Control of the output of a chemical reaction that depends on temperatlure, pressure,

and input flow raies of several reactants. All of these variabcs and/or parameters
are continbous.

« Controf of the position of a workpart relative to @ cutting tool in 2 contour milling
operation i1 which complex curved surfaces arc generaled.’l"hc position of the part
is defined by x-. ¥~ and z-coordinate values. As the part maves, the x, y,and z values
can be considered as continuous variablcs and/or parameters that change over time
to machine the part.

There are several ways {0 achicve the control objective in 4 contipuous process con
trol systein. In the following paragraphs, we survey the most prominent categorics.

Regulatory Control. 1n regulatory control, the objective is 10 maintain process
performance at a certain level OF within a given tolerance band of that jevel. This is appro-
priate, for example, when the performance attribute is some measure of product quality,
and it is important t0 keep the quality at the specified {cvel or within 8 specified range- In
many applications, the performance measure of the process, sometimes called the index of
performance, must be calculated hased on several output variables of the process. Except
for this fcature, regulatory control is to the overall process what fecdback control is to an
individual control loop in the process, as supgested by Figure 3.2.

The trouble with regulatory control {and also with a simple feedback controt loop)
is that compensating action is taken only after a disturbance has affected the process oul-
put. An error must be present for any control action 1o pe taken. The presence of an ctrof

gec. b
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Figure 5.2 Regulatory control.

means that the output of the process is different from the desired vatue. The following
control mode, feedforward control, addresses this issue.

Feedforward Control. The strategy in feedforward control is to anticipate the
effect of disturbances that will upset the process by sensing them and compensating for
them beforc they can affect the process. As shown in Figure 5.3, the feedforward con-
trol elements sensc the presence of a disturbance and take corrective action by adjust-
ing a process parameter that compensates for any effect the disturbance will bave on
the process. In the ideal case, the compensation is completely effective. However, com-
plete compensation is unlikely because of imperfections in the feedback measure-
ments, actuator operations, and control algorithms, so feedforward control is usually
combined with fecdback control, as shown in our figure. Regulatory and feedforward
control are more closely associated with the process industries than with discrete prod-
uct manufacturing.

Steady-State Optimization. This term refers to a class of optimization tech-

niques in which the process exhibits the following characteristics: (1) there is a well-
defined index of performance, such as product cost, production rate, or process yield; (2) the

Disturbance

Input paramedters Y Qutput variables
> Process »- } >
— >
Adjustments Measured
f 1o input I variables
: parameters
Feedforward Controller
control elements -
Index of
Performance performance

target ievel

Figure 5.3 Feedforward control, combined with feedback control.
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Figure 5.4 Steady-state (open loop) optimal control.

relationship between the process variables and the index of performance is known; and
(3) the values of the system parameters that optimize the index of performance can be
determined mathematically. When these characteristics apply, the control algorithm is
designed to make adjustments in the process parameters 1o drive the process toward the
optimal state. The control system is open loop, as seen in Figure 5.4. Several mathematical
techniques are available for solving steady-state optimal control problems, including dif-
{erential calculus, calculus of variations, and various mathematical programming methods.

Adaptive Control. Steady-staie optimal control operates as an open loop system. J1
works successfully when there are no disturbances that invalidate the known relationship
belween process parameters and process performance. When such disturbances are present
in the application,a self-correcting form of optimal control can be used, called adaptive con-
trol. Adaptive control combines feedback control and optimal control by measuring the rel-
gvant process variables during operation {as in feedback control) and using a control
algorithm that attempts to optimize some index of performance (as in optimal control).

Adaptive control is distinguished from feedback control and steady-state optimal
control by its unique capability to cope with a time-varying environment. It is not
unusual for a system to operate in an environment that changes over lime and for the
changes to have a potential effect on system performance. If the internal parameters or
mechanisms of the system are fixed, as in feedback control or optimal control, the system
may perform quite differently in one type of environment than in another. An adaptive
control system is designed to compensate for its changing cpvironment by monitoring its
own performance and altering some aspect of its control mechanism to achieve optimal
or near-optimal performance. In a production process, the “time-varying environment”
consists of the variations in processing variables, raw materials, tooling, atmospheric con-
ditions, and the like, any of which may affect performance.

The general configuration of an adaptive control system is illustrated in Figure 5.5.
To evaluate its performance and respond accordingly, an adaptive contro} sysiem per-
forms three functions, as shown in the figure:

1. Identification function. In this function, the current value of the index of perfor-
mance of the system is determined, based on measurements collected from the
process. Since the environment changes over time, system performance also




.ec. 5.2 / Continuous Versus Discrete Control 95

Input parameters Qutput variables Performance
—- > measure
- Process - >
L -
Adjustments 3
to input : """""" 1
parameters ‘ Modification | |
| 1 | Measured
] f "l variables
1
1
1 .
\ Decision |
Adaptive | :
controller | l 'I Index of
1
e -+ serformance
1 Identification | !
\
1

Figure 5.5 Configuration of an adaptive control system.

changes. Accordingly, the identification function must be accomplished more or less
continuously over time during system operation.

2. Decision function. Once system performance has been determined, the next func-
tion is to decide what changes should be made to improve performance. The deci-
sion function is implemented by means of the adaptive system’s programmed
algorithm. Depending on this algorithm, the decision may be to change one or more
input parameters to the process, to alter some of the internal parameters of the con-
troller, or to make other changes.

3. Modification function. The third function of adaptive control is to implement the
decision. Whereas decision is a logic function, modification is concerned with physi-
cal changes in the system. It involves hardware rather than software. In modifica-
tion, the system parameters or process inputs are altered using available actuators
to drive the system toward a more optimal staic.

Adaptive control is most applicable at levels 2 and 3 in our automation hierarchy
(Table 5.2). Adaptive control has been the subject of research and development for sev-
eral decades: it was originally motivated by problems of high-speed flight control in the
age of jet aircraft. The principles have been applied in other areas as well, including man-
ufacturing. One notable example is adaptive control machining, in which changes in
process variables such as cutting force, power, and vibration are used to effect control
over process parameters such as cutting speed and feed rate.

On-Line Search Strategies. On-line search sirategies can be used to address a
special class of adaptive control problem in which the decision function cannot be suffi-
ciently defined; that is, the relationship between the input parameters and the index of
performance is not known, or not known well enough to use adaptive control as previ-
ously described. Therefore, it is not possible to decide on the changes in the internal para-
meters of the system to produce the desired performance improvement. Instead,
experiments must be performed on the process. Small systematic changes are made in the
input parameters of the process to observe the effect of these changes on the outpul vari-
ables, Based on the results of these experiments, larger changes are made in the input
parameters to drive the process toward improved performance.
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On-line search strategies include a variety of schemes to explore the cffects of
changes in process parameters, ranging from trial-and-exror techniques to gradient methods.
All of the schemes attempt to determine which input parameters cause the greatest posi-
tive effect on the index of performance and then move the process in that direction. There
is little evidence that on-line search techniques are used much in discrete parts manufac-

turing. Their applications are more common in the continugus process industries.

Other Specialized Techniques. Other specialized technigues include strategics
that are currently evolving in control theory and computer science. Examples include
jearning systems, expert systems, neural networks, and other artificial intelligence meth-
ods for process control.

5.2.2 Discrete Control Systems

In discrete control, the parameters and variables of the system are changed at discrete moments
in time. The changes involve variables and parameters that are also discrete, typically binary
(ON/OFF). The changes are defined in advance by mecans of a program of instructions, for
example, a work cycle program (Section 4.1.2). The changes are executed either because the
state of the system has changed or becausc a certain amount of time has elapsed. These two
cases can be distinguished as (1) eveni-driven changes or (2) time-driven changes {2].

An event-driven change is executed by the controller in response to some event that
has caused the state of the system to be altered. The change can be to initiate an opera-
tion or terminate an operation, start a motor or stop it, open a valve or close it, and so
forth. Examples of event-driven changes are

« A robot loads a workpart info the fixture, and the part is sensed by a limit switch.
Sensing the part’s presence is the event that alters the system state. The event-driven
change is that the automatic machining cycle can now commence.

o The diminishing level of plastic molding compound in the hopper of an injection
molding machine triggers a low-level switch, which in turn opens a valve to start the
flow of new plastic into the hopper. When the level of plastic rcaches the high-level
switch, this triggers the valve to close, thus stopping the flow of pellets into the hopper.

« Counting parts moving along a conveyor past an optical sensor is an event-driven
system. Each part moving past the sensor is an event that drives the counier.

A time-driven change is exccuted by the control system either at a specific point in
time or after a certain time lapse has occurred. As before, the change usually consists of
starting something or stopping something, and the time when the change occurs is impor-
tant. Examples of time-driven changes are

« In factories with specific starting times and ending times for the shift and uniform
break periods for all workers, the “shop clock” is set to sound a bell at specific
moments during the day to indicate these start and stop times.

« Heat treating operations must be carried out for a certain length of time. An auto-
mated heat treating cycle consists of automatic loading of parts into the furnace
(perhaps by a robot) and then unloading after the parts have been heated for the
specified length of time.
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« In the operation of a washing machine, once the laundry tub has been filled to the pre-
set level, the agitation cycle continues for a length of time set on the controls. When
this time is up, the timer stops the agitation and initiates draining of the tub. (By com-
parison with the agitation cycle, filling the laundry tub with water is event-driven. Hll-
ing continues until the proper level is sensed, which causes the inlet valve to close.)

The two types of change correspond to two different types of discrete control, called
combinational logic control and sequential control. Combinational logic control is used to
control the execution of event-driven changes, and sequential control is used to manage
time-driven changes. These types of control are discussed in our expanded coverage of
discrete control in Chapter 9.

Discrete control is widely used in discrete manufacturing as well as the process indus-
tries. In discrete manufacturing, it is used to control the operation of conveyors and other
material transport systems (Chapter 10), automated storage systems (Chapter 11), stand-
alone production machines (Chapter 14), automated transfer lines (Chapter 16), automated
assembly systems (Chapter 17), and flexible manufacturing systems (Chapter 19). All of
these systems operate by following a well-defined sequence of start-and-stop actions,
such as powercd feed motions, parts transfers between workstations, and on-line auto-
mated inspections.

In the process industries, discrete control is associated more with batch processing
than with continuous processes. In a typical batch processing operation, cach batch of
starting ingredients is subjected to a cycle of processing steps that involves changes in
process parameters (¢.g., temperature and pressure changes), possible flow from one
container to another during the cycle, and finally packaging. The packaging step differs
depending on the product. For foods, packaging may involve canning or boxing. For
chemicals, it means filling containers with the liquid product. And for pharmaceuticals, it
may involve filling bottles with medicine tablets. In batch process control, the objective is
to manage the sequence and timing of processing steps as well as to regulatc the process
parameters in each step. Accordingly, batch process control typicaily includes both con-
tinuous control as well as discrete control.

.3 COMPUTER PROCESS CONTROL

The use of digital computers to control industrial processes had its origins in the continu-
ous process industries in the late 1950s (Historical Note 5.1). Prior to that point, analog con-
trollers were used to implement continuous control, and relay systems were used to
implement discrete control. At that time, computer technology was in its infancy, and the only
computers available for process control were large, expensive mainframes. Compared with
today’s technology, the digital computers of the 1950s were stow, unreliable, and not well
suited to process control applications. The computers that were installed sometimes cost
more than the processes they controlled. Around 1960, digital computers statted replacing
analog controllers in continuous process control applications, and around 1970, program-
mable logic controllers started replacing relay banks in discretc control applications.
Advances in computer technology since the 1960s and 1970s have resulted in the develop-
ment of the microprocessor. Today, virtually all industrial processes, certainly new installa-
tions, are controlled by digital computers based on microprocessor technology.
Microprocessor-based controllers are discussed in Section 5.3.3.
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_ H_i_stori_c_:al Note 5.1 Computer process control [1, 7l

- Control of industrial processes by digital computers can be traced to the process industries in
the late 1950s and early 1960s. These industries, such as oil refineries and chemical plants, use
high-volume continuous production processes characterized by many variables and associ-
* ated control loops. The processes had traditionally been controlled by analog devices, each
- loop having its own set point value and in most instances operating independently of other
' Idops. Any coordination of the process was accomplished in a central control room, where
workers adjusted the individual settings, attempting to achieve stability and economy in the
process. The cost of the analog devices for all of the control loops was considerable, and the
human coordination of the process was less than optimal. The commercial development of
_ the digital computer in the 1950s offered the opportunity to replace some of the analog con-
trol devices with the computer. - ' .
- . The fitst known atteript to use a digital computer for process control was at a Texaco
 refinery in Port Axthur, Texas in the late 1950s. Texaco had been contacted in 1956 by computer
. mantifacturer Thomson Ramo Woodridge (TRW), and a feasibility study was conducted on a

. polymerization unit at the refinery. The computer control system went on ling in March 1959.The

control application involved 26 flows, 7 temperatures, three pressures, and three compositions
This pioneering work did not escape the notice of othex companies in the process industries as
‘well 4s other computer companies. The process industries saw computer process control as a
neans of automation, and the computer comipanies saw a potential market for their products.
“The ‘availablé computers it the. late 1950s were not reliable, and most of the subse-
t process control inistallations operated by either printing out instructions for the oper-

aking adjustments in'the set points of analog controllers, thereby reducing the
downtime due to :@mputct’-ﬁfoblema"'rhe-latter mode of operation was
ritFol- By March 1961, a total of 37 computer process control systems had
ch-expericrice was gained from these early installations. The interrupt fea-
5.3.2); by which the It';(_')_;il’ptiter:."s"‘{gspchds"(_:uifr_ent_ program execition to quickly
pr edd, was developed duiing this period: - S
first direct digital control (DDC) system (Section 5.3.3), in which certairi analog
16 repliced by tie computer, was installed by Imperial Chemical Tndustries in Bng-
me;

tationi, 224 process variables were measured, and 129 actuators
trolled. mpi_'q\_fcmcnts__m'DDC_’t__e_chnolégji:\i\_reré inade, and additionaksys-

duririg the 19605, Advantages of DDC noted during this timg included
ting analog instrurbentation, (2) simplified operator display panels,
cprogramming capability. - .
‘was advancing, leadin

_ g to the _'de_\rélopmen_tbf the minicomputer
I applications were easier to justify using these smaller, less

opmént of the micr_dcamput;g'i'f"in_"t_he- eatly 1970s continued this

ost process control hardware and interface equipinert (such as analog:to-digital
“becoming available due to:the larger markets made possible by low-cost

3 vél&prficﬁﬁ-‘i’_‘ﬁ"'i;ﬁix‘fii‘p’i‘;ité'féiifacesr;t:cOhf__r'qlf up-to this time were biased. -
:the'process industries rather than discrete part and product manufacturing. Just as

evices:had been used to gutomate process industry operations, relay banks were
to satisfy the ‘discrete process control. (ON/OFF) requirements in manufactur-
automiation. The programmable logic controlier (PLC), a control computer desigried for

" diserete process. control, was developed in the carly 19705 (Historical Note 9.1). Also,
numerical ¢q;1tré{_(NC)_maéhine tools (Historical Note 7.1) and industrial robots (Histori-
“‘cal Note 8.1), technologies that preceded compiter contral, started to be designed with dig-

- {tal computers as their controllers.
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. The availability. of low-cost microcomputers and programmable logic controllers

ed-in‘a growing number of instaliations in which a.process was controlied by multi-
uters networked together. The term distributed control was used for this kind of
the first of which was a produet offered by Honeywellin 1975. In the early 1990s,
(PCs) began to'be utilized on the factory floor, sometimes to provide
neeritig:data to shop floor. personriel, in other cases as the operator
A ¢ to processes controlled by PLCs, Today, a growing number of PCs are being used
1o directly control manufacturing operations. -~ ' '

In this section on computer process control, we identify the requirements placed on
the computer in industrial control applications. We then examine the capabilities that
have been incorporated into the control computer to address these requirements, and
finally we survey the various forms of computer control used in industry.

5.3.1 Control Requirements

Whether the application involves continuous control, discrete control, or both, there are cer-
tain basic requirements that tend to be common to nearly all process control applications. By
and large, they are concerned with the need to communicate and interact with the process
on a real-time basis. A real-time controller is a controller that is able to respond to the process
within a short enough time period that process performance is not degraded. Real-time con-
trol usually requires the controller to be capable of mutitasking, which means coping with
multiple tasks concurrently without the tasks interfering with one another.

There are two basic requirements that must be managed by the controller to
achieve real-time control:

1. Process-initiated interrupts. The controller must be able to respond to incoming signals
from the process. Depending on the relative importance of the signals, the computer
may need to interrupt execution of a current program to service a higher priority need
of the process. A process-initiated interrupt is often triggered by abnormal operating
conditions, indicating that some corrective action must be taken promptly.

2. Timer-initiated actions. The controller must be capable of executing certain actions
at specified points in time. Timer-initiated actions can be generated at regular time
intervals, ranging from very low values (e.g., 100 ps) to several minutes, or they can
be generated at distinct points in time. Typical timer-initiated actions in process
control include (1) scanning sensor values from the process at regular sampling
intervals, (2) turning on and off switches, motors, and other binary devices associ-
ated with the process at discrete points in time during the work cycle, (3) displaying
performance data on the operator’s console at regular times during a production
run, and (4) recomputing optimal process parameter values at specified times.

These two requirements correspond to the two types of changes mentioned previously in
the context of discrete control systems: (1) event-driven changes and (2) time-driven
changes.

In addition to these basic requirements, the control computer must also deal with
other types of interruptions and events. These include the following;
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3. Computer commands 1o process. In addition to receiving incoming signals from the
process, the control computer must send control signals to the process to accomplish
a corrective action. These output signals may actuate a certain hardware device or
rcadjust a set point in a control loop.

4. System- and program-initiated events. These arc events related to the computer sys-
temn itself. They are similar to the kinds of computer operations associated with busi-
ness and engineering applications of computers. A system-inifiated event involves
communications among computers and peripheral devices linked together in a net-
work. In these mulliple computer networks, feedback signals, control commands,
and other data must be transferred back and forth among the computers in the
overall control of the process. A program-initiated event occurs when the program
calls for some non-process-related action, such as the printing or display of reparts
on a printer or monitor. In process control, system- and program-initiated events
generally occupy a low level of priority compared with process interrupts, com-
mands to the process, and timer-initialed events.

5. Operator-initiated events. Finally, the control computer must be able to accept input
from operating personnel. Operator-initiated events include (1) entering new pro-
grams; (2) editing existing programs; (3) entering customer data, order number, or
startup instructions for the next production run; (4) requesting process data; and
(5) calling for emergency stops.

5.3.2 Capabilities of Computer Control

The above requirements can be satisfied by providing the controller with certain capabil-
ities that allow it to interact on a real-time basis with the process and the operator. The
capabilities are (1) polling, (2) interlocks, (3} interrupt system, and (4) exception handling,

Polling (Data Sampling). In computer process control, polling refers to the periodic
sampling of data that indicates the status of the process. When the data consist of a continu-
ous analog signal, sampling means that the continuous signal is substituted with a series of
numerical values that represent the continuous signal at discrete moments in time. The same
kind of substitution holds for discrete data, except that the number of possible numerical val-
ues the data can take on is more limited—certainly the case with binary data. We discuss the
techniques by which continuous and discrete data are entered into and transmitted from the
computer in Chapter 6. Other names for polling include sampling and scanning.

In some systems, the polling procedure simply requests whether any changes have
occurred in the data since the last polling cycle and then collects only the new data from
the process. This tends to shorien the cycle time required for polling. Issues related to
poliing include

1. Polling frequency. This is the reciprocal of the time interval between data collections.

2. Polling order. The polling order is the sequence in which the diflerent data collec-
tion points of the process are sampled.

3. Polling format. This refers to the manner in which the sampling procedure is designed.
The alternatives include (a) entering alt new data from all sensors and other devices
every polling cycle; (b) updating the control system only with data that have changed
since the last polling cycle; or (c) uvsing high-level and low-level scanning, or
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conditional scanning, in which only certain key data are collected each polling cycle
(high-level scanning), but if the data indicates some irregularity in the process, a low-
level scan is undertaken to collect more complete data to ascertain the source of the
irregularity.

These issues become increasingly critical with very dynamic processes in which changes
it process status occur rapidly.

Interlocks. An interlock is a safeguard mechanism for coordinating the activities
of two or more devices and preventing onc device from interfering with the other(s). In
process control, interlocks provide a means by which the controller is able to sequence
the activities in a work cell, ensuring that the actions of one piece of equipment are com-
pleted before the next piece of equipment begins its activity. Interlocks work by rcgulat-
ing the flow of control signals back and forth between the controller and the external
devices.

There are two types of interlocks, input interlocks and output interlocks, where imnput
and output are defined relative to the controller. An input interlock is a signal that origi-
nates from an external device (c.g., a limit switch, sensor, or production machine) and that
is sent to the controller. Input intertocks can be used for either of the following functions:

1. To proceed with the execution of the work cycle program. For example, the production
machine cornmunicates a signal to the controller that it has completed its processing of
the part. This signal constitutes an input interlock indicating that the controller can
now proceed to the next step in the work cycle, which is to unload the part.

2. To interrupt the execution of the work cycle program. For example, while unloading
the part from the machine, the robot accidentally drops the part. The sensor in its
gripper transmits an interlock signal to the controller indicating that the regular
work cycle sequence should be interrupted until corrective action is taken.

An output interlock is a signal sent from the controller to some external device. It is
used to control the activities of each external device and to coordinate their operation
with that of the other equipment in the cell. For example, an output interlock can be used
to send a control signal to a production machine to begin its automatic cycle after the
workpart has been loaded into it.

Interrupt System. Closely related to interlocks is the interrupt system. As sug-
gested by our discussion of input interlocks, there are occasions when it becomes neces-
sary for the process or operator to interrupt the regular controlier operation to deal with
more pressing matters. All computer systems are capable of being interrupted, if nothing
clse, by turning off the power. A more sophisticated interrupt system is required for
process control applications. An interrupt system is a computer control feature that per-
mits the execution of the current program to be suspended to execute another program
or subroutine in response to an incoming signal indicating a higher priority event. Upon
receipt of an interrupt signal, the computer system transfers to a predetermined subrou-
tine designed to deal with the specific interrupt. The status of the current program is
remembered so that its execution can be resumed when scrvicing of the interrupt has
been completed.
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TABLE 5.4 Possible Priority Levels in an Interrupt System

Priority Level Computer Function
1 {lowest priority) Most operator inputs
2 System and program interrupts
3 Timer interrupts
4 Commands to process
5 Process interrupts
6 {highest priority} Emergency stop (operator input)

Interrupt conditions can be classified as internal or external. Internal interrupts are
generated by the computer system itself. These include timer-initiated events, such as
polling of data from sensors connected to the process, or sending commands to the process
at specific points in clock time. System- and program-initiated interrupis are also classified
as internal because they are generated within the system. External interrupts are external
to the computer system; they include process-initiated interrupts and operator inputs.

An interrupt system is required in process control because it is cssential that more
important programs {(ones with higher priority) be executed beforc less important pro-
grams (ones with lower priorities). The system designer must decide what leve of priority
should be attached to each control function. A higher priority function can interrupt a
lower priority function. A function at a given priority level cannot interrupt a function at
the same priority level. The number of priority levels and the relative importance of the
functions depend on the requirements of the individual process control situation. For
example, emergency shutdown of a process because of safety hazards would occupy a
very high priority level, even if it is an operator-initiated interrupt. Most operator inputs
would have low priorities.

One possible organization of priority rankings for process control functions is shown
in Table 5.4. Of course, the priority system may have more or fewer than the number of lev-
els shown here, depending on the control situation. For example, some process inferrupts
may be more important than others, and some system interrupts may take precedence over
certain process interrupts, thus requiring more than the six levels indicated in our table.

To respond to the various levels of priority defined for a given control application,
an interrupt system can have one or more interrupt levels. A single-level interrupt system
has only two modes of operation: normal mode and interrupt mode. The normal mode
can be interrupted, but the interrupt mode cannot. This means that overlapping inter-
rupts are serviced on a first-come, first-served basis, which could have potentially haz-
ardous consequences if an important process interrupt was forced to wait its turn while a
series of less important operator and system interrupts were serviced. A multilevel inter-
rupt systern has a normai operating mode plus more than one interrupt level. The normal
mode can be interrupted by any interrupt level, but the interrupt levels have relative pri-
orities that determine which functions can interrupt others. Example 5.1 illustrates the
difference between the single-level and multilevel interrupt systems.

i

EXAMPLE 5.1 Single-Level Versus Multilevel Interrupt Systems

Three interrupts representing tasks of three different priority levels arrive for
service in the reverse order of their respective priorities, Task 1 with the lowest &
priority, arrives first. Soon after, higher priority Task 2 arrives. And soon after

e
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Task 1 Task 2 Task 3
Interrupt mode — ———7 d A N
Task 2 ]
Normal mode waits Norma
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Task | Task 2 Task 3 Time
arrives armnves arrives
(a)
Task 3
Interrupt level 3 ————— ——— ——— d Task 2
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Figure 5.6 Response of the computer control system in Example
5.1 to three priority interrupts for (a) a single-level interrupt system
and (b) a multilevel interrupt system. Task 3 is the highest level prior-
ity. Task 1 is the lowest level. Tasks arrive for scrvicing in the order 1,
then 2, then 3. In (a), Task 3 must wait until Tasks 1 and 2 have been
completed. In (b), Task 3 intcrrupts execution of Task 2, whose prior-
ity level allowed it to interrupt Task 1.

that, highest priority Task 3 arrives. How would the computer control system
respond under (a) a single-level interrupt system and (b) a multilevel interrupt
system?

Solution: The response of the system for the two interrupt systems is shown in Figure 5.6.

Exception Handling. In process control, an exception is an event that is outside
the normal or desired operation of the process or control system. Dealing with the excep-
tion is an essential function in industrial process control and generally occupies a major
portion of the control algorithm. The need for exception handling may be indicated
through the normal polling procedure or by the interrupt system. Examples of events that
may invoke exception handling routines include

product quality problem,

» process variables operating outside their normal ranges,

shortage of raw materials or supplies necessary to sustain the process,
hazardous conditions such as a fire,

controller malfunction.

In effect, exception handling is a form of error detection and recovery, discussed in the
context of advanced automation capabilities (Section4.2.3).
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5.3.3 Forms of Computer Process Control

There are various ways in which computers can be used to control a process, First, we can
distinguish between process monitoring and process control as illustrated in Figure 5.7.In
process monitoring, the computer is used 1o simply collect data from the process. while in
process control, the computer regulates the process. [n some process control implcmenta-
tions, certain actions are implemented by the control computer that do not require {eedback
data to be collected from the process. This is open loop control. However, in Most cases.
some form of fecdback or interlocking is vequired to cnsure that the control instructions have
been properly carried out. This more common situation is closed loop control.

In this section, we survey the various forms of computer process monitoring and con-
trol, all but one of which arc commonly used in industry today. Dircct digilal control (DDC}
rcpresents a transitory phase in the evolution of computer pracess control technology. Inils
purc form, it is no longer used today. However, we briefly deseribe DDC 1o reveal the
opportunities it contributed. Distributed control systcius, often implemented using personal
computers, are the most recent means of implementing compuler process conirol.

Computer Process Monitoring.  Compuicr process monitoring is one of the ways
in which the computer can be interfaced with a process. It involves the use ol the computer
{o observe the process and associated equipment and to collect and record data from the
operation. The computer is not used to directly control the process, Control remains in the
hands of humans who use the data to guide them in managing and opceraling the process.

The data collected by the compuler in computcr process monitoring can generally be clas-
sified into three categories:

. Process data. These are measured values ol inpul parameters and oulput variables
thal indicate process performance. When the values are found 1o indicate a problem,
the human operator lakes corrective action.

Process variables
Compuier Process >

F |

Data collection

(a)
Control
commands |— —————— Process variables
Computer > Process -
— |
n
Control
commands [ | Process variables
Compuier —>- Pracess —

»
Data collection

(<)

Figure 5.7 (a) process monitoring, (b) open loop pracess control,
and (c) closed loop process control.
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2. Equipment data. Thesc data indicate the status of the equipment in the work cell. The
data are used to monitor machine utilization, schedule tool changes, avoid machinc
breakdowns, diagnose equipment malfunctions, and plan preventive maintenance.

3. Product data. Government regulations require certain manufacturing industries to
collect and preserve production data on their products. The pharmaceutical and
medical supply industries arc prime examples. Computer monitoring is the most
convenient means of satisfying these regulations. A firm may also want to collect
product data for its own use.

Collecting data from factory operations can be accomplished by any of several
means. Shop data can be catered by workers through manual terminals located through-
out the plant or can be collected automatically by means of limit switches, sensor systems,
bar code readers, or other devices. Sensors are described in Chapter 6. Automatic identifi-
cation and data collection technologies are discussed in Chapter 12. The collection and
use of production data in factory operations for scheduling and tracking purposes is
called shop floor control, covered in Chapter 25.

Direct Digital Control. DDC was certainly one of the important steps in the devel-
opment of computcr process control. Let us briefly cxamine this computer control mode
and its limitations, which motivated improvements leading to modern computer control
technology. DDC is a computer process control system in which certain components in a
conventional analog control system are replaced by the digital computer. The regulation of
the process is accomplished by the digital computer on a time-shared, sampled-data basis
rather than by the many individual analog components working in a dedicated continuous
manner. With DDC, the computer calculates the desired values of the input parameters
and set points, and these values are applied through a direct link to the process, hence the
name “direct digital” control.

The difference between direct digital control and analog control can be secn by com-
paring Figures 5.8 and 5.9. The first figure shows the instrumentation for a typical analog
control loop. The entire process would have many individual control loops, but only one is
shown here. Typical hardware components of the analog c