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Good practices and deficiencies in conceptual modelling: A systematic
literature review
Gustavo Teodoro Gabriel , Afonso Teberga Campos , Fabiano Leal
and José Arnaldo Barra Montevechi

Federal University of Itajubá, Itajubá, Brazil

ABSTRACT
Conceptual modelling is a continuous and iterative process that is essential for simulation
projects. However, it often does not receive due consideration. In this sense, many
projects document and/or perform the conceptual modelling without following good
practices, which ends up affecting the next stages of the simulation. This work aims to
identify the state of the art and patterns of conceptual modelling through a Systematic
Literature Review (SLR), especially regarding the articles’ adherence to good practices. We
identified 13 good practices for conceptual modelling in the literature, which aims to
develop effective conceptual models, i.e., models with suitable syntactic, semantic, and
pragmatic quality. The results of the SLR indicate that although some good practices are
consolidated, others need more attention, especially regarding semantic, pragmatic and
report quality. Finally, we establish future directions to guide and improve projects that
use conceptual modelling.
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1. Introduction

Computer simulation is the reproduction of a process
using a computer model to evaluate, measure and
improve its performance (Harrell et al., 2012), be it
hypothetical or real, and is commonly applied to perform
experiments (Negahban&Yilmaz, 2014). In the literature,
we can find studies about Discrete Event Simulation
(DES), in which the variables change instantly in a given
time span (Garani & Adam, 2008; Yuriy & Vayenas,
2008); Continuous Simulation or System Dynamics
(SD), which take into account systems that change con-
tinuously over time and are considered continuous pro-
cesses (Bureš, 2015); Agent-Based Simulation (ABS),
which involves autonomous agents observing unexpected
patterns of system behaviour, capturing their interactions
and being governed by rules (Macal & North, 2014;
Mgbemena & Bell, 2016); and Hybrid Simulation (HS),
which is the combination of two or more types of simula-
tion that act together to solve a problem that cannot be
figured out with one of these individually, complementing
the strengths of each one (Djanatliev & German, 2013;
Wang et al., 2015).

One of the first efforts in a computer simulation
project is conceptual modelling (CM). CM is the abstrac-
tion of a model from the real system and indicate what
andhow it should bemodelled (Fayoumi&Loucopoulos,
2016; Furian et al., 2015; Robinson, 2008). The abstrac-
tion is the simple form of representation (Robinson,
2013). The conceptual model is a graphical or logical

representation of a particular study without using any
software (Robinson, 2008; Sargent, 2013). It should
include content such as structure, behaviour, constraints,
and assumptions (Karagöz & Demirörs, 2011; Robinson,
2008). In addition, although CM may be performed just
mentally, we often find conceptual models’ formal repre-
sentations (documentation), which are recommended
(Robinson et al., 2015).

There are several advantages to using CM in com-
puter simulation projects. CM allows a more straight-
forward implementation of a computer model and,
when developed correctly, decreases project time and
improve the simulation quality (Da Silva et al., 2014;
Francisco et al., 2016; Zhou et al., 2006). Besides, it
facilitates project data collection and management
(Banks et al., 2010) and behaves as a means of commu-
nication between all parties involved in the study (Pace,
2002). Therefore, CM should receive special attention.

However, if projects do not carry out proper
CM, they may a stray from the initial goal of the
study; validation becomes weak, and the model
may lose its usefulness, leading to possible rework
(Squires et al., 2016). These problems are not
uncommon, 25% of modellers have already
reworked non-realistic conceptual models (Wang
& Brooks, 2015). In fact, CM is the least under-
stood step in the simulation process and receives
less attention than is ideal (Montevechi et al., 2010;
Wang & Brooks, 2007).
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It is possible to overcome problems that appear in
the CM process by defining and adopting good prac-
tices (GP) for CM. Although it is challenging to define
methods and procedures to be followed, (Robinson,
2011) and (Lindland et al., 1994) listed some GPs to
improve the quality in CM. The authors suggest, for
future work, a deepening discussion on both quality
dimensions and means to achieve them. Since then,
several works have aimed to discuss GPs for CM
(Banks, 1998; Chwif & Montevechi, 2015; Koivisto,
2017; Lindland et al., 1994; Overmyer et al., 2001;
Pace, 2000; Robinson, 2008, 2015; Robinson et al.,
2015; Roca et al., 2015; Tako & Kotiadis, 2015;
Williams & Ülgen, 2012), creating a fragmented lit-
erature on the subject. To our best knowledge, there
are no papers that consolidate, discuss, and organise
these practices. Furthermore, by consolidating such
practices, the opportunity arises to explore the rela-
tionships between them, in particular, to assess how
they are mutually supported. For these reasons, this
article aims (i) to identify in the literature GPs for CM,
consolidating and discussing them; (ii) identify the
state of the art of CM in computer simulation projects,
especially regarding their adherence to the GPs
through a Systematic Literature Review (SLR); and
(iii) evaluate deficiencies and means to overcome
them. This paper uses the following organisational
structure: Section 2 discusses the GPs found in the
literature; Section 3, the SLR method; Section 4, the
results; Section 5, the discussions; Section 6, future
directions; and, finally, in Section 7, the conclusions.

2. Good practices for conceptual modelling

The GPs (framework) aims to obtain effective concep-
tual models, i.e., models with proper levels of syntac-
tic, semantic, and pragmatic quality, defined by
(Lindland et al., 1994). Syntactic quality is the degree
to which the model is consistent with the language
syntax, i.e., its alphabet (set of modelling elements)
and grammar (rules that define how to combine mod-
elling elements). The more errors and deviations from
the modelling alphabet and grammar, the lower the
syntactic quality. Semantic quality is associated with
the meaning of a word, phrase or expression in a given
context (Zeigler & Hammonds, 2007). Moreover,
semantic quality is the degree of similarity between
the conceptual model and the system’s own (Krogstie
et al., 1995; Lindland et al., 1994) understanding of
how real the message is transmitted (Zeigler &
Hammonds, 2007). If the model lacks something that
the system has or something that the system does not
contain, the semantic quality becomes worse. Finally,
pragmatic quality is the audience’s degree of model
comprehension. Modellers should ensure that all con-
cerned parties entirely understand the relevant state-
ments in the model. These quality dimensions are

ideal goals. Frequently, we cannot include everything
that the system has or develop a model that everyone
will completely understand. For this reason, modellers
should consider a trade-off between the benefits and
costs of achieving a certain quality level.

In order to achieve proper levels of these quality
dimensions, our framework comprises a set of GPs
found in the literature and related to the conceptual
modelling language, process, and conceptual model
characteristics. It does not list GPs but explores the
synergies between them, thereby enabling modellers to
identify GPs that support other GPs and therefore
should be considered first. The framework (Figure 1)
has two foundations: the modelling language appro-
priateness and the conceptual modelling process. The
GPs related to these foundations support specific prac-
tices focused on the three quality dimensions, which
are the pillars of an adequate conceptual model.

The proposed framework was based on the charac-
teristics mentioned by (Lindland et al., 1994) and
(Krogstie et al., 1995). Firstly, language appropriateness
is the basis for understanding the system and its doc-
umentation. In this sense, the first characteristic is the
ideal language choice. As the second base, we adopted
the use of a conceptual modelling process that supports
the development of good characteristics for the concep-
tual model. These characteristics, explored by (Lindland
et al., 1994) and (Robinson, 2008), are related to the
correct use of the chosen language (syntactic quality),
adequacy of the documentation to reality (semantic
quality), and the final understanding of the modelling
and documented system (pragmatic quality). Each of
these quality dimensions can be reinforced through
specific recommendations, which will be detailed in
this paper. Thus, by modelling the system using the
two bases and the three qualities mentioned above, it
is possible to obtain an effective conceptual model.

2.1. Language appropriateness

The conceptual modelling language appropriateness
impacts both the CM process and the CM qualities

Language appropriateness

Conceptual modeling process

Model
pragmatic

quality

Effective conceptual model

Model
semantic
quality

Model
syntactic
quality

Figure 1. Framework of GP.
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as (i) modellers should have suitable proficiency levels
in the chosen language, avoiding errors that decrease
the conceptual model syntactic quality; (ii) the lan-
guage should be appropriate for the system that will be
modelled, facilitating the inclusion of essential ele-
ments for its representation and, consequently, help-
ing to improve the model semantic quality; and finally,
(iii) the audience should have proper knowledge of the
chosen language, which impacts their comprehension
of the model and therefore its pragmatic quality. In
this sense, we identified four GPs for the CM language
choice presented in Table 1.

2.2. Conceptual modelling process

The second foundation is the conceptual modelling
process, comprising three GPs that support all quality
dimensions. Many authors state the artistic (Robinson,
2008), cyclical (Banks, 1998; Robinson, 2008), and
iterative (Robinson, 2008, 2015) nature of this process
(we agree), rather than making it rigid, the defined
GPs still allow flexibility (Table 1).

The modeller should continually evaluate validity,
completeness, and understanding with the audience
feedback and, if possible, the observation of the mod-
elled system. On the other hand, the verification of the
syntactic correctness is usually an activity carried out
only by the modeller. In addition, it may be performed
in the later stages of the modelling process, allowing
modellers to dedicate more time and effort to the
model content at early stages.

2.3. Syntactic quality

As noted earlier, the main characteristic of this quality
dimension is the adequacy to the alphabet and the
grammar of the chosen language (Table 1).

2.4. Semantic quality

Generally, it is not necessary to insert all the elements
and characteristics of the system to achieve the project
scope, but only those that are relevant to the project.
For this reason, modellers should try to obtain appro-
priate levels of semantic quality to the application
context, seeking to add all relevant information,
which leads to the next GP (Table 1).

2.5. Pragmatic quality

Finally, GPs related to the pragmatic quality aim to
support the audience’s understanding, indicate a need
for conceptual models that are visually appropriate, con-
nected with other relevant information, and unbiased
towards the chosen simulation software (Table 1).

3. Research methodology

Systematic Literature Reviews aim to integrate empiri-
cal research by creating generalisations since it is
a scientific methodology that goes beyond a simple
overview of a given subject (Biolchini et al., 2007). It
provides support for research guidelines about the
selection, evaluation, and analysis of the chosen stu-
dies. Additionally, analyses of the collected results can
be both qualitative and quantitative, contributing to
answering the proposed questions (Cook et al., 1997;
Tranfield et al., 2003). SLR comprises three stages:
planning, executing and describing the results
(Kitchenham & Charters, 2007).

3.1. Planning

We evaluate the need for an SLR and define the research
questions. For this, two experts in the simulation area
analysed CM in recent research studies. As a search
result, we have found studies that try to bring together
definitions, applications and validation techniques of
CM in simulation projects from other authors (Ding
& Sun, 2014; Liu et al., 2011;Wang & Brooks, 2015; Zou
et al., 2016). Furthermore, we have found reviews that
present the GPs in a fragmented form as mentioned in
the introduction. Nevertheless, these papers do not
identify adherence to GPs (main paper’s contribution).
In this sense, we defined the research question:

Q1: Are good practices for conceptual modelling (as
defined in section 2) adopted by simulation projects?

Moreover, if possible, the SLR should identify pat-
terns followed in the articles.

3.2. Execution

The research was carried out on February 1 2017, in the
largest available databases (Alrabghi & Tiwari, 2015):
Scopus, Science Direct, andWeb of Science.We used four
groups of terms to search for articles. These terms could
be in the title, abstract or keywords. An “OR” Boolean
operator was used for words that are between the same
group and an “AND” operator between groups. The
research period comprises 15 years (2002–2017).
Figure 2 shows the terms searched in the databases.

We chose to search for terms that highlight the use
of CM in their studies. In this way, we found 236
articles in Scopus, 35 in Web of Science, 62 in Science
Direct and 25 related to other sources, totalling 358. Of
those, 31 articles were duplicates. Thus, 327 articles
moved on to the title and abstract reading stage.

In this step, we performed a peer-review process.
Two experts read the title and abstract and decided,
separately, if the article should be kept for further
analysis. With this approach, the risk of losing
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information is significantly lower than with just an
individual review (Edwards et al., 2002). We included
only computer simulation projects that present
a conceptual model (diagram).

We used Cohen’s Kappa to evaluate the agreement
between the two experts (Landis & Koch, 1977). Values
close to 1 show perfect agreement, and values close to
zero suggest that the agreement represents the same as if
it were performed at random (Watson & Petrie, 2010).
We divided the articles into subgroups of size 20 and
analysed them separately. Thus, when closing the ana-
lysis of each subgroup, the concordance test was per-
formed. For the present study, Kappa values above 0.60
were defined as acceptable. If the test had values below
0.60, specialists should identify the disagreement causes.
In our test, we found only two subgroups presenting
Kappa values below 0.60, and only slightly. Thus, the
articles’ inclusion and exclusion criteria were well
defined among the evaluators. The experts agreed on
92.35% (302) of the articles.

After the article-screening phase, we excluded 222
articles, passing 105 to the reading phase. In this phase,
27 articles were excluded: 10 did not present a conceptual
model; 10 were not available in databases; 4 used another
type of simulation different from the pre-defined; 2 did
not present an application; and one was in a different
language from the authors’ knowledge. In this way, 78
articles proceed to qualitative synthesis and data analysis.
Figure 3 shows the SLR procedure.

3.3. Description

The last phase relates to the analysis results and
description. Appendix presents the collected and sum-
marised data. Sections 4 and 5 present the results and
discussion, respectively.

4. Results

This section aims to present an overview of the CM
stage found in the analysed studies. Of the publica-
tions, 69.2% (54) of the papers were academic journal
publications and 30.8% (24) were articles from con-
ferences. Among the articles, 51.3% (40) state that CM

is an important step. The other 48.7% (38) use it, but
they do not emphasise the importance of this stage in
a computer simulation.

As previously mentioned, we delimited the research
to the last 15 years. Since 2002, the use of the CM stage
in simulation projects has not shown any significant
tendency (p-value = 0.138). Although computer simu-
lation has been growing over the years (Banks et al.,
2010), articles evidencing CM do not follow the same
trend. This result supports previous studies that indi-
cate that CM stage receives less attention than the ideal
(Montevechi et al., 2010; Wang & Brooks, 2007).

Moreover, 50.0% (39) of the articles applied DES as
a computer simulation tool, while 26.9% (21) used SD.
Only 10.3% (8) used ABS, which may be related to the
fact that this simulation type is more recent. Finally, we
found HS in 12.8% (10) of the cases. These results are
consistent with those presented by (Jahangirian et al.,
2010) and (Alrabghi & Tiwari, 2015). Among the HS
projects, we found more studies with DES and ABS,
40.0% (4), presented in manufacturing systems
(Liraviasl et al., 2015; Schönemann et al., 2015). For
hybrid models of SD and ABS, we identified studies in
healthcare (Martischnig et al., 2009), military conflicts
(Geller & Alam, 2010), and manufacturing (Choong &
McKay, 2014), totalling 30.0% (3). The combination of
DES and SD has 20.0% (2) of articles, in such fields as
healthcare (Zulkepli & Mustafee, 2012) and civil con-
struction (Moradi et al., 2015). The other 10.0% (1) are
the combination of other simulation types (Hennemann
& Rabelo, 2006).

In the literature, the studies use many languages for
the CM stage. Some of them present rules, such as
Causal loop, Flowchart, IDEF-SIM, BPMN, IDEF0,
IDEF3, among others. In our findings, 28 studies used
other languages that do not present predefined symbols
or use images to represent the process e.g., (Pehrsson
et al., 2013) and (Sajjad et al., 2016). We designated this
language as “Flow”. Other studies found similar results
in the literature (Wang & Brooks, 2015). Furthermore,
in the SLR, we detected more expressive languages:
Flowchart (Babashov et al., 2017; Dong et al., 2012),
IDEF-SIM (Francisco et al., 2016; Pereira et al., 2015),
flow, and causal loop (An et al., 2007; Garousi & Pfahl,
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Figure 2. Groups of terms for searching.
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2016). They represent 79.5% of all used modelling lan-
guage. Other languages still appeared, but with less
representation, such as BPMN (Onggo, 2012),
CYCLONE (Flood, 2015), IDEF0 (Martinez-Olvera,
2007), IDEF3 (Bevilacqua et al., 2015), and VSM
(Abdulmalek & Rajgopal, 2007). However, it is not the
purpose of this paper to discuss in detail the character-
istics and syntax of each language.

5. Discussion

This section aims to discuss how the analysed studies
are using the GPs defined in section 2. It is not possible
to identify the adherence to all GPs in the selected
articles though in the SLR process we were able to
verify that many of them were followed.

5.1. GP1: Audience’s knowledge

The first GP is related to the comprehension and
level of relationship between modellers and their

clients. The language used should be easy to under-
stand for both parties. The conceptual model is the
basis of a simulation project and it is considered
a means of communication for all the elements
involved in it (Liu et al., 2011; Pace, 2002).
A compatible language between the two parties sup-
ports easier understanding and validating. Although
it is an essential GP for the beginning of CM, it is
not possible, through reading the studies, to identify
if the language used for CM was adequate for the
audience.

5.2. GP2: Application

The appropriate language for an application is
a language connected to the type of computer simula-
tion (DES, SD, ABS or HS) and the system domain.
Often, if the process is simple, languages that do not
require a sophisticated syntax may be used to repre-
sent the system. However, if the processes are com-
plex, complete languages should be applied.

Articles identified through database
searches (Scopus, Science Direct, 

Web of Science)
(n = 333)

Articles identified trhough other
soucerces (previous research and

reference sections)
(n = 25)

Studies after duplicates removed
(n = 327)

Screening articles (title, 
abstract and keywords)

(n = 327)

Exclusion criteria:
• Literature review
• Book chapter

• Another type of simulation 
different than DES, DS, ABS, and HS

(n = 222)

Eligible full text articles
(n = 105)

Exclusion criteria:
• Does not present conceptual 

modeling (n = 10) 
• Not available in databases (n = 10) 

• Another type of simulation 
different than DES, DS, ABS, and HS 

(n = 4)  
• No application (n = 2) 

• Another language, different from 
the authors' knowledge(n = 1) 

(n = 27)

Studies included in 
qualitative synthesis

(n = 78)
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We observed that ABS and HS are associated with
Flow language, although others are used. Besides, cau-
sal loop combined with stock and flow diagram is the
predominant language for SD. On the other hand,
many languages are associated with DES, excepting
causal loop and stock and flow diagram. This may
indicate that DES is applied to several domains and
different system complexities, requiring languages that
are suitable for each of them.

5.3. GP3: Textual and visual language

Using texts for CM facilitates the process comprehen-
sion if the audience does not know the syntax of
a particular language. In this way, the modeller may
describe the process as a text (Wang & Brooks, 2007).
In the analysed studies, 78.2% (61) described the simu-
lated process through text and used diagrams. Some
studies use the text since the system is complex and
requires a deeper knowledge for its comprehension
(Gaion et al., 2009; Heeg et al., 2005). On the other
hand, 21.8% (17) do not use texts as support.

Moreover, the text explains the necessary elements
for the model conversion into computer modelling,
such as entities, resources, and locations. Authors used
this element to explain elements of their processes
(Hou, 2013; De Rangel & Nunes, 2011).

5.4. GP4: Translation from the conceptual model
to the computer model

The language used in CM should have a syntax that
allows a direct translation to the computer model in
order to reach the project objective (Montevechi et al.,
2010; Pereira et al., 2015). The language symbols may
be entities, sources, functions, connections, logical
rules, transport, and handling.

We evaluated the diagram support for translation
to the computer model as good, regular, or poor.
Diagrams with good support feature the applicable
and necessary elements for the translation of the con-
ceptual model to the computer model. Regular are
those diagrams that have part of the necessary ele-
ments and may use workarounds to complete their
total translation. Finally, poor diagrams only present
functions and process connections.

Considering the analysed articles, 65.4% (51) pre-
sented diagrams with good support. These diagrams
used languages such as BPMN (Bisogno et al., 2016),
IDEF3 (Bevilacqua et al., 2015), IDEF0 (Martinez-
Olvera, 2007), and state diagram (Liraviasl et al.,
2015), identified as facilitators in the translation of
DES, ABS and HS models. Furthermore, IDEF-SIM
was considered an important language that offers logi-
cal elements for DES systems modelling (Montevechi
et al., 2010; Pereira et al., 2015) and causal loop and
stock and flow diagram for the iterations present in SD

(Lin et al., 2015; Perez-Mujica et al., 2014). The use of
causal loop and stock and flow diagram for SD, rein-
forced in these studies, explains the pattern found in
the analysis of GP2.

Usually, articles that have diagrams with regular sup-
port use generic and simplified schemas for the process
representation. These totalled 24.4% (19) of the studies.
Despite this, we observe some elements that are neces-
sary for translation into the computer models, such as
assumptions (Choong & McKay, 2014), entities, locals,
and resources (Sharda & Bury, 2011). Finally, 10.2 % (8)
of the studies present poor diagrams, using only draw-
ings (Dundović et al., 2009) or the process flow with
functions and connections (Li et al., 2014).

5.5. GP5: Client and the project team

Involving the client and the team throughout CM is of
great importance since the customer is an essential part of
a simulation project. Stakeholders and themodellersmay
present multiple perspectives on a process and this inter-
action contributes to finding possible solutions (Tako &
Kotiadis, 2015). Furthermore, if the client is involved
from the beginning, there is more chance that it will be
understood and that the choice of the language will be
more effective. Additionally, the client’s involvement
makes the process data sufficient to understand the ele-
ments that the modeller will represent (e.g., number of
resources, probability of routing) (Ramwadhdoebe et al.,
2009).

In our findings, 74.4% (58) of the articles did not
describe the CM process. For this reason, we cannot
infer if these papers followed this GP. Despite using CM
in the simulation projects, few authors demonstrated
how it was performed, which is considered a deficiency.
However, the remainder, 25.6% (20), did describe it or
at least indicated that there were interviews with people
who know the process (Agyapong-Kodua et al., 2012;
Mahato & Ogunlana, 2011) or technical visits at the site
(Bisogno et al., 2016).

In processes performed in hospitals, the modelling
team involves doctors, nurses, and receptionist staff
(Baril et al., 2016; Stainsby et al., 2009). For manufac-
turing process, stakeholders, plant managers, and pro-
duction line staff were part of the team for better
system comprehension (Atieh, Kaylani, Almuhtady,
& Al-Tamimi, Sandanayake et al., 2008).

5.6. GP6: From the simplest to the most complex
details

This GP aims to prevent the modeller from getting lost
in the construction of complex processes. If the pro-
cess and project goal require more meaningful details,
we recommend starting from macro processes. Details
that are specific to particular points should be added as
they are deemed relevant. We cannot identify this GP
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in the studies since most of them do not demonstrate
the execution of CM.

5.7. GP7: Review

Reviewing the conceptual model throughout the process
is of great importance for the communication between
the audience and the modellers. Moreover, the cyclic
review allows us to identify errors that occur during the
construction of the model. In the study carried out by
(Merrill et al., 2013), the conceptual models were con-
structed and presented to experts. After discussions and
revisions, the experts participated in a new cycle in order
to verify the model accuracy. If there were still differ-
ences, discussions would continue until all questions
were answered.

Validation is an essential step in a simulation project
(Francisco et al., 2016) since it is the basis for other steps.
The most classic and effective technique is face-to-face
validation (Sargent, 2013). The conceptual model is pre-
sented to the specialists and staff, who understand, parti-
cipate or work in the real process. Then, experts say if the
model reflects the actual process. Through SLR analysis,
21.8% (17) studies show that the model was validated
using the face-to-face technique (Kashimbiri et al., 2005;
Perez-Mujica et al., 2014). In one of these studies, the
conceptual model was validated by showing it to people
working in the same environment as the real system, but
not directly related to it (Montevechi et al., 2007). The
other studies do not describe the conceptual model vali-
dation. In general, there is a more significant concern to
demonstrate computer model validation.

5.8. GP8: Language’s rules

It is necessary to choose a language in which themodeller
is proficient since misuse can cause future reworking and
misunderstanding by the audience. In this sense, the
conceptual model must obey the syntax (rules) that
a language has. We did not evaluate all studies for this
GP because of the large number of identified languages.
Moreover, we ae not experts in all languages presented in
the studies. However, it is possible to point out some
diagrams with syntax errors, i.e., errors related to the
incorrect use of symbols representing locations, entities,
resources, controls, and how the elements are connected
(using arrows) in the system representation.

5.9. GP9: Level of details

CM detail level is directly related to the project’s pur-
pose and objectivity. Complex projects require a more
specific level of detail to each point. This GP is related to
GP6, which recommends starting the CM from simple
details to themore complex ones. Although relevant, we

cannot evaluate this GP in the identified papers, since it
is not possible to have access to the modelled systems.

5.10. GP10: Visual pollution

We observed examples of flows considered clean and
with adequate information in hospitals (Pecek &
Kovacic, 2011), services (Garousi & Pfahl, 2016), and
transport (Elbanhawy et al., 2014). On the other hand,
other studies present an excess of information (Sousa
et al., 2005) and even graphic elements that overlap
(Yang& Liyi, 2011), leaving themodel visually polluted.

For this, we classify the level of organisation of graphic
elements and the visual present in the models into three
categories: good, regular, and insufficient. In the “good”
category, models avoid long connections and overlap-
ping. Thus, the comprehension of the process does not
become confusing. The “Regular” category includes dia-
grams that have either long connections or overlapping.
Finally, the “insufficient” category comprises articles that
present conceptual models with both long connections
and overlapping between them.

Most of the evaluated models, 67.9% (53), were
classified as good (Bublitz et al., 2014; Sobolev et al.,
2008). In general, we can observe an organisation that
allows us to read the models linearly. Additionally, the
connected elements are close, avoiding overlapping
between the connections. Next, 21.8% (17) were clas-
sified as regular, presenting either very distant con-
nected elements (Atieh et al., 2016) or overlapping
connections (Clouth et al., 2010). Finally, we founded
insufficient diagrams in 10.3% (8) of models, which
have long spacing between functions and overlapping
joints. Some articles that used causal loop and stock
flow language were classified into this category (Orji &
Wei, 2015; Walton et al., 2009) since there is much
information and a lot of relationships that cross-over,
which harms the organisation and the visual of the
conceptual model. However, this is a characteristic of
the language, and, frequently, it is not possible to
prevent this. Projects that used a language of their
own (Gagliardi et al., 2014; Karnon, 2003) or even
languages with defined rules (Hennemann & Rabelo,
2006) also presented insufficient organisation con-
cerning site spacing and cross-connections.

5.11. GP11: Simplifications and assumptions

Simplifications are necessary to make the model faster
and easier to use. Assumptions are required to address
the necessary uncertainties andmissing data (Robinson,
2008). In particular, it is necessary to simplify relations
or details that will not contribute to the conversion of
the conceptual model to the computer model. This GP
cannot be identified through the articles, because it is
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difficult to identify the assumptions and simplifications
made during CM.

5.12. GP12: Integrated conceptual modelling

External data help in the comprehension of the pro-
cess and prevent the conceptual model from becoming
visually polluted, contributing to GP10. A good repre-
sentation of external data is a table. We identified
examples of tables integrated to the conceptual models
to indicate figure legends (Topping & Odderskaer,
2004), numerical data (Zupan & Herakovic, 2015)
(e.g., processing time, flow probability, number of
resources), necessary information for the simulation
(Nicolae et al., 2010), and details of the flow (Huirong
& Xiaoning, 2010; Sahaf et al., 2014).

5.13. GP13: Neutral conceptual model

CM must be performed independently of the software
used in the computer simulation since its construction is
the abstraction of the real process (Robinson, 2008). One
of the reasons is that CM may be performed only for
process mapping. It is not possible to evaluate this GP
since it would require a thorough knowledge of all soft-
ware found in the articles. In fact, 24.4% (19) of the 78
reviewed articles did not mention which software was
used. In total, 29 software were found: Arena® (11.5%),
ProModel® (7.7%), AnyLogic® (7.7%), VenSim® (6.4%),
Ithink® (3.8%) and Simul8® (3.8%). We observed that
AnyLogic® (5 studies) is usually linked to SHY.

6. Future directions

We have established future directions to guide future
works. In this sense, we classify the GPs found in the
literature and identified in the papers in two cate-
gories: objective or subjective and support/required
or improvement/optional.

GPs classified as objective do not depend on the
modeller’s interpretation to be used. Contrarily, GPs
classified as subjective are those in which the modeller
decides how to carry them out based on his knowledge
and perception. Included in the support/required cate-
gory are those GPs that are important and are the basis
for other stages in the simulation process, avoiding
reworking and serving for further verifications
(Squires et al., 2016). Practices allocated into the
improvement/optional category help the conceptual
model to be cleaner and easier to understand, improv-
ing its final quality. These practices may be carried out
or not according to the complexity of the project.
Table 2 presents the 13 GPs classified.

As Table 2 shows, GPs 2, 4, 6, 9, 10, 11, and 13 are
subjective and may be implemented according to the

modeller’s perception. In these GPs, the modeller may
make decisions according to his expertise, such as choos-
ing the language that is most appropriate for the desired
application; the level of detail; simplifications and
assumptions made, among others. Other GPs are classi-
fied as objective because they are directly implemented.

For the second classification, GPs 1, 2, 5, 7, 8, and 9
are defined as support/required. These GPs should
receive more attention in the conceptual model con-
struction and should be present in all the projects that
use it as a basis for the simulation project. On the other
hand, GPs 3, 4, 6, 10, 11, 12 and 13 were classified as
improvement/optional. Although these GPs help to
improve quality and facilitate the conceptual model
construction and reading, they should be taken into
account according to the specification of each project.

Still, depending on the project, the choice of some
GPs may interfere or even make it impossible to choose
others. In such cases, themodeller should consider what
GP is most important in the project context. Table 2
shows that, e.g., choosing GP1may restrict the choice of
language appropriate for the application and the choice
of a language that facilitates the translation for compu-
ter modelling. This may occur if the audience does not
have an ideal knowledge of the language for the project
carried out. There are two groups of recommendations
that may be restricted to this classification. The first
includes GPs related to language appropriateness and
audience involvement. The second group is formed by
GPs linked to the semantic and pragmatic qualities,
more specifically related to the trade-off between
model completeness and visual pollution. In the same
way, the GP choice may negatively affect the quality of
another, e.g., the model may present a good visual
quality but harm the level of system detail and simpli-
fications and assumptions. When this happens, it is up
to the modeller to decide which GP should be priori-
tised and which will least affect the final quality of CM
documentation.

Based on the SLR, Table 2 presents GPs that are
already consolidated in the literature (followed in
more than 60% of the studies):

2) Choose a conceptual modelling language appro-
priate for the application. There is a strong association
between the language used and the application type
(p-value <0.001);

3) Choose both textual and visual language. In the
evaluated projects, 78.2% (62) used both languages in
order to model the system;

4) Choose a language that facilitates the conceptual
model translation into the computer model.
Considering the articles, 65.4% (51) presented good
diagrams and 24.4% (19) with regular support.
Although we considered it a consolidated practice,
modellers should pay more attention to the
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construction to clarify and facilitate the model transla-
tion. We recommend avoiding the use of own lan-
guages (flow) because commonly they are not
sufficiently structured to contain the necessary
information;

10) Avoid visual pollution. This practice is conso-
lidated in the literature since 67.9% (53), and 21.8%
(17) of the studies were classified as good and regular,
respectively. However, there is still room for improve-
ment. We identified diagrams that have long connec-
tions and/or overlapping, characterising a deficiency
of pragmatic quality. When possible and applicable,
we recommend organising the model in a linear form
and avoiding excessive information.

Through the SLR, it is also possible to observe GPs
that are not consolidated in the literature:

5) Involve the client and the project team in the
conceptual modelling process. This practice is directly
linked to GP1. In our study, only 25.6% (20) of the
articles described or at least indicated that there were
interviews with the people who know the process;

7) Review the conceptual model during the entire
modelling process. Only 21.8% (17) studies show that
the model was validated. In general, there is a more
significant concern to demonstrate computer valida-
tion. This practice needs improvements to avoid
model rebuilding;

8) Adopt the rules of the chosen conceptual model-
ling language. This GP may be considered consoli-
dated if the modeller has previous knowledge of the
language used. We recommend choosing a language
that is already known in order to avoid errors and
possible confusion in future stages of the project;

12) Develop a conceptual model that is integrated
with external data, presenting hooks, or references to
complementary data. According to our findings, only
19.4% (14) of studies present an integrated model with
external data.

Moreover, we identified a significant deficiency in
report quality regarding CM. We recommend that
future studies develop and use a protocol that indi-
cates the relevant information of the CM process that
should be included in the reports. In particular, we
recommend inserting information such as level of
involvement between the team and the client and
CM process validation. For this reason, many of the
GPs could not be assessed. In this sense, GPs that
could not be measured:

1) Choose a conceptual modelling language consis-
tent with the audience’s knowledge or ability to learn.
This GP is essential since it is the integration of team
members and it supports other phases. Although
many studies do not report this choice and interaction
between the parties, we recommend using a language
that all the members know.

6) Develop the model from the simplest details to
the most complex ones.

9) Choose a level of detail appropriate for the pur-
pose of the project.

11) Explain adopted simplifications and assumptions.
13) Develop a conceptual model that is as neutral as

possible in relation to the simulation software that will
be used.

Although the practices are considered of great
importance for the conceptual model construction,
only GPs 2, 3, 4, and 10 are consolidated in the litera-
ture. This fact confirms that the CM stage is the least
understood in the process of simulation and receives
less attention than the ideal (Montevechi et al., 2010;
Robinson, 2008; Wang & Brooks, 2007).

7. Conclusion

CM is an essential process for computer simulation,
since it supports the modeller in the simulation project
phases, avoiding rework. In this way, the objective of

Table 2. GP categories.

Good practice Objective Subjective
Support/
Required

Improvement/
Optional

Trade-
off Consolidated

1) Choose a conceptual modelling language consistent with the audience’s
knowledge or ability to learn.

✓ ✓ 2, 4 -

2) Choose a conceptual modelling language appropriate for the application. ✓ ✓ 1, 4, 5 ✓
3) Choose both a textual and a visual language. ✓ ✓ - ✓
4) Choose a language that facilitates the conceptual model translation into
the computer model.

✓ ✓ 1, 2, 5 ✓

5) Involve the client and the project team in the conceptual modelling
process.

✓ ✓ - -

6) Develop the model from the simplest details to the most complex ones. ✓ ✓ - -
7) Review the conceptual model during the entire modelling process,
verifying (i) the syntactic correctness; (ii) the validity and; and (iii) the
audience’s understanding of the model.

✓ ✓ - -

8) Adopt the rules of the chosen conceptual modelling language. ✓ ✓ - -
9) Choose a level of detail appropriate for the purpose of the project. ✓ ✓ 10 -
10) Avoid visual pollution. ✓ ✓ 9, 11 ✓
11) Explain adopted simplifications and assumptions. ✓ ✓ 10 -
12) Develop a conceptual model that is integrated with external data,
presenting hooks or references to complementary data.

✓ ✓ - -

13) Develop the conceptual model that is as neutral as possible in relation to
the simulation software that will be used.

✓ ✓ - -
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this work was to identify the state of the art of CM in
computer simulation projects through an SLR, espe-
cially regarding their adherence to GPs. For this, we
identified 13 GPs for CM in the literature, which aim
at the development of effective conceptual models, i.e.,
models with suitable syntactic, semantic, and prag-
matic quality. These GPs belong to five groups: lan-
guage appropriateness, conceptual modelling process,
syntactic quality, semantic quality, and pragmatic
quality. Furthermore, we evaluated how the identified
GPs relate to and support each other.

Finally, deficiencies were found concerning both
the GPs and the quality of the studies’ reports, sug-
gesting future directions to overcome them. These
deficiencies confirm that CM, although necessary for
the simulation project, does not receive due attention
from the modellers, as stated by (Robinson, 2008),
(Wang & Brooks, 2007) and (Montevechi et al.,
2010). By bringing together GPs (which are often not
followed), this work contributes to increasing the
chances of success of CM and its documentation,
and consequently of simulation projects.
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Appendix. This appendix is about data collected from the articles (Table 3)

Table 3. Database.

Article Language Simulation Sector Software Year

(Abdulmalek & Rajgopal, 2007) VSM DES Manufacturing Arena 2007

(Agyapong-Kodua et al., 2012) Causal loop/stock flow SD Manufacturing Ithink 2011
(Agyapong-Kodua & Weston, 2011) Causal loop/stock flow SD Other Ithink 2012
(An et al., 2007) Causal loop/stock flow SD Service Not Mentioned 2007

(Atieh et al., 2016) Flowchart DES Manufacturing Arena 2016
(Babashov et al., 2017) Flowchart DES Healthcare Simul8 2017

(Baril et al., 2016) Flow DES Healthcare Arena 2016
(Bem-Tovim et al., 2016) Flow DES Healthcare Not Mentioned 2016

(Bevilacqua et al., 2015) IDEF3 DES Service Witness 2015
(Bisogno et al., 2016) BPMN 2.0 DES Healthcare Not Mentioned 2016
(Bublitz et al., 2014) Flow ABS Service Java 2014

(Bureš, 2015) Causal loop/stock flow SD Other Not Mentioned 2015
(Caro, 2005) Flowchart DES Healthcare Arena 2005

(Cheng et al., 2006) CYCLONE DES Other Cost 2005
(Choong & McKay, 2014) Flow HY Manufacturing NetLogo 2014

(Clouth et al., 2010) Flow SD Healthcare Vensim 2010
(Cournut & Dedieu, 2004) Object oriented DES Other TUTOVIN 2004

(Dengiz & Belgin, 2014) Flow DES Manufacturing Arena 2014
(Djanatliev & German, 2013) Flow HY Healthcare ProHTA 2013
(Dundović et al., 2009) Flow SD Transport/Logistic PowerSim 2009

(Ekyalimpa et al., 2012) Flow DES Transport/Logistic GPS 2012
(Elbanhawy et al., 2014) Flow HY Transport/Logistic Not Mentioned 2014

(Fayoumi & Loucopoulos, 2016) Causal loop/stock flow SD Service Not Mentioned 2016
(Francisco et al., 2016) IDEF-SIM DES Manufacturing FlexSim 2016

(Flood, 2015) CYCLONE DES Manufacturing Not Mentioned 2015
(Fu-gui et al., 2012) Flowchart ABS Service AnyLogic 2012
(Gaion et al., 2009) Petri’s net DES Healthcare CPNTools 2009

(Gagliardi et al., 2014) Flow ABS Other JADEX 2014
(Garousi & Pfahl, 2016) Causal loop/stock flow SD Service Not Mentioned 2016

(Geller & Alam, 2010) Flow HY Other Repast 2010
(Heeg et al., 2005) Flow DES Healthcare Excel/@Rissk 2005

(Hennemann & Rabelo, 2006) Petri’s net HY Manufacturing ProModel 2006
(Herpel & German, 2009) State chart DES Service AnyLogic 2009
(Hou, 2013) Flow DES Transport/Logistic FlexSim 2013

(Huirong & Xiaoning, 2010) Causal loop/stock flow SD Transport/Logistic VenSim 2010
(Jagathy Raj & Acharya, 2009) Flowchart DES Transport/Logistic SIGMA 2009

(Ju et al., 2015) Flow DES Healthcare Not Mentioned 2015
(Karnon, 2003) Flow DES Healthcare Not Mentioned 2003

(Kashimbiri et al., 2005) Causal loop/stock flow SD Other VenSim 2005
(Kress et al., 2010) Flow DES Manufacturing ExtendSim 2010

(Li et al., 2014) Causal loop/stock flow SD Manufacturing SPSS 2014
(Lin et al., 2015) Causal loop/stock flow SD Other Not Mentioned 2015
(Liraviasl et al., 2015) IDEF0 HY Manufacturing AnyLogic 2015

(Mahato & Ogunlana, 2011) Stock flow SD Transport/Logistic Ithink 2011
(Martinez-Olvera, 2007) IDEF0 DES Manufacturing Arena 2007

(Martischnig et al., 2009) Causal loop SD Healthcare Not Mentioned 2009
(Melão & Pidd, 2006) Flowchart DES Service BPSim++ 2004

(Merrill et al., 2013) Causal loop/stock flow SD Healthcare Not Mentioned 2013
(Mgbemena & Bell, 2016) Decision Tree ABS Service TEA-SIM 2016
(Montevechi et al., 2007) Map Flowchart DES Manufacturing ProModel 2007

(Montevechi et al., 2009) Flowchart DES Manufacturing ProModel 2009
(Montevechi et al., 2010) IDEF-SIM DES Manufacturing ProModel 2010

(Moradi et al., 2015) Causal loop/stock flow HY Other AnyLogic 2015
(Nicolae et al., 2010) BPMN DES Service Java 2010

(Onggo, 2012) BPMN ABS Other Not Mentioned 2012
(Orji & Wei, 2015) Causal loop/stock flow SD Manufacturing Vensim 2015
(Pecek & Kovacic, 2011) Swim lane Flowchart DES Healthcare iGrafx 2011

(Pehrsson et al., 2013) Flow DES Manufacturing Not Mentioned 2013
(Pereira et al., 2015) IDEF-SIM DES Manufacturing ProModel 2015

(Continued)
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Table 3. (Continued).

Article Language Simulation Sector Software Year

(Perez-Mujica et al., 2014) Causal loop HY Other NetLogo 2013
(Pisuchpen & Chansangar, 2014) Flowchart DES Manufacturing Arena 2014
(Ramwadhdoebe et al., 2009) Flow DES Healthcare Arena 2009

(De Rangel & Nunes, 2011) IDEF-SIM DES Manufacturing Arena 2011
(Sahaf et al., 2014) Causal loop/stock flow SD Service Not Mentioned 2014

(Sajjad et al., 2016) Flow ABS Other AnyLogic 2016
(Sandanayake et al., 2008) Flow DES Manufacturing ProModel 2008

(Schönemann et al., 2015) Flowchart HY Manufacturing AnyLogic 2015
(Sharda & Bury, 2011) Flow DES Manufacturing ExtendSim 2011

(Shengqiang et al., 2014) Flow SD Manufacturing ETAP 2014
(Stainsby et al., 2009) Flow ABS Healthcare Not Mentioned 2009
(Sobolev et al., 2008) Flowchart DES Healthcare Not Mentioned 2008

(Sousa et al., 2005) Causal loop/stock flow SD Service Not Mentioned 2005
(Topping & Odderskaer, 2004) Flow ABS Other ALMASS 2004

(Walton et al., 2009) Causal loop/stock flow SD Other VenSim 2009
(Yang & Liyi, 2011) Causal loop/stock flow SD Service VenSim 2011

(Yuriy & Vayenas, 2008) Flow DES Manufacturing Simul8 2008
(Zulkepli & Mustafee, 2012) Flow HY Healthcare Simul8 2012
(Zupan & Herakovic, 2015) Flow DES Manufacturing Plant Simulation 2015
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