
	
	

232 PART 1 Regression Analysis with Cross-Sectional Data

In many cases, dummy independent variables reflect choices of individuals or other 
economic units (as opposed to something predetermined, such as gender). In such situations, 
the matter of causality is again a central issue. In the following example, we would like to 
know whether personal computer ownership causes a higher college grade point average.

 EXAMPLE 7.2  EFFECTS OF COMPUTER OWNERSHIP ON COLLEGE GPA

In order to determine the effects of computer ownership on college grade point average, 
we estimate the model

colGPA � C0 � E 0 PC � C1hsGPA � C 2 ACT � u,

where the dummy variable PC equals one if a student owns a personal computer and zero oth-
erwise. There are various reasons PC ownership might have an effect on colGPA. A student’s 
work might be of higher quality if it is done on a computer, and time can be saved by not hav-
ing to wait at a computer lab. Of course, a student might be more inclined to play computer 
games or surf the Internet if he or she owns a PC, so it is not obvious that E0 is positive. The 
variables hsGPA (high school GPA) and ACT (achievement test score) are used as controls: 
it could be that stronger students, as measured by high school GPA and ACT scores, are more 
likely to own computers. We control for these factors because we would like to know the av-
erage effect on colGPA if a student is picked at random and given a personal computer.

Using the data in GPA1.RAW, we obtain

  
@

�colGPA   � 1.26 � .157 PC � .447 hsGPA � .0087 ACT
 (.33) (.057) (.094) (.0105) [7.6]

n � 141, R2 � .219.

This equation implies that a student who owns a PC has a predicted GPA about .16 points 
higher than a comparable student without a PC (remember, both colGPA and hsGPA are on a 
four-point scale). The effect is also very statistically significant, with tPC � .157/.057 � 2.75.

What happens if we drop hsGPA and ACT from the equation? Clearly, dropping 
the  latter variable should have very little effect, as its coefficient and t statistic are very 
small. But hsGPA is very significant, and so dropping it could affect the estimate of C PC. 
 Regressing colGPA on PC gives an estimate on PC equal to about .170, with a standard 
error of .063; in this case,  ̂  C�  PC and its t statistic do not change by much.

In the exercises at the end of the chapter, you will be asked to control for other factors in the 
equation to see if the computer ownership effect disappears, or if it at least gets notably smaller.

Each of the previous examples can be viewed as having relevance for policy analysis. In 
the first example, we were interested in gender discrimination in the workforce. In the second 
example, we were concerned with the effect of computer ownership on college performance. 
A special case of policy analysis is program evaluation, where we would like to know the 
effect of economic or social programs on individuals, firms, neighborhoods, cities, and so on.

In the simplest case, there are two groups of subjects. The control group does not 
participate in the program. The experimental group or treatment group does take part 
in the program. These names come from literature in the experimental sciences, and they 
should not be taken literally. Except in rare cases, the choice of the control and treatment 
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   The data used are in CEOSAL1.RAW, where finance, consprod, and utility are binary 
variables indicating the financial, consumer products, and utilities industries. The omitted 
industry is transportation.
(i)  Compute the approximate percentage difference in estimated salary between the util-

ity and transportation industries, holding sales and roe fixed. Is the difference statisti-
cally significant at the 1% level?

(ii)  Use equation (7.10) to obtain the exact percentage difference in estimated salary 
between the utility and transportation industries and compare this with the answer 
obtained in part (i).

(iii)  What is the approximate percentage difference in estimated salary between the 
 consumer products and finance industries? Write an equation that would allow you  
to test whether the difference is statistically significant.

 5  In Example 7.2, let noPC be a dummy variable equal to one if the student does not own a 
PC, and zero otherwise.
(i)  If noPC is used in place of PC in equation (7.6), what happens to the intercept in the 

 estimated equation? What will be the coefficient on noPC? (Hint: Write PC � 1 � noPC 
and plug this into the equation  ! colGPA   �  ̂  C� 0 �  ̂  E�  0PC �  ̂  C� 1hsGPA �  ̂  C�  2 ACT.)

(ii)  What will happen to the R-squared if noPC is used in place of PC?
(iii)  Should PC and noPC both be included as independent variables in the model? 

Explain.

 6  To test the effectiveness of a job training program on the subsequent wages of workers, we 
specify the model

log(wage) � C0 � C1train � C2educ � C3exper � u,

   where train is a binary variable equal to unity if a worker participated in the program. 
Think of the error term u as containing unobserved worker ability. If less able workers have 
a greater chance of being selected for the program, and you use an OLS analysis, what can 
you say about the likely bias in the OLS estimator of C1? (Hint: Refer back to Chapter 3.)

 7  In the example in equation (7.29), suppose that we define outlf to be one if the woman is 
out of the labor force, and zero otherwise.
(i)  If we regress outlf on all of the independent variables in equation (7.29), what will 

happen to the intercept and slope estimates? (Hint: inlf � 1 � outlf. Plug this into the 
population equation inlf � C0 � C1nwifeinc � C2educ � … and rearrange.)

(ii) What will happen to the standard errors on the intercept and slope estimates?
(iii) What will happen to the R-squared?

 8  Suppose you collect data from a survey on wages, education, experience, and gender.  
In addition, you ask for information about marijuana usage. The original question is: “On 
how many separate occasions last month did you smoke marijuana?”
(i)  Write an equation that would allow you to estimate the effects of marijuana usage 

on wage, while controlling for other factors. You should be able to make statements 
such as, “Smoking marijuana five more times per month is estimated to change wage 
by x%.”

(ii)  Write a model that would allow you to test whether drug usage has different effects 
on wages for men and women. How would you test that there are no differences in 
the effects of drug usage for men and women?
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Computer Exercises
 C1 Use the data in GPA1.RAW for this exercise.

(i)  Add the variables mothcoll and fathcoll to the equation estimated in (7.6) and 
report the results in the usual form. What happens to the estimated effect of PC 
ownership? Is PC still statistically significant?

(ii)  Test for joint significance of mothcoll and fathcoll in the equation from part (i) 
and be sure to report the p-value.

(iii)  Add hsGPA2 to the model from part (i) and decide whether this generalization is 
needed.

 C2 Use the data in WAGE2.RAW for this exercise.
(i) Estimate the model

log(wage) � C0 � C1educ � C2exper � C3tenure � C4married

� C5black � C6south � C7urban � u

  and report the results in the usual form. Holding other factors fixed, what is the 
approximate difference in monthly salary between blacks and nonblacks? Is this 
difference statistically significant?

(ii)  Add the variables exper  2 and tenure2 to the equation and show that they are jointly 
insignificant at even the 20% level.

(iii)  Extend the original model to allow the return to education to depend on race and 
test whether the return to education does depend on race.

(iv)  Again, start with the original model, but now allow wages to differ across four 
groups of people: married and black, married and nonblack, single and black, and 
single and nonblack. What is the estimated wage differential between married 
blacks and married nonblacks?

 C3 A model that allows major league baseball player salary to differ by position is

log(salary) � C0 � C1years � C2gamesyr � C3bavg � C4hrunsyr

� C5rbisyr � C6runsyr � C 7  fldperc � C8allstar

� C 9  frstbase � C 10scndbase � C 11thrdbase � C 12shrtstop

� C 13catcher � u,

where outfield is the base group.
(i)  State the null hypothesis that, controlling for other factors, catchers and outfielders 

earn, on average, the same amount. Test this hypothesis using the data in MLB1.RAW 
and comment on the size of the estimated salary differential.

(ii)  State and test the null hypothesis that there is no difference in average salary 
across positions, once other factors have been controlled for.

(iii)  Are the results from parts (i) and (ii) consistent? If not, explain what is  
happening.

 C4 Use the data in GPA2.RAW for this exercise.
(i) Consider the equation

colgpa � C0 � C1hsize � C2hsize2 � C3hsperc � C4sat

 � C 5  female � C6athlete � u,
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 1  Which of the following are consequences of heteroskedasticity?
(i) The OLS estimators,  ̂  C�  j, are inconsistent.
(ii) The usual F statistic no longer has an F distribution.
(iii) The OLS estimators are no longer BLUE.

 2  Consider a linear model to explain monthly beer consumption:

 beer � C0 � C1inc � C 2 price � C3educ � C 4  female � u

 E(uUinc, price, educ, female) � 0

 Var(uUinc, price, educ, female) � T �2 inc2.

Write the transformed equation that has a homoskedastic error term.

 3   True or False: WLS is preferred to OLS when an important variable has been omitted 
from the model.

 4   Using the data in GPA3.RAW, the following equation was estimated for the fall and 
second semester students:

  ! trmgpa   � �2.12 ��.900 crsgpa � .193 cumgpa � .0014 tothrs

 (.55)� (.175) (.064) (.0012)

 [.55]� [.166] [.074] [.0012]

 � .0018 sat � .0039 hsperc � .351 female � .157 season

 (.0002) (.0018) (.085) (.098)

 [.0002] [.0019] [.079] [.080]

 n � 269, R2 � .465.

  Here, trmgpa is term GPA, crsgpa is a weighted average of overall GPA in courses 
taken, cumgpa is GPA prior to the current semester, tothrs is total credit hours prior 
to the semester, sat is SAT score, hsperc is graduating percentile in high school class, 
 female is a gender dummy, and season is a dummy variable equal to unity if the  student’s 
sport is in season during the fall. The usual and heteroskedasticity-robust standard errors 
are reported in parentheses and brackets, respectively.

Key Terms
Breusch-Pagan Test for 

 Heteroskedasticity (BP Test)
Feasible GLS (FGLS) 

Estimator 
Generalized Least Squares 

(GLS) Estimators 
Heteroskedasticity of 

 Unknown Form

Heteroskedasticity-Robust  
F Statistic

Heteroskedasticity-Robust LM 
Statistic

Heteroskedasticity-Robust 
 Standard Error

Heteroskedasticity-Robust  
t Statistic

Weighted Least Squares 
(WLS) Estimators

White Test for 
Heteroskedasticity

Problems
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(i)  Do the variables crsgpa, cumgpa, and tothrs have the expected estimated effects? 
Which of these variables are statistically significant at the 5% level? Does it matter 
which standard errors are used?

(ii)  Why does the hypothesis H0: C crsgpa � 1 make sense? Test this hypothesis against 
the two-sided alternative at the 5% level, using both standard errors. Describe your 
conclusions.

(iii)  Test whether there is an in-season effect on term GPA, using both standard errors. 
Does the significance level at which the null can be rejected depend on the standard 
error used?

 5   The variable smokes is a binary variable equal to one if a person smokes, and zero oth-
erwise. Using the data in SMOKE.RAW, we estimate a linear probability model for 
smokes:

  ! smokes   � .656 � .069 log(cigpric) � .012 log(income) � .029 educ

 (.855)� (.204) (.026) (.006)

 [.856]� [.207] [.026] [.006]

 � .020 age � .00026 age2 � .101 restaurn � .026 white

� (.006) (.00006) (.039) (.052)

� [.005] [.00006] [.038] [.050]

 n � 807, R2 � .062.

  The variable white equals one if the respondent is white, and zero otherwise; the other in-
dependent variables are defined in Example 8.7. Both the usual and heteroskedasticity-
robust standard errors are reported.
(i)  Are there any important differences between the two sets of standard errors?
(ii)  Holding other factors fixed, if education increases by four years, what happens to 

the estimated probability of smoking?
(iii)  At what point does another year of age reduce the probability of smoking?
(iv)  Interpret the coefficient on the binary variable restaurn (a dummy variable equal to 

one if the person lives in a state with restaurant smoking restrictions).
(v)  Person number 206 in the data set has the following characteristics: cigpric � 

67.44, income � 6,500, educ � 16, age � 77, restaurn � 0, white � 0, and 
smokes � 0. Compute the predicted probability of smoking for this person and 
comment on the result.

 6   There are different ways to combine features of the Breusch-Pagan and White tests for 
heteroskedasticity. One possibility not covered in the text is to run the regression

  ̂  u i 
2 on xi1, xi2, …, xik ,  ̂  y i 

2, i � 1, …, n,

  where the  ̂  u i are the OLS residuals and the  ̂  y i are the OLS fitted values. Then, we would 
test joint significance of xi1, xi2, …, xik and  ̂  y i 

2. (Of course, we always include an intercept 
in this regression.)
(i)  What are the df associated with the proposed F test for heteroskedasticity?
(ii)  Explain why the R-squared from the regression above will always be at least as 

large as the R-squareds for the BP regression and the special case of the White test.
(iii)  Does part (ii) imply that the new test always delivers a smaller p-value than either 

the BP or special case of the White statistic? Explain.
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 C5 Use the data in PNTSPRD.RAW for this exercise.
(i)  The variable sprdcvr is a binary variable equal to one if the Las Vegas point 

spread for a college basketball game was covered. The expected value of 
 sprdcvr, say N, is the probability that the spread is covered in a randomly 
 selected game. Test H0: N  � .5 against H1: N  p .5 at the 10% significance level 
and discuss your findings. (Hint: This is easily done using a t test by regressing 
sprdcvr on an intercept only.)

(ii) How many games in the sample of 553 were played on a neutral court?
(iii) Estimate the linear probability model

 sprdcvr � C0 � C1 favhome � C2neutral � C3 fav25 � C4und25 � u

  and report the results in the usual form. (Report the usual OLS standard errors 
and the heteroskedasticity-robust standard errors.) Which variable is most sig-
nificant, both practically and statistically?

(iv)  Explain why, under the null hypothesis H0: C1 � C2 � C3 � C4 � 0, there is no 
heteroskedasticity in the model.

(v)  Use the usual F statistic to test the hypothesis in part (iv). What do you  conclude?
(vi)  Given the previous analysis, would you say that it is possible to systematically 

predict whether the Las Vegas spread will be covered using information avail-
able prior to the game?

 C6  In Example 7.12, we estimated a linear probability model for whether a young man 
was arrested during 1986:

 arr86 � C0 � C1pcnv � C2avgsen � C3tottime � C 4 ptime86 � C5qemp86 � u.

(i)  Using the data in CRIME1.RAW, estimate this model by OLS and verify that all 
fitted values are strictly between zero and one. What are the smallest and largest 
fitted values?

(ii)  Estimate the equation by weighted least squares, as discussed in Section 8.5.
(iii)  Use the WLS estimates to determine whether avgsen and tottime are jointly  

significant at the 5% level.

 C7 Use the data in LOANAPP.RAW for this exercise.
(i)  Estimate the equation in part (iii) of Computer Exercise C8 in Chapter 7, 

 computing the  heteroskedasticity-robust standard errors. Compare the 95% 
 confidence interval on C white with the nonrobust confidence interval.

(ii)  Obtain the fitted values from the regression in part (i). Are any of them less than 
zero? Are any of them greater than one? What does this mean about applying 
weighted least squares?

 C8 Use the data set GPA1.RAW for this exercise.
(i)  Use OLS to estimate a model relating colGPA to hsGPA, ACT, skipped, and PC. 

Obtain the OLS residuals.
(ii)  Compute the special case of the White test for heteroskedasticity. In the regres-

sion of û 2   i   on  ! colGPAi   ,  ! colGPA 2   i     , obtain the fitted values, say  ̂  h i.
(iii)  Verify that the fitted values from part (ii) are all strictly positive. Then, obtain the 

weighted least squares estimates using weights 1/ ̂  h i. Compare the weighted least 
squares estimates for the effect of skipping lectures and the effect of PC ownership 
with the corresponding OLS estimates. What about their statistical significance?


