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PREFACE 
to the 2002 Printing 

... my wife Margaret...suggested that I read a book by Robert 

Dunnell. However with a title of Systematics in Prehistory (Dunnell 
1971), it didn't seem to have much to do with evolutionary theory nor 

did it seem relevant to my interests in paleolithic prehistory and 

Pleistocene environments. As I have long since learned, however, I 
should have heeded her advice. (Barton 1997: iii). 

Systematics in Prehistory was written over thirty years ago by 
someone only recently out of graduate school and completely naive 
to the ways of academia. As one of my new colleagues at the Uni­
versity of Washington put it: A hardbound archaeology book-what 

1 • 1 T 1 _ 1 1 _ __ 1 _ _1 _ ___ .o _ _1 _ ___ 1 _ _ _ .ot_ _ .o1 1 1 

a nuv~:1 1u~:a. rnu~:~:u, ouuK.s aouut ar~na~:uwgy, ram~:r man ouuK.s 
about the archaeology of particular places, were rather novel. 
Taylor's A Study of Archaeology (1948) was pretty much an iso­
lated analytic effort (one that got its author ostracized from mainline 
professional circles for decades). Watson, LeBlanc, and Redman's 
Explanation in Archeology:An Explicitly Scientific Approach ( 1971) 
was written at the same time as Systematics and without knowledge 
of Systematics or vice versa. While it claimed linkage to Taylor's 
work, this claim is best understood as a legitimizing myth rather 
than any intellectual connection given the radical differences in 
approach. Explanation in Archeology (EA) and Systematics differed 
in most other respects. EA advocated, in fact largely anticipated, a 
particular approach to archaeology that the authors dubbed "scien­
tific." Systematics, on the other hand, was an effort to explain 
archaeology as it then existed. And unlike the Taylor book a gener­
ation earlier, Systematics focused on trying to account for why ar­
chaeology actually "worked" in those few areas where it did work 
demonstrably rather than how it failed to meet new 
expectations-anthropology in the Taylor case and "science" in the 
EA case. Furthermore, Systematics took as its target the "language 



of observation," the generation of "kinds," of "facts," a "bottom up" 
sort of approach to understanding archaeology. The others took a 
rather different, top-down approach proceeding from assumptions 
about what answers should look like and thus focused on the 
"language of explanation." And for the most part, the language of 
explanation was drawn then, as now, from Western common sense 
in archaeology. As a result EA went on to become the textbook for 
the "new archaeology" (later and more distinctively, processual 
archaeology). Even the Taylor book enjoyed some belated success 
in that role. Systematics, on the other hand, while it did well enough 
in the bookstores, remained something of an enigma as suggested 
by Barton's initial reaction related in the quotation, not embraceable 
by the new archaeology and clearly not conformable with culture 
history that was the rhetorical target of processualism. It was 
regarded as difficult to read, hard to understand, and/or of doubtful 
practical utility. People were not yet ready to question the 
"objectivity" of science nor the "reality" of "facts." It \Vas in many 
respects frightening and still is. 

Yet the argument that Systematics makes is a simple one, 
germa11e to all science. L~vestigators must separate the categoiies 
they use to make observations from "natural kinds," or empirical 
kinds, if such can even be said to "exist." We cannot know the 
world apart from the templates we use to observe it, a view that 
even Taylor would come to embrace (1968). The only choice we 
have is to be aware of the templates and therefore their effects on 
"facts" or not. When we opt for the latter, the claim is always one of 
natural kinds, that x is so "because it is real." This is precisely the 
rationale for folk kinds as well. On the other hand, if the existence 
of observational templates is admitted, then and only then does the 
possibility of controlling their effects arise. Only when we know the 
template used can the artifacts of observation be separated from the 
phenomenological world. Theory, specifically what Systematics 
calls "formal theory," exists to do this work, explicitly creating a 
language of observation to generate "facts" that can be explained by 
the processes and mechanisms of a particular theory. This lies at the 
heart of the "group" /"class" distinction that is the core of System­
atics: Groups are sets of things; classes are categories for things. 
The bulk of Systematics is a review of the means available for the 
construction of categories, the choices made by archaeologists when 

successful, and even anticipating the quantitative course that 
archaeology would pursue later in the 1970s and 1980s. The key 
point is, however, that the purpose, the function of classes is to 
create groups that can be explained, that are meaningful within 
some theory. As Richard Lewontin (1974: 8) explained to biologists 
shortly after Systematics was written: "We cannot go out and de­
scribe the world in any old way we please and then sit back and 
demand that an explanatory and predictive theory be built on that 
description." That he needed to make this point to zoologists is tell­
ing. Scientists, real scientists, get trapped by the objectivity myth 
from time to time, even though their daily practice and disciplinary 
history belie it. 

Failure to recognize this point has led archaeology into a 
fatal spiral. Ad hoc categories were drawn from English common 
sense. Archaeology was thus compelled to adopt a reconstructionist 
methodology that conceived the archaeological record in everyday 
terms. Common sense, our own culture's implicit values and con­
ventions, could then explain it. Reconstitution required creating 
"attributes" that were not empirical, and archaeology lost its 
testability. Testing was replaced by examination of how a conclu­
sion was reached. Quantification, as foreseen in Systematics, came 
to be used to create qualities instead of describing variability. Not 
surprisingly processualism failed. 

The gap left by the collapse of processualism as science 
was filled not by a scientific archaeology but the new relativism 
sweeping social science (for similar reasons). Yet almost ironically 
postprocessualist archaeology, as this newest archaeology is com­
monly known, is likewise tethered to the core thesis of Systematics. 
In attacking the "objectivity" of science, postprocessualists could 
have drawn heavily on Systematics to demonstrate their point. Sys­
tematics is nothing if not a debunking of the "objectivity" of 
science, all science, by demonstrating that its "facts" are construc­
tions. The crucial distinction is not between objective and subject­
tive, however, but between explicit and implicit formulation. Conse­
quently postprocessualists miss the methodological point of System­
atics: Recognizing the constructed nature of kind allows one to 
control the construction, to be able sort observation into artifact and 
"reality." Rather they glory in being victims of their own unre­
marked delusions. 



Perhaps the impact of Systematics would have been more 
far reaching earlier had it not come out of archaeology. Archae­
ology is not exactly a place a biologist or a chemist might look for 
insight into the working of science, especially in the early 1970s. 
Certainly science has moved in the directions foreseen by System­
atics since then, even if the social sciences have not, yet everything 
from the use of cladistics to the "science wars" points out the need 
to take up the issues addressed in Systematics anew. 

Looking back, Systematics' greatest failure lies in its ab­
stractness. This is not to fault what is there or how it was presented, 
but to lament that it was not firmly articulated with a particular 
explanatory theory. Consequently while one discusses how attri­
butes are generated or types formed, there was no content to allow 
one to actually select attributes or form types. But then there was no 
explicit explanatory theory in archaeology at mid-century. Lan­
guage of observation decisions were entirely implicit. Culture his­
tory did employ some elements of explanatory theory, but they were 
hardly explicit. Indeed, I ended up spending a goodly portion of my 
life trying to extract them from the descriptive literature. New 
archaeologists openly questioned if theory were necessary, passing 
that buck conveniently to anthropologists. My own commitment to 
evolutionary theory lay years in the future, contra to the impli­
cations of the opening quotation. Yet in retrospect I could never 
have come to evolutionary theory without first having understood 
unit formation. It may be that the resistance to evolution lies as 
much in failure to internalize the central thesis of Systematics as it 
does with any of the more usual excuses. 

Systematics is not an easy "read" (to use the modem jar­
gon) but that is only partly my fault. I have to own up to not having 
controlled the analytic tradition that did exist for such endeavors, 
but then my discipline did not encourage such analyses. Anthro­
pological graduate curricula did not include these tools nor guide 
the archaeological apprentice in that direction-a deficit that I 
resent to this day and one that I attempted to correct in my own 
thirty-year teaching career. But many of the distinctions and con­
cepts with which Systematics toyed were new, at least in the web in 
which they were presented; there was, and still is to large degree, no 
well-oiled path to be shared by analyst and reader when building 
languages of observation. Finally, challenging the "objective" "exis-

tence" of "facts" that can be known through application of "correct" 
procedure has always been, and remains, a difficult business, crucial 
as it may be not only to science but to people. It is almost as if 
people do not want to own up to being sentient creatures. This is 
what I suspect we mean when we say something is intrinsically hard 
to understand-something that questions the very tools we use to 
know. And this is really what Systematics is all about. 
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PREFACE 

In evaluating introductory and higher level courses in 
archaeology, one is struck with the absence of any general text 
which treats the units employed by the discipline, though all 
texts are cast in terms of peculiarly archaeological units. Many, 
if not most, prehistorians have acquired the terminologies by 
academic osmosis, having been exposed to them over long peri­
ods of time first as undergraduates, then as graduate students. 
But the inconsistencies in the literature of the discipline-the 
downright isolation displayed in almost all archaeological writ­
ing-bespeak lhe failure of this kind of learning process. 

It was in this context that I undertook to write this book, 
not only for students, but also for myself and my colleagues. It 
is fair, I think, to call it a first attempt, and I fear in places this 
is all too clear for comfort. In spite of the predictable shortcom­
ings of such a foolish venture, there is, I think, much to be 
gained from the attempt itself-not the least of which is to 
stimulate a more thoroughgoing and deeper consideration of 
certain basic issues that we, as archaeologists and students of 
achaeology, all too easily slide under the academic rug in favor 
of the more active and glamorous aspects of the discipline. 

The impression may be given by the pages that follow that 
there has been no over-all and systematic treatment of classifica­
tion and unit formation in prehistory. This is not true-but ~here 
has been very little. Such treatments, however, focus upon how 
things ought to be done or what may become practice, rather 
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than what has been done and what has been practiced. This 
limits the utility of such approaches in teaching as well as in 
making use of the bulk of the literature. I have tried here to 
bridge the growing gap between old and new archaeologies by 
attempting to clarify the old. 

In this endeavor, I have been aided by many people, often 
unwittingly on their part as they simply asked the right question 
at the right time in the right way. Of the many who have made 
contributions in this effort, I should particularly single out for 
speciai acknowiedgment Professors Irving B. Rouse and K. C. 
Chang of Yale University, who taught me most of what I know 
of prehistory and who both read my preliminary outlines criti­
cally and encouraged me to complete the endeavor. Professor 
Chang further read the manuscript in draft. His comments are 
gratefully acknowledged. Professor Michael Owen of the Uni­
versity of Washington read the first half of the book in detail 
providing the perspective of linguistics. A great deal of credit 
needs to be given to the students of Archaeology 497 who, over 
the past three years, have been the demanding proving-ground 
for much of what is contained within these covers. Without their 
questions and an insistence upon a straightforward answer, this 
would have been a far more difficult task than I otherwise could 
have undertaken. Mr. William E. Woodcock of The Free Press 
offered encouragement and advice and the kind of willingness 
to aid that lightens any load. Finally, I should like to thank ,my· 
wife, who willingly undertook much of the drudgery, editing, 
and preliminary typing that made this a possible endeavor. Mrs. 
Carolynn C. Neumann typed the final draft of the manuscript 
and generously applied her editorial skills. To all these and 
many more this book owes its existence. 

Robert C. Dunnell 
University of Washington 

INTRODUCTION 

Man has probably had an interest in his past as long as he 
has been man. Depending upon which authorities one reads and 
·vr1hich criteria he uses, this L~terest has been expressed as 
archaeology in Western Civilization variously-since the birth 
of that civilization in the Near East, since the time of classical 
Greece and Rome in the Mediterranean, or since the European 
Renaissance. Over this period of time-be it five thousand or 
five hundred years-there naturally have been radical changes 
in the approach and nature of archaeology. 

Today, judging by the meager perspective that can be 
gained contemporarily, we seem to be entering such a period of 
change. Often this change is phrased in terms of different ap­
proaches or competing schools called the "new archaeology" 
and the "old archaeology." The "new archaeology" has a differ­
ent view of the relevance of man's past to his present; its goals 
appear to be aimed at explanation of man's past, not just at its 
recitation. With new aims have come, at least to some degree, 
new means for accomplishing them. The newly envisioned goals 
provide a clarity of purpose, and the people practicing the "new 
archaeology" are more systematic and articulate about what they 
are doing, how they are doing it, and, most importantly, why 
they are doing it. In looking back, or rather across, to the "old 
archaeology," the complaints of the new are not so much that 
the old is wrong-indeed, the old has produced nearly all that 
we now have of man's past-but that its goals are too narrow, 
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when it has goals at all. An interest in the past is no longer 
deemed a justification for a discipline in tenns of "current rele­
vance." 

In particular, the new has criticized the old as being "an 
art." This criticism has been drawn for nearly twenty years, 
usually by pointing out that there is no means within archae­
ology to rationally evaluate its conclusions. One has to be con­
tent with "believing" or with assessing the merits of a set of 
conclusions by a knowledge of the professional status of the 
individual who did the work. 

There is no denying that this was true and continues to be 
true of much that is done in archaeology and that this is not a 
healthy state of affairs. Because of these rather obvious faults, 
there is a strong tendency to reject the "old archaeology" and to 
replace it, or attempt to, with the "new archaeology." This, how­
ever, it to deny t...~c results of the old alld, irldeed, the unew 
archaeology" itself which is born of the old and covertly con­
tains much of it. 

The practitioners of the old are not without criticisn1 of tlte 
new. While their goals may often be_ appreciated, the "new 
archaeologists" are ·brought to task for ignoring priorities of 
operation, for moving ahead too fast without the proper founda­
tions to bear their conclusions. A good case can be made that 
much of the laudable effort on the part of the "new archaeology" 
has been wasted, for it has been based in enthusiasm rather 
than reason. The tendency to reject in toto, or nearly so, the old, 
has denied the new the experience gained by the old. In the rush 
to become a science and to produce explanation, the route to 
science has often been forgotten. Science is not built of novelty. 
New systems do not appear with each new Ph.D., but, rather, 
progress is the process of building upon what has already been 
learned. 

Two important products seem to be emerging from the 
"new archaeology." The first is a very important distinction be­
tween field work, the collection and excavation of rocks, and 
what is done with the rocks after they have been recovered. In 
short, an academic discipline is growing out of what was once 
a technical field dealing solely with things. This division has 
been incipient in archaeology for a long time, but it is the "new 
archaeology" whch appears to be bringing this into fruition. 
The distinction between field work and inquiry into man's past 
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will play a major role in the development of what is now called 
archaeology and will give direction to this development. Indeed, 
the distinction is a necessary one if explanation is to be 
achieved. Relegation to a secondary role of that aspect con­
sidered by many as the real "meat" of archaeology has un­
doubtedly contributed measurably to the gap between the old 
and the new. Because the distinction is important, the technical 
recovery aspects of the field will herein be called archaeology, 
and the academic discipline, which is our concern, referred to as 
prehistory. 

The second important and emergent contribution of the 
new has been its overt search for models with which the dis­
cipline may be structured. It is unfortunate that this search has 
been only partially successful and that the models used have 
been borrowed from other sources rather uncritically. When 
science has been employed as the model, the borrowers have 
looked not to the practice and structure of science, but rather 
to the philosophy of science, which itself is not a product of 
science or in many respects an accurate reflection of what 
science does or how it does it. 

Even more detrimental has been the borrowing of models 
from sociocultural anthropology. This tendency is probably a 
latent function of the old archaeology, which viewed itself as 
doing ethnographies of dead peoples and thus as in a dependent 
·relationship to sociocultural anthropology. Looking to socio­
cultural anthropology for a model to structure prehistory is 
detrimental because it can only deny prehistory its one virtue, 
time and change, neither of which is a part of (or can presently 
be incorporated in a rational way into) sociocultural anthro­
pology. Choosing a l,llOdel from this source will limit prehistory 
to untestable "functional studies" executed in tenns of differ­
ences and similarities rather than change. 

The inappropriateness of these and other models to the 
goals of prehistory has not gone unrecognized by the practi­
tioners of the "old archaeology," and this too has contributed 
to the division between old and new. While the particular 
products of this search by the new archaeology can hardly be 
termed fruitful, the search itself is important and will ulti­
mately shape the discipline in a profitable direction. 

The gap between the "new archaeology" and the "old ar­
chaeology," insofar as one exists in practice, is in large measure 



4 
Introduction 

a result of the old, but one which is not being rectified by the 
new. The problem this book focuses upon chiefly is the failure of 
the old to produce a comprehensive and overt statement of how 
and why prehistory works or an explanation of the nature and 
reliability of its conclusions. There is no general statement of 
theory in prehistory as an academic discipline. The new, while 
much more explicit in what it does and how it does it, makes 
covert use of the old and in doing so suffers from many of the 
same liabilities. 

It is profitable to look at some of the conditions, or causes, 
that accompany this glaring lack on the part of prehistory, if 
only to provide some instruction in an attempt to remedy it. It 
should be clear from the outset that the problem is not a lack of 
theory, for such is simply inconceivable, but rather the lack of 
its overt expression in the literature of the discipline. The 
"cause" most responsible for this omission is the undefined and 
contradictory usage of the immense terminology employed in 
prehistory. Like its sister discipline, sociocultural anthropology, 
prehistory has a tendency to invent a term for its own sake and 
then argue about what it means for twenty years rather than de­
fining the term in the first place. Some terms are used differently 
by different authors; other different terms have roughly the 
same meaning. Much of the confusion and contradiction in pre­
history's terminology comes from this source. A given concept 
has meaning only when it is defined, and once it has been de­
fined, it is an easy matter to evaluate its utility in a given case. 
The meaning of a term is its definition, not its application, and 
without a definition a term means nothing and cannot serve as 
an effective means of communication. Ignoring this has led to 
the confusing state of the discipline's terms and literature. 

Following from this, though certainly meriting some spe­
cial attention, is a general lack of distinction between the termi­
nology and the referents of the terminology. There is a strong 
tendency to reify concepts, to regard an idea or a word as the 
same thing as its referent. Analogously, ideas are not distin­
guished from observable phenomena. The notion culture, for 
example, is employed in some literature as if it were a real thing, 
a huge animal crawling across the planet pulling strings making 
people do what they do, rather than a concept which enables us 
to organize the observable phenomena of acts and artifacts. 

Closely related to these first two conditions is a general lack 
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of concern with what theory is, again largely as a result of the 
discipline's preoccupation with the substantive. This does not 
seem to be a matter so much of theory's being terribly compli­
cated, but rather of its being taken for granted. Methods, for 
example, are frequently treated as techniques and with little 
concern for why they work. This has created an enormous prob­
lem in prehistory of differentiating between bad methods and 
the misapplication of good ones. Without understanding why a 
method works, it is impossible to judge under what circum­
stances it can be validiy employed. This lack of concern with 
theory has made itself evident in the discipline's terminology. 
~efinitions of concepts quite frequently are formulated for spe­
cific problems, but no general concepts are available to consider 
~ethods and theory. The many uses of the term "artifact" pro­
VIde numerous cases in point. Many special definitions are in the 
literature, yet no general concept of artifact from which these 
special cases can be derived is in evidence. Thus, not only does 
the number of terms and meanings for terms approach the num­
ber of kinds of problems attended by archaeologists, but means 
for talking about methods in general, apart from particular prob­
lems, are lacking. 

The last "cause" which seems to contribute substantially 
to the malaise of the "old archaeology" is the lack of a clear-cut 
noti~n of what prehist?ry is. More often than not, when prehis­
tory IS defined or descnbed it is delineated in terms of its subject 
matter. Again, .the overriding concern for things is evident. 
When de~itions are attempted in terms of goals, these are usu­
ally sp~c1al cases, egocentric definitions of the entire discipline 
solely m terms of what happens to interest a given individual. 
They have contributed much to the lack of direction and coher­
ence exhibited by prehistory, something which is frequently 
~b~cur~d from view by the nebulous term "culture history." It 
~~ m_ this respect that the "new archaeology" has not yet made a 
s1gmficant advance, for individual goals are frequently employed 
to define the field as a whole. 

These four "causes" are not really causes, but, rather, are 
further specifications of the practical problems created by the 
lack of an explicitly stated theory of prehistory. Historically, 
these problems relate to the derivation and growth of prehistory 
a~ archaeology from a thing-oriented, natural-history stage. Pre­
history as an academic discipline, and more particularly as 
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a kind ~f anthropology, is not very old. Only recently has it ap­
peared m the curricula of universities generally. In the United 
States, where it is conceived of as a kind of anthropology, it has 
been forced by its appearance in the academic world further 
away from things alone, to include ideas as well. In many re­
spects, the "new archaeology" is an attempt to create an aca­
?emic discipline out of what was largely non-academic endeavor, 
m the belief that things, so heavily emphasized by the "old 
archaeology," do not justify the discipline's position in the aca­
demic world as a branch of lc11owledge ·worth kno·w·ing. 

The problem which has been outlined is much larger than 
any one person can seriously attempt to deal with. It is thus not 
the intent of this examination to cover theory in prehistory ex­
haus~ve~y .. coverage is restricted to the lowest order of theory in 
any ~ISCipline, that of the definition and conception of data, the 
creation of meaningful units for the purposes of a particular 
field of inquiry. This is a consideration of the formal aspects of 
pre~i.story, the units employed, and the operations performed in 
arr1v1ng at them. It does not attempt to cover the rules by wl1icl1 
~nterpretation and explanation are attempted in the field; indeed, 
mterpretation and explanation lie beyond the scope of the book 
entirely, save insofar as they have conditioned the construction 
of units. 

The field singled out for treatment here, it must be reiter­
ated, is but a small portion of the kinds of operations and con­
structions that might be properly called theory. The choice of 
this particular coverage is predicated on two simple considera­
tions. First, formal operations must be performed, covertly or 
overtly, before any other kinds of operations. One cannot count 
apples until one knows what apples are, what numbers are, what 
relations exist between various numbers, and what the point to 
count~g apples is. In the past these formal operations creating 
the umts for the field have been treated, when they have been 
treated at all, almost entirely covertly, and thus the student has 
littl: means to u?derstand this crucial area. And for the pro­
fessiOnal these srmple operations are probably the least well 
unde~stood of all theoretical matters and consequently are prime 
contnbutors to the confusion and misplaced arguments that 
abound in the archaeological literature. It should be clear from 
this that the discussion in the ensuing chapters is centered on 
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ideas, "concepts" as they are called, and the operations which 
create them for prehistory. 

The second factor which conditions the choice of subject 
matter is the current state of affairs within the field. The "new 
archaeology" is making tremendous, articulate strides in the 
realm of interpretation and explanation, and it is in these re­
spects that the differences between old and new are most strik­
ing. This aspect of prehistoric theory is rapidly becoming acces­
sible to the student through many sources, even in a manner 
useful at the most elementary level. Most of t."!Je units used by the 
new explanations are, however, still drawn from the old, and 
often most uncritically. New procedures for unit construction 
have been proposed, but these have neither made an important 
contribution nor proved more useful. It is at the level of units 
that the old and new archaeology are most closely connected, 
that the old makes its greatest contribution, at least potentially, 
to the new. The biases in this treatment clearly favor the "new 
archa~ology" in terms of goals and explanation, but are strongly 
committed to using the units of the "old archaeology~' for these 
purposes. Thus an underlying proposition is that the discomfort 
created by the formal theory of the old archaeology lies in its 
implicitness (and thus the possibility of inconsistency and con­
fusion) and its misapplication resulting from lack of problem. 
The new archaeology promises to eliminate the latter difficulty. 
This examination hopes to clarify the problem of explicitness. 

To the field of concern herein will be applied the term sys­
tematics, which for the purposes of this discussion is defined as 
the set of propositions, concepts, and operations used to create 
units for any scientific discipline. A dictionary definition of 
systematics is not much different except that the word is usually 
defined in terms of classification and assumes that classifica­
tion is the way in which the units are created. The definition as 
phrased here is obviously applicable to all kinds of scientific en­
deavor; however, our concern will be with those elements which 
have direct relevance to what has already been done in pre­
history. 

Within this field of interest the primary goal is to develop 
a conceptual framework which can be used to understand how 
and why prehistory works in a formal sense. One thing must be 
clear: the aim is a conceptual framework, not an operational 
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model. Many different operational models, some of radically 
different design, are possible within the framework herein de­
veloped. This exposition is not concerned directly with how the 
formal operations of prehistory ought to be done or even how 
they are done (this is painfully elusive in much archaeological 
writing), butit is focused on how the formal operations ought 
to be explicated for evaluation, testing, and comparison. In this 
respect it is intended to function as a guide to reading what has 
already been written, by providing a means of correlating and 
evaluati...T}g the divergent literature. 

To accomplish this, it is necessary to provide an outline of 
those criteria that must be met in the formulation of meaningful 
units for prehistory. In part such criteria are logical operations, 
but in large measure they depend upon a definition of prehistory. 
Without this kind of consideration there is no means of identi­
fying nonsense when it is encountered, as it is in all writing from 
time to time. It has also been necessary to develop a unified set of 
terms which can be employed as a metalanguage for the discus­
sion of theory ii1 prehistory. It is unfortunate that the subject 
matter and interests of prehistory are sufficiently complicated 
or that we understand our subjects so poorly that the metalan­
guage of mathematics cannot be made to bear the major weight 
of communication. Whatever the reasons may be, a language 
which consists of words having only denotations and no conno­
tations must be employed so that we can be certain that ideas 
are communicated in the form in which they were intended to 
be understood. The language of theory is the crucial irem. We 
can know nothing but words, and in the case of theory it is essen­
tial that the words be precise and that this precision can be 
communicated. 

Given the point of view expressed here and the current in­
terests of the discipline, one result, only partially intentional, is 
the evaluation of some concepts in the role of expository devices 
as more productive than others. Some major gaps in the formal 
theory of prehistory, presently obscured by vague and conflicting 
terminology, are exposed as deficiencies. These kinds of evalua­
tions are the natural outcome of systematically examining what 
prehistory has done and should be regarded as some of the profit 
that can be gained from this sort of examination. It is important 
to recognize that such evaluations are bound to the particular 
point of view and restricted to the particular coverage. The 
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general utility of these evaluations must be established inde­
pendently. 

There is little or nothing new contained in the content of 
this treatment. It is simply a more rigorous explication of already 
current notions. All of what is contained herein has found ex­
pression many times in the literature of the discipline, though 
most frequently in a covert manner. However, this is not in­
tended to be a literature review. Such is impractical, if not im­
possible, given the covert expression that systematics has 
received. Furthermore, a literature review would not be useful 
since our purpose is not to summarize what has been done, but 
to analyze it and find out why it works, regardless of why it is 
said to work. A polling of majority opinion has no place in this 
kind of approach. 

The organization follows logical lines, starting with the 
most elemental propositions and then deriving those at higher 
levels. This, of course, is precisely the reverse of the actual 
derivation of the E:Xposition which began with analysis of the 
liter·ature and moved from there to the elemental propositions. 
It might be noted by many readers that symbolic logic, sign 
theory, and set theory (in specific cases) could have been effec­
tively employed to the ends herein ascribed. The use of general 
theories of knowletlge, however, has been avoided in the exposi­
tion where at all possible. This is designed as an introduction to 
prehistory's theory for students interested in prehistory and not 
for students of symbolic logic. 

To accomplish these general aims the treatment has been 
divided into two parts. Part I considers systematics in general to 
provide necessary background for the examination of prehis­
tory in Part II. While Part I treats systematics in this general 
sense, the considerations are focused on those aspects which are 
directly relevant to what has been done in prehistory. The initial 
chapters of Part I set forth the terms and their definitions, and 
then the later chapters relate the inquiry to the ways in which 
units can be created. Part II begins by defining the field of pre­
history and its relation to the general discussion of systematics. 
Succeeding chapters consider the ways in which systematics 
have been employed in prehistory, as well as some of the specific 
concepts that are the products of these applications. The final 
chapter in Part II summarizes systematics in prehistory by eval~ 
uating the utility of the various kinds of systematics that have 
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been used and the schemes produced, with a stock-taking of 
where we are and where we can and should go. 

In an attempt to provide easy access to the tenninology em­
ployed, a glossary is appended at the end of the book presenting, 
by chapter, the terms introduced in each associated chapter. 

While a bibliography in the ordinary sense of the term is 
impractical for an exposition of this sort, it is nonetheless ad­
vantageous to indicate important sources of directly related 
materials. Because the subject matter of the first half of the 
book a..11d that of the second half ordLJ.arJy are treated in differ­
ent bodies of literature, two bibliographies have been provided, 
one for each part. In these an attempt has been made to include 
major source materials upon which the exposition has been 
based, important expressions of divergent views, and examples 
of the particular subjects treated. Such a listing could quite 
ob\-iously be extended almost indefinitely, so the brief compila­
tions here are selected works which in the writer's view bear 
directly on the exposition. 

part 1 

GE1~ERAL 

SYSTEMATICS 
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PRELIMINARY 

NOTIONS 

ft is the intent of the fust part 
of this book to provide a general background in methods avail­
able for constructing the formal basis of understanding in sci­
entific disciplines. In essence this involves the construction of 
a series of linked concepts and assumptions which are usually 
referred to as theory. Theory, both in prehistory and in the natu­
ral sciences, goes much further than what is presented here, for 
we are not directly concerned with how explanation ~s achieved, 
but rather with the formulation of pheomena in such a manner 
as to be amenable to explanation. Our concern is strictly with 
formal theory. 

This initial background is not correctly assumed to be 
philosophy of science; instead it is based upon what is done, 
especially what is done by scientists, and not the way or ways 
in which non-scientists care to rationalize the procedures. Our 
model, the natural sciences, is part of Western Civilization and 
thus largely takes for granted the units by which it operates, 
much in the same manner (and for precisely the same reasons) 
that we as English-speakers take for granted the meaning of 
English words. The sciences, as we are accustomed to use the 
term, are Western ,;folk theories" of the phenomenological world, 
not different in kind or implication from any other pragmati­
cally oriented means of explanation. On the other hand, the 
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formulations of prehistory and other cross-cultural "sciences of 
man" must be capable of organizing simultaneously both our 
own system of ideas and things and those systems of the exotic 
subject matter. Consequently, while the sciences provide a model 
for the characteristics of units to be used in explanation, the 
actual construction of units must be considered in more detail 
than is customary in the sciences. Herein lies the most difficult 
aspect of making effective use of this sort of study, namely, its 
familiarity and simplicity. The kinds of things considered are 
those which all of us do constantly, but intuitively. In our day­
to-day operation in a single cultural system, the intuitive quality 
of the way in which we carry out these operations is normally of 
little or no consequence. There is no need to question, much less 
any interest in questioning, why a house is a house, because we 
all conventionally agree on what houses are. The inherent am­
biguity is eliminated by our common restricted view of the world; 
misunderstanding arises infrequently. However, once we turn 
our concerns to the world as others conceive it, these very oper­
ations of deciding what it is that is before us can no longer be 
taken for granted. The operations must be made explicit for a 
non-western understanding to be conveyed. In practical terms, 
this means that to make use of what is presented here it is neces­
sary to rethink or relearn the operations we constantly use to 
create phenomena, in such a manner as to be able to state how it 
is we know what we know. The first part of the essay, then, is 
devoted to providing a general framework for this kind of con­
sideration. It is important to remember that any work of this 
sort in the social sciences is part of its own subject matter, and 
to fail to realize this defeats the purpose of the study. 

One obvious consequence of this approach to understanding 
how prehistory works is that we are going to be concerned pri­
marily with words, or concepts as the special words of particular 
disciplines are called, and the means by which they are con­
structed. Furthermore, we will also need to concern ourselves 
with articulating these concepts into a system, a metalanguage 
in which all meaning is explicit. It is likewise obvious that there 
is no starting place; one must simply start. Words in ordinary 
English have to be our touchstone, the means by which the first 
and most basic concepts are developed. Once beyond the most 
basic concepts, it will become more and more feasible to create 
others, based upon the initial steps, without reference to ordinary 
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English. It is necessary, as an initial step, to create a series of 
definitions and distinctions which will provide the basic set of 
terms and meanings to carry the discussion. 

Definition versus Description 

Pragmatically the most important distinction to be made is 
that between "definition" and "description." This consideration 
necessarily precedes all others, for it is necessary to create the 
basic set of terms. Further, the substantive basis for this distinc­
tion between definition and description finds numerous parallels 
in many of the concepts that follow. 

A definition, if one consults a dictionary, is a statement of 
the meaning or significance of a word. The important feature in 
the dictionary definition is that definitions have as their subjects 
words, not objects. Two kinds of definition, differentiated on the 
basis of how definition is accomplished, are often and usefully 
recognized: extensional definition and intensional definition. 
~x~ensional defu!ition fur any given term is accomplished by 
lis~g. al~ the obJects ~o which the term is applicable, or doing 
this Withm some specified and restric,ted set of boundaries. For 
example, an extensional definition of the word "dog" would be 
comprised of a listing of all dogs, past, present, and future. 
~learly, extensional ?efinitions are practical only with a spe­
Cified set_ of boundanes, for example listing all living dogs, or 
all ~ogs. m the state ?f Georgia, and so on. The only practical 
a~plicauon of extensional definition, definition by example, is 
':Ithin some otherwise defined field of time and space. Exten­
sional definition will permit the identification of all dogs as 
dogs within the restricted realm of living animals. It does not, 
however, convey what a dog is, those things which go to make 
up the quality of "dogness." Extensional definitions focus on 
defining a term in relation to the objects to which the term is 
applicable. As a result, such definitions are restricted in their 
utility to defining what is already known. To define the term 
"dog" extensionally requires that you already know what dogs 
are in or~er to make the definitional listing. Ultimately, then, 
~ e:x:tens10nal. definition o~ ~ term simply means that something 
Is that somethmg because 1t Is, and nothing more. The finiteness 
of the term's use comes from the necessary restriction of the 
field to which it is applicable and from which the definition was 
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made. No new animals, for example, can be assigned to the 
category "dog" if they were not listed as dogs in the ~st pl~ce: 

Extensional definitions have considerable utility Withm 
single cultural systems in which it is not necessary to know ~hy 
a dog is a dog because the participants agree on what thmgs 
should be called dogs and what should not. No information, not 
already the common possession of the particip~ts, nee~s to be 
conveyed. Furthermore, from a pragmatic pomt of v1ew the 
worlds of individuals are finite and the number of occurrences 
of doe:s limited to a mana!Yeable number, and this provides the 
temp~ral and spatial boundaries required for _extension:U de~ni­
tion. This kind of definition fails, however, m those s1tuat1ons 
which require conveying information not held in common by the 
participants or when the referents for the term ar:e. not already 
known and limited in time and space. Such defimtions are not 
cmHPd to th<> nnrp"SeS Of SCience OI tO the ki..."ld Of COnSideratiOn 
OJ .............. ............ t" ...... v 

made here, because they cannot convey why a thing is that thing, 
but only that it is. 

Intensional definitions, on the other hand, specify a set of 
features which objects, whether known or unknown, must dis­
play in order to be considered referents for a given ter~. An 
intensional definition would explicitly list those things wh1ch we 
intuitivelv use to identify a given animal as a dog, and thus con­
veys wh~t the term "dog" means in each case of application. 
This is usually phrased as a statement of the necessary and 
sufficient conditions for membership in a unit, to which we apply 
a label in the form of a term or sign. In our dog case, an inten­
sional definition would list a set of attributes which constitute 
"dogness." Obviously these would not be the sum of all attri­
butes of all dogs, but rather only that combination of a~tributes 
which all dogs have in common. If any unknown ammal ap­
pears, it is readily possible to ascertain whether or. not t~e new 
animal is a dog simply by observing whether the anm~al d1s~lays 
those characteristics necessary to be a dog. Thus, mtenswnal 
definitions have predictive and heuristic -value. The particular 
combination of features which constitute a dog is invariable, and 
thus provides not only a statement of the meaning of "d~g," but 
also the framework of comparison necessary to estabhsh the 
relevance of the term to anything which may or may not have 
been considered when "dog" was defined. It is obvious that in­
tensional definitions are the kind suited to conveying new infor-
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mation rather than simply directing the reader's attention to a 
portion of what he already knows. 

For the purposes of our consideration, definition is to be 
understood as intensional definition only, and it may be defined 
as: the necessary and sufficient conditions for membership in a 
unit. This usage will be employed throughout the essay and per­
mits unambiguous understanding as long as a given term is 
understood only as its definition. For each term developed, a list 
of distinctive features will be provided, and the term can be 
used as synonymous with only that particular set of features. A 
certain danger lies in attributing to a given term characteristics 
drawn from other usages. 

The notion of definition was introduced as one portion of a 
dichotomous opposition with "description." Description has rele­
vance only for intensional definition, or, rather, it can be readily 
differentiated from definition only when the definition has been 
intensional. In our "dog" case, it was noted that some character­
istics, those shared by all dogs, are used for the definition. These 
distinctive or definitive features do not exhaust the attributes of 
any one dog or any set of dogs. The other attributes of dogs 
which one cares to distinguish are variable. Some dogs are 
brown, some are spotted; some bark, some don't; and so on. If 
one wishes to convey what a given animal is like, once it has 
been identified as a dog, or if one wishes to talk about one set of 
dogs after they have been identified, the variable attributes dis­
played by the individual or individuals under consideration can 
be listed. Such a listing is what is meant by description. A 
description is a compilation of the variable attributes of an in­
dividual case or group of cases. Descriptions can take two forms. 
They can be simple listings of non-definitive attributes or state­
ments of the frequency of occurrence of non-definitive attributes 
among the set of cases. Not infrequently the latter kind of de­
scription is summarized by listing first the attributes and then 
the mean and range of the attributes' occurrence, rather than 
noting each occurrence individually. For example, a description 
of a set o£ dogs might note that 14 are black, 17 brown and 
black, 12 brown, 43 brown and yellow, and five yellow, or this 
might be rendered in the form of a summary, stating that the 
coloring of dogs varies from black to yellow and averages light 
brown. Color for dogs, of course, is non-definitive. To be a dog 
does not require any particular color, even though experience 
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tells us that those things called dogs exhibit a restricted range 
of possible colors. Importantly, if a green dog were to appear, 
it is certain that we would identify it as a dog, but one which 
was green. 

In addition to the variablejnon-variable distinction, defini­
tion may be contrasted with description in another important 
manner. While definitions pertain to words, ideas, and other 
things not phenomenological, descriptions have as their objects 
only sets of real things. Words, concepts, must be defined; things 
can only be described. A great deal of confusion can, and indeed 
does arise from the misapplication of these two devices. 

Intensional definitions explicitly identify the invariable 
attributes required to belong to a unit, so that one can state 
those attributes which are variable. Intensional definitions pro­
vide the framework for description. They establish in tangible 
terms what is being described and provide the rationale for 
associating the elements of the description. Intensional defini­
tions are the means of conveying from one person to another the 
boundaries vvithin vvhich a given description is applicable. 

Science 
With this background, our first task is the specification of 

the field of concern for our preliminary consideration, namely 
science. It is necessary to define this term for inquiry into sys­
tematics, and, since prehistory is presented as a kind of science, 
a rigorous definition sets the parameters for the general struc­
ture of prehistory. In English dictionaries the definitions of 
science, as it is most commonly employed, contain two impor­
tant elements: (I) it is a kind of study which deals with facts 
or observations; and (2) it results in a systematic arrangement 
of facts by means of general laws or principles. The term science 
is often employed simply for the results of such study, and thus 
one also finds definitions of science which encompass only sys­
tematized knowledge of the physical world. Definitions of science 
do agree, however, that science is a systematic study involving 
principles or laws .and that it is applied to observable phenom­
ena, resulting in their arrangement as systematic knowledge. On 
this basis, science can be taken to mean systematic study deriv­
ing from a logical system which results in the ordering of 
phenomena. 
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?~e a~pect of. s~ience not often considered by dictionary 
definitions 1s why 1t 1s done, the purpose to science. Based on 
observation of what appears to be the case in the natural sci­
ences, the goal of science can be thought of as the explanation 
of the ~henomena considered. What constitutes explanation is 
somethmg that must he considered to a limited extent even 
though explanation per se is not of focal concern here. Th~ char­
~c~er of anything is in part determined by the purpose to which 
1t 1s to be put. Explanation, as ordinarily used, can and does 
mean many things. Follo-wing Eugene l\1eehan's Explanation in 
Social Science, it is useful to admit two kinds of explanation or 
goals within science: (I) prediction.,..-a statistical statement of 
the probability of a given event as the outcome of a known 
sequence of prior events; and (2) control-a statement of the 
relationships of a given event to other events and sets of events 
which enables one to modify the outcome of a sequence to a 
sp~cified result by altering one or more of the related factors. 
~smg the term "control" does not imply that modification of a 
giVe~ ou:come can actually be achieved, but oniy how such 
modificatiOn could be achieved. For example, a change in the 
mass of the earth would alter its orbit around the sun in a 
known ~anner, though the technical means by which such a 
c?a~ge m mass could be effected are not available. Simple pre­
diction, on the o~er. hand, does not tell one why something 
happens, only that 1t 1s probable that it will happen on the basis 
of past experience. For example, if one smokes cigarettes the 
chances are very good that one of the several diseases correlated 
with smoking ~ill overtake the smoker. Yet it is not proper to 
speak. of smoking as a cause of any of the diseases, or any of 
the diseases as a cause of smoking, because the relationships 
between them are not known. It is impossible to tell from the 
correlation alone whether, for example, smoking causes lung 
canc:r, l.ung cancer causes smoking, or people with a genetic 
predilection for lung cancer are for the same reason prone to 
sm.oke. Nonetheless, the two are linked by a statistical corre­
lation, and thus it is possible to forecast that more smokers will 
die of lung cancer than will non-smokers. Without a, statement 
of the relationships that obtain between the diseases and smok­
ing, it is not possible to modify the correlation, that is, to alter 
the forecast that more smokers will die of lung cancer than will 
non-smokers. 
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Prediction frequently, but not necessarily, pr~cedes ex~la­
nation in the sense of control and provides the basis for achiev­
ing explanation in this sense. While these two goals. of science 
differ radically, there is one feature of paramount Importance 
which they hold in common. In either sense of th~ ten'?, the 
object of explanation is the forecasting or t~e mampulation of 
phenomena, and this is achieved by creating classes for the 
phenomena. In both prediction and explanation s~me ~e~s 
is required of stating that two things or events are Identical In 
+hn~~ 'POetT"''o,..t-co i-h:::~t- !lffP:~t the nJ:'roblem at hand, and this is ac-L..L.I.V~'-' .L'-'OI.t''-'"""~ '-.1..1.-l. _.., _ _._..,. ... 

complished by systematics. Systematics functi?~s to _con~ert 
phenomena into data for a discipline, categonzmg h~sto~cal 
and time-bound events in such a manner as to create ah1stoncal 
units upon which predictions and explanations can be based. 
This, then, is why sciences are characterized as systematic and 
as deriving from logical structures. Fully explic~ted, then, 
science is a systematic study deriving from a logzcal system 
which results in the ordering of phenomena to which it is ap-

' • 1 .L~ --- _,_- ..~.J ... - - , __ ........... ...._ ......... ,.. ,.. t..:,...,. ..... --:ral p~.·iea in. suez, a nz.anner as t..u ,,ur<,t: "''~ pnt:"u"'c"'u u,,,,"v' , ..... 
and capable of explanation. . 

Provided with this kind of definition it is possible to differ­
entiate science from other kinds of study, particularly those 
called history and humanistic studies. 

The distinction between science and history is most im­
portant, for prehistory is often spoken of a~ a_ ki.nd of_histor!, 
culture history. As a primary goal of the discipline, history IS 
not concerned with explanation in either of the senses employed 
in sciences. Its purpose by-and-large is a statement of eve~ts 
conceived as unique qualities which hap~en but once; It_s 
primary product is not principles but chromcles, an~ generali­
zations based upon them. Because it is not future-onented ~nd 
does not attempt to explain events beyond a statement of wh1ch 
events preceded the event in question, it does n~t ~ave nee~ o_f 
systematics. Generalizations demand only ass~ciatio~s, statisti­
cal correlations of the cancer/smoking sort. History m most of 
its manifestations has no formal theory beyond the common 
cultural background of the historian and his reader. Formal 
theory is not required by history because: ( 1) it does. not. have 
to categorize sets of events into classes since explan~twn IS not· 
an end goal; and ( 2) the organization of the events IS assumed 
to be known, that is, chronological, and thus the events do not 

21 
Science 

require ordering for the purposes of history. It is for these rea­
sons, especially the lack of systematics, that history is often 
characte~ized as ·:particularizing" (ideographic) and opposed 
to th~ sciences which are characterized as "generalizing" (nom­
othetic). Lest this polemic be misunderstood, it should be re­
membe~ed that this is a ~haracterization not directly applicable 
to specific cases. Increasmgly, history produces "scientific" re­
sults and, conversely, much of anthropology concerned with the 
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Figure 1. Kinds of archaeology and their relationship to other 
disciplines. 

past, especi~Ily ~he series of results termed "culture history," 
lS strongly h1stoncal. There is no neat division in practice (Fig­
ure 1). 

· Complicating a distinction between history and science is 
. the fact that science often makes use of the chronicle. Chronicles 
in science, however, take a different character because they are 
: toward explanation of what is chronicled, not just its 

and summarization. In history, the categories used by 
chronicle are largely those of the language in which it is 

,~ .... ,, ........ While chronicles as statements of a sequence of events 
common to both history and science, those of science are 
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executed in a terminology which is the product of systema~cs, 
whereas those of history are executed in the common meanmgs 
of words in the language of the writer. 

Humanistic studies are different still and in some cases 
more difficult to separate in practice from science. In common 
with history is their lack of concern wi~h e~planatio~ of t~e 
phenomena considered (though explanation ~s often ~ven hp­
service). In contrast with both history and sc1ence, whiCh have 
overt but different goals, humanities have a diffuse purpose at 

d * 11 • ..t.. ..... ,.,._ .. ,., .; .... ..... & ...... - "'t .......... ...l ........ )....€ best. The pro uct, espec1auy In u..1c c:1.u •. o::., ~;:, v.1.LC:.l.l. o::t a.u::;u Lv u 

"appreciation" of the phenomena. Such a prod~ct lS not knowl­
edge in the ordinary sense of the word, but s1mply a _cultural 
value. Humanistic studies value things as good or bad m a cul­
tural sense, but not in a pragmatic system with overt ~riteria 
for judgment. Thus what is good music varies through time as 
a style or fad. . 

Humanistic studies categorize phenomena and so, hke the 
sciences, have their own disciplinary terminologies or jargon; 

. . . 'd , __ "--- .t.._. -~ The genesis of these categonzat1ons vanes vv~ e.ty . .~.J.vlu ulct.\. v 

science, however. Without a testable product, Without exp~a­
nation the evaluation of categories becomes a matter of opm­
ion. while the humanities categorize, they do so without the :Ud 
of systematics, thus falling victim to a~cusations of not havmg 
any theory. Categorization is done for 1ts own sake rather than 
for a specified and testable purpose. Even with the g_re~t amo~nt 
of verbiage expended on categorization, humamst1c . stu~es 
still focus on the phenomena and thus retain a strong h1stoncal 
quality as well as a tendency to confuse categories with phe· 
nomen a (e.g., the popular use of "society" in many quarters 
today). . . . . 

The contrast between science and humanistic studies IS 
fairly overt in the case of the arts; however, many of_ the social 
sciences are humanistic studies in the sense descnbed here. 
While they make use of categories and concepts,. they do not 
employ any systematics; categorization is done for Its own sake; 
there is no theory, though the word is often used; the r~sults are 
not testable or, when they are, the cases are tautolog~cal func· 
tional studies, and the product is not knowledge but a kind of 
wisdom which one has to acquire a "feel for" rather than learn. 
They are contemporary in that what ~s ::good:: ~n soci:U science 
changes in the same manner as what IS ·good m musiC. Part of 
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the difficulty in separating those non-scientific social sciences 
from science proper is that a manipulatory purpose is often 
espoused, and probably has been achieved. The modification 
of any sequence of events must remain speculative, however, 
since there is no means by which the unmodified sequence can 
be posited with certainty. The ability of the non-scientific social 
sciences to manipulate clearly does not derive from any scien­
tific aspect, but rather from ordinary sources of cultural change. 
A sociologist is not required to start a revolution; h.istory can 
tell us that. The intent here is not to deprecate humanistic stud­
ies as humanistic studies, only the masquerade of such studies 
as science to gain credibility. 

While both humanistic studies and history are readily 
separable from science analytically, it is often difficult to recog­
nize them in practice. They have been treated here as inv~"iable 
monolithic entities which in fact they are not. As there are 
scientific trends in history, so the social sciences include both 
scientific and non-scientific disciplL11es, and even ·within the 
latter there are scientific practitioners. As in the case of history 
and culture history, there are kinds of archaeological anthro­
pology that are strongly humanistic, as is most of what could 
be called "cultural reconstruction" (Figure 1 ). The main point 
is however, that the distinctions drawn are not ready-made for 
practical application, but are polemically designed to linlit the 
realm of practice considered here. 

Systematics 
As the foregoing discussion of the :field of concern here 

called science should indicate, one thing stands out both as 
distinctive and crucial: systematics as the means of creating 
units within a scientific discipline. To avoid this tautology, it 
is necessary to reconsider in some detail the formulation and 
the characteristics of units created in science. The consider­
ation will result in a new definition of systematics which is 

· heuristically useful for looking at the ways in which units are 
created. 

All living things respond in a limited number of ways to 
environment, and so all things must categorize their en­

.YU'On:ment, sorting it into elements for which they have instinc.­
or cultural responses. Thus it should be obvious that there 
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are many ways of creating categories and, further, that system­
atics is best regarded as a special case of such procedures in the 
larger field of categorization. The object of any sort of unit cre­
ation is the categorization of phenomena for one or more pur­
poses, implicit or explicit. There is an infinite variety of ways 
for men to categorize things, even the same things. Systematics 
constitutes one such human way of categorization. Units formu­
lated by means of systematics are not held to be "good" or "bad" 
as are similar kinds of constructions in cultural systems but, 
rather, are assessed in terms of their use in organizing phe­
nomena for explanation. This latter case can be empirically 
tested and is usually referred to as "utility." Utility, however, 
is not an appropriate term, for categories may be "useful" be­
cause they are "good" and still have no applicability in organ­
izing phenomena so that prediction and control result. Such 
empirical testing of units requires a specified purpose for which 
a set of categories has been constructed. Without such a pur­
pose or problem, testing is impossible because there is no stand­
ard against which the -organization achieved can be measured 
for its effectiveness. 

Implicit in the discussion is the notion that systematics 
involves more than a single category; that is, it is a means of 
creating sets of units rather than a single unit. Categorization 
of any sort involves at least two units: this and everything else. 
Even in a simple example, it is obvious that the units must be 
derived from or be analogous to some kind of system; any kind 
of categorization involves the minimum two units and the re­
lationship between them. In the case of systematics the system 
from which the units are derived is a logical one, that is, one 
which when articulated involves no contradictory elements and 
is complete. Furthermore, it is explicit because the relationships 
that obtain between the categories figure prominently in ex­
planation. So systematics may be thought of as an arrangement 
of categories, the arrangement being derived from a logical sys­
tem. Other kinds of arrangement are, of course, possible, and 
frequently encountered. An arrangement may take the overt · 
form of a system, but upon examination be neither logical nor . 
complete. Many sets of cultural categories are precisely of this 
sort. Likewise the categorizations of many of the social sciences 
fall into this pattern. In still other cases no relationships are 
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obvious between sets of categories. This brings into focus an­
other aspect of systematics as opposed to other kinds of arrange­
me-?ts: . the s!stem from which the relationship between cate­
gones Is denved must be explicit. One must not be in the 
position o~ having to assume the nature of the relationship be­
tween a giVen set of categories, . but rather one must know If 
~e relation.shi~s. must be assumed, they will in part be a fu~c­
tio-? of the m~vid~als ~~playing them, thus not replicable and 
ultirna!~ly lacking m ability to organize phenomena in a fashion 
amenao1e to prediction or control. 

One final aspect of systematics which needs attention is 
that of ~e categ~ries themselves. Units produced by means of 
syst~matics requrre explicit definitions. Otherwise, it is im­
possible to ap~ly. the categories to phenomena in a replicable 
manner. Descnp?ons_have no relevance or, indeed, meaning in 
terms o~ c~tegones, smce only actual objects can be described. 
If descnption were to be employed in systematics, categories 
could_ ~ot_ be employed, and the character of science so h:~sPrl 
would be historical. · · - -- --

~ith this further consideration it is possible to define sys­
tematics for _the purposes herein attended as: the procedures 
for the cre~tzon of sets of units derived from a logical system 
for ~ sp_ecified purpose. We thus can view systematics as a 
special _ms~anc: _with~ ~e broader field of categorization. 
Categonza?on IS Imphed m all actions of all living things and 
th?refore Its application in arrangement is not restricted to 
scie~ce. Our_ brief ~onsiderations of history . and humanistic 
studies both _Imply different kinds of categorization. In the first 
case, ~re-eXIstin~ cat~gories of the language of the historian 
~d. his reade~, m which all operations and definitions are im-

•. phcit and which serve to convey meaning by virtue of the 
·shared cultur~ background of writer and reader, are utilized. 
In ~e. second, It takes the form of implicitly or, less frequently, 
explicitly define? categories (often compounded with the phe­

·.· nomena categonz~d in description) which may or may not be 
· from a lo~~al syste_m but share the feature of not being 

to empincal testing. In actual practice, science may 
based upon s_yst~matic~, but scientists often employ other 

of catego_nzation. L~kewise, social scientists may make 
of systematics tangentially, but social science in general is 
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not founded in systematics. In this more than in anything else 
lies the source of the vast difference in the nature of the results 
of the sciences and the social sciences. 

In the following pages a set of distinctions and concepts is 
introduced which will provide the basis for considering how 
systematics operates in science in general. Our goal is not an 
exhaustive explication but, rather, the explication of system­
atics in science for the purpose of examining how prehistory 
works. To this end the preliminary considerations are much 
simplified from what would be required to thoroughly treat 
science. 

The Fundamental Distinction: 
Ideational versus Phenomenological 
In order to provide unambiguous structure to any consider­

ation, it is necessary for the investigator to be able to separate 
himself and his tools from the phenomena that he is investi­
gating. The distinction between the phenomenological and ide­
ational is designed to do this. By dividing analytically all 
"things" into phenomenological and ideational realms a number 
of important sources of confusion and error can be avoided. It is 
important to remember, however, that this and any other dis­
tinction are artificial. They do not say anything about the real 
world, whatever that may be; they are designed for a purpose­
to facilitate scientific inquiry-and nothing else. Those things 
which are considered as the referents for the term phenomeno­
logical are those which we can observe, things and events (e.g., 
a chair and a solar eclipse). The ideational realm is taken to 
include those things which have no objective existence, com­
monly called ideas. Those things classed as ideational can be 
known only by means of some phenomenological manifestation 
(e.g., someone explaining to you by means of noises what he 
has been thinking). It is not profitable to argue about the rela­
tive "reality" of the two categories, for all categories are clearly 
derived from the ideational realm. We perceive these two kinds 
of things differently, and thus our means to deal with them are 
different. 

In practical terms, no given instance is purely ideational 
or purely phenomenological. All phenomena are categorized, 
and in the process most of their attributes are deleted. All ideas 
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must be given some kind of phenomenological expression be­
fore they can be conveyed. Science is designed, however, to en­
able us to deal with a single one of these categories-the phe­
nomenological realm. For this reason, an analytic distinction 
between those things which may be observed (things and 
events) must be clearly separated from those things which can­
not (ideas). One important ramification of this distinction lies 
in the means by which truth may be assessed, for this differs 
between these cases. In these terms science is a system of ideas 
used to explain phenomena. By utilizing a distinction between 
phenomena and ideas, it is possible to separate the means of 
explanation from the explanation itself. The hard sciences have 
not much concerned themselves with this distinction at this 
level. The phenomena they investigate lie at a radically differ­
ent level than the investigator, and the possibilities of confusion 
are slight. However, in the case of the social sciences where the 
investigator is part of the phenomena, the utility of the dis­
tinction is much greater. The laws of physics certainly apply to 
men-but their application is trivial because the level of the 
laws is far beneath our interest in man. 

One encountea:s this distinction or, rather, a parallel dis­
tinction, at lower levels, as the distinction between form and 
content. Form is analogous to ideational; content, to phe­
nomenological. Forms are not bound to objective existence; 
they are not real in the usual sense of the word. Form is repre­
sented by the categories to which things are assigned. Content 
is bound to the contingencies of the real world and is analogous 
to phenomena. Content is represented by the actual things as­
signed to categories. The content in a given instance is thus 
unique; the form, recurrent. The barking brown and black dog 
standing before you at 11:00 A.M., Thursday, April 10, 1957, 
is unique, for this phenomenon never has been before or will 
be thereafter; however, dog as a form will recur, as will the 
barking event, and so on. Implicitly or explicitly, form must 
precede content, for without it there is no way to identify the 
content. Unless the forms dog, barking, brown, and so on, were 
available from English, there would be no way to convey the 
phenomenon just described, either as a class or as a unique 
event. The form-content contrast clarifies abundantly the ana­
lytic nature of the distinction, for in actual practice the two are 
inseparable. A former teacher of mine used to employ quite 
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effectively this same set of distinctions at the level of procedures 
using the terms strategy and tactics: strategy, being a model 
or plan, is contingency-free and thus analogous to form or the 
ideational realm; tactics are bound to actual circumstances ob­
taining in a given case of application and thus are analogous 
to content or phenomena. 

The division of things into ideas and phenomena, into 
forms and their contents, into strategy and tactics, has an im­
portant parallel in the distinction between definition and de­
scription. Definitions pertain only to the ideational realm; they 
are the way in which ideas may be conveyed, even though the 
ideas and the definitions themselves can be known only as phe­
nomena. Intensional definitions provide a means of circumvent­
ing the uniqueness of a given instance by restricting meaning 
to recurrent attributes and permit the designation of unique 
aspects as variables. Descriptions, as we noted, are capable of 
rendering the variable attributes, thus providing content for a 
form when required, and are bound to a particular set of phe­
nomena, embodying the historical uniqueness of the phenomena 
described. Descriptions can be made only of phenomena; defi­
nitions can be made only for ideas. Descriptions of ideas or 
definitions of phenomena are nonsensical. We may define our 
terms, but we must describe our phenomena. 

As has already been indicated, the evaluation of things 
ideational and things phenomenological differs. In the case of 
ideas, the evaluation is logical, for ideas are neither real nor 
composed of actual instances. A single idea has no utility, no 
testability; however, articulated sets of ideas, systems, can be 
evaluated in terms of their consistency (logical structure), their 
,parsimony (number of assumptions incorporated), and their 
elegance (simplicity). Only in the case of ideas can one speak 
of proof. If a system of ideas is logically consistent, that is, 
there are incorporated no elements which contradict other ele­
ments, thus preventing the system from being closed, it is logi­
cally true. Of course, this says nothing of its utility, for it may 
be a trivial truth such as A + B = C - B = A, or a nonsense 
truth with no application. But importantly, no data have any 
relevance in the evaluation of ideas-the proof of a system of 
ideas cannot be established by observation, only its relevance 
to those observations can be so established. Phenomena, on the 
other hand, may be observed. Being part of the real world, the 
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notions of proof or logical truth are not relevant or useful. 
The term trut;h when applied to the phenomenological world, 
factual truth, 1s a matter of observation: X event did in fact hap­
pen. Future-oriented phenomenological statements are always 
probabilistic; overtly or covertly, they are statements of statisti­
cal probability. In the natural sciences where infinitely large 
samples of events have been accumulated (e.g., boiling water) 
the statements made about phenomena are highly probable (e.g., 
water boils at 212°F at sea level). Because of the high degree 
of probability, there is a tendency to treat these statements as 
~ue in the_ sense of ideas, which they are not. This predictability 
IS a function of the large number of prior cases and the dis­
tinction between phenomenological and ideation'al statements 
must be maintained, especially in the case of social phenomena. 
Because of the large scale of social phenomena, a large series 
of prior cases is impossible, and thus the degree of probability 
that can be attained is lessened proportionately. However, the 
phenomenological statements of the hard sciences and the social 
sciences can be of the same kind, only varying in the degree 
of probability. 

~his _distinction between the ideational and the phenome­
nologlc~I IS often phrased in terms of the means of reasoning 
appropnate to each : demonstrative reasoning in the ideational 
realm an_d plausible reasoning in the phenomenological realm. 
Because 1deas are constructed, they have a finite set of specified 
characteristics w_hich enable them to be completely controlled, 
co~pletely pre_dictable. Ideas are invariable in the aspects 
whic?. are of direct c_oncem and maintained so by intensional 
definitions. Thus logical truth, proof, and demonstration are 
possible. Phenomena, not being constructed, are infinitely vari­
able and historical and cannot therefore be controlled or antici­
pated a priori. StatEments about phenomena must be based on 
finite sets of prior cases observed, there being no way to in­
corporate that which has not yet come into being. 

The connections between the ideational realm and the phe­
n~menological realm are many. Firstly, we cannot actually deal 
wtth phenomena but rather Qnly with categorizations (them­
sel':'es ideational) of phenomena. Thus two different people 
s~emg the same event see, to a greater or lesser degree, two 
different events. The common points between the two obser­
vations will be in those respects in which they share the same 
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categorizations. Secondly, there is an important connection be­
tween the two realms in the form of explanation. Explanation 
is nothing more than matching a system of ideas whose out­
comes and entailments are known (because it is an ideational 
system) with analogous events in the phenomenological world, 
thus positing their entailments and outcomes. Modification of 
the events may be made on the basis of what happens when 
one or more elements in a system of ideas is mOdified in a 
specified manner. Both of these articulations between phe­
nomena and ideas are made by all people as a matter of living 
and operating in the world. In the case of science, for reasons 
which have already been discussed, these operations must be 
explicit, whereas they are more often than not ignored in every­
day living. 

Insofar as systematics is concerned, the most important 
articulation between the ideational and phenomenological 
realms is embodied in the notion of identification. If the -goal 
of science is the manipulation or forecasting of phenomena 
there must be some means of equating ideational units 
(classes) with segments of the phenomenological world. Identi­
fication is the term applied to this process and is essentially 
the assigning of real objects or events to the ideational units by 
means of recognizing attributes of the objects or events that 
are analogous to the definitive features of the class. While the 
focus of attention here is upon the construction of ideational 
units, it must be clearly understood that units so formed are 
completely useless unless analogous phenomena can be identi­
fied with them. 

With the foregoing discussion as a basis, it is possible to 
provide the fundamental notions necessary to construct the 
examination. A series of concepts will be set forth below to 
accomplish this purpose. In each case, the concepts can be used 
only if they are understood as their definitions. If they are con- ·· 
sidered as having implications or alternative meanings, they · 
will become ambiguous and unable to carry the weight of the 
examination. 

Some Basic Propositions 
1. CONCEPT. Of prime importance is the notion of 

cept." This term is used to cover a wide variety of things 
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i~g ~rom a fancy term applied to words which one wants to 
dignify for one or another reason, to simple ideas or notions. 
Concept should be. understood here to mean the intensionally 
defined terms speczfic to an academic discipline. The need for 
concepts is ob~ious .. Academic disciplines have general fields 
of phenomena m wh1ch they are interested with regard to par­
~icula~ kinds of problems. The real world must be categorized 
m sucn ~ manner as to permit the kind of inquiry attempted, 
not ~nly m terms of specific classes of phenomena but also in 
relatmg the level of the classes. One needs, for example, not 
only the concepts species and genus in biology, but also the 
te:ms. use~ to ~ela~e these two. The first role of the concept in 
SCientific mqmry 1s to precisely identify the units being dis­
c~ssed. Secondly, concepts are employed to discuss operations 
Wlth ~ata and to discuss the theory and method on which the 
ope~a~ons a:~ ~ased. Thus in biology one has terms such as 
evum~wn, W~Ich. is ~ concept of this second category. Because 
~e kmd of mqurry 1s different from what you or I undertake 
m day-to-d~y living, the terms must be suited to the task and 
thus are dlffere~t from ordinary English. Concepts, then, are 
~ords, and -~othmg ~ore. They are words with explicit inten­
SIOnal _defimtwns ~hich permit the structuring of the world for 
a spec1fic form of mquiry and which serve additionally to con­
vey the OJ?€rations performed as a part of the inquiry. 

~ . Lo~king at concept~ as words, two kinds may be readily 
distmgms.hed:. those which occur in English and those which 
are especially m:e~te? by a discipline. The first category, those 
common to a d1sc1phne and ordinary English, are the most 

· troubleso~e. In these cases, the ordinary English word is usu­
restncted by the academic discipline to one of its common 

Substantial_ misund~rstanding, particularly by a lay 
, .can result ~y mterpretmg a particular word in one of 

ordm_ary meanmgs rather than in the academic sense. The 
IS not entirely one of the selection of words. Especially 

the social sciences concepts are often borrowed into common 
rather than the reverse. Without the strictures of ex­

definition that accompany the word as a concept, the 
of the _borrowed word may stray far from the original 

. meanmg. An excellent example of this phenomenon 
.· .. ·· Widespread current usage of "society" and "culture." 

'Those concepts which are words without analogous forms 
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in common English do not present much of a problem. The lay­
man has to learn a new word and With it the meaning. There is 
no chance that he will think he already knows what it means 
since it is not part of his vocabulary. The importance of this 
understanding of concepts cannot be overestimated in the 
social sciences. The problem is greatly diminished in the hard 
sciences where mathematics conveys much of the meaning 
accomplished with words in the social sciences. Mathematics 
is a fairly effective barrier against misinterpretation for it con­
sists entirely of symbols which have no meaning whatsoever 
in ordinary vocabulary. One last thing with regard to concepts 
ought to be noted: in all cases they are part of the ideational 
realm. Only the words, as spoken or written, which embody the 
concepts are ever phenomenological. It is with concepts that 
science operates, conveying its categories and the operations 
performed on them, and thus concepts are the cornerstone in 
understanding the nature of any discipline and its particular 
inquiry. 

2. THEORY. The term "theory," like "concept," is used 
in a number of widely discrepant ways. The dictionary defines 
theory in the most common sense as the general principles by 
means of which a certain class of phenomena may be explained. 
Importantly, theory is not an explanation, but the principles by 
which explanation is achieved. Restricting theory to the means 
of explanation eliminates most of the ambiguity generally in­
volved in the use of theory, for the most common confusion is 
between the means of explanation and the explanation itself. 
Explanations are history-bound, necessarily tied to a specific 
set of circumstances and a finite and stipulated set of data. 
Theory, on the other hand, to have the power of providing a 
means of explanation, must be contingency-free, part of our 
ideational realm. 

Theory, then, consists of ideas about general classes of 
phenomena. The definition indicates that there are essentially 
two parts to theory: the classes o_f phenomena and the princi­
ples by means of which the classes are related. The principles 
often go under the label "laws," but to avoid some of the am­
biguity associated with "law" we will term the operations and 
relations between classes principles. It is obvious that both parts 
of theory are required to produce explanations of anything. 
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First one must have a set of classes by means of which one can 
categorize, then identify, and finally convey the meaning of the 
7eal wor!d for the purposes to which the theory is directed. This 
Is what Is here termed formal theory. Purpose, in general terms 
is crucial, for it is theory that separates the various discipline; 
from e~ch ?ther, not their subject matter. Both a physicist and 
a prehistonan study the same thing-stuff. What is different 
a~out the two ~ractitioners is the way in which they care to 
Vlew stuff, the kind of statements they wish to make about stuff. 
Both may look at the same piece of stone. The physicist talks 
about collections and configurations of atoms and can make 
ce:tain predictions about their behavior. The archaeologist per­
ceives ~ ~ool, not a .collection of atoms, and the things he can 
say or 1s mterested m saying about the rock are very different. 
The two men in their capacities as scientists have seen different 
things, and oniy in their common participation in American 
culture can they s?are the rock as a rock. The importance of 
purpose to theory 1s then obvious-without it there can be no 
theory, for purpose enters into the conception of the reai world. 
The classes, the categories by means of which the real world 
is conceptualized, are the first crucial elements of theory. With­
o~t these units it is impossible to conceive phenomena as data 
With an.y d~gree of c?ntrol. As has already been pointed out, the 
categonzauon by sciences takes the form of systematics. The 
units, by virtue of being units, are static entities, and thus 
the product of systematics is entirely formal. 
. While ability to categorize the phenomena one is facing 
lS a necessary part of theory, it cannot in and of itself ever 
generate any explanations, even if accompanied by explicit in­
tensional definitions. Theory must also consjst of the relation­
ships ~at ob.tain between the units so created. Relationships, 
not be1ng umts, are not formal in the same sense as units. A 
set of units is not a system until relationships are established 
between them. If explanation is accomplished by matching a 
system of known consequences by means of analogs, the re­
lationships constitute a necessary part of theory. Moreover, most 
theory involves not a single set of units, but many different sets 
of ~~its, the relationships between which must be stipulated in 
addition to the relationship between units in the same set. 

The relationships, or principles, that articulate units into 
a system which can be called theory bear a direct relation them-
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selves to the units. It is obvious that the relationships between 
any two given units must be a function of the characteristics of 
those units; that is to say, the definitions of the units are the 
means of deriving the relations between any given set of units. 
Intensional definitions serve to keep both the meaning of the 
units and the relationships explicit. 

From this consideration the crucial, but partial, role of 
systematics or formal theory is evident. Systematics must be 
the beginning point in theory construction, for it is the only 
means of identifying subject matter. Further, systematics pro­
vides the basis for deriving the relations between the units, 
which in combination with the units permits the generation of 
explanations. Systematics, on the other hand, is but a relatjvely 
small part of what is appropriately regarded as theory, and cer­
tainly less visible than relationships or laws. Theory will desig­
nate the system of units (classes) and relationships (laws or 
principles) between units that provides the basis for expla­
nation of phenomena. Our concern here is with the units and 
their construction. 

3. METHOD. A term frequently used in connection with 
theory is "method," and, like the other terms considered, its 
usage is varied. This is especially the case since method has 
many meanings in ordinary English. For the purposes of this 
consideration method should be taken to mean a sub-system of 
a larger theory which is directed toward the solution of a par­
ticular kind of problem. A theory will stipulate or should stipu­
late all the relationships that obtain between all the units 
contained within it. When a specific problem is faced by an 
investigator, not all the theory of his discipline is relevant to its 
solution. Some segments of it, for his particular problem, will 
be invariant, and these can be ignored. A method is the model 
tci which the phenomena under consideration will be compared 
in order to produce the explanation desired. Most frequently, 
methods can be given the form of a model, and the model can 
usually be procedural or processual. Not all possible relation­
ships are embodied in the model, but only those relevant to the 
solution of the class of problems faced. In Figure 2, where the 
relationship of method to theory is diagrammatically shown, 
the method seriation does not make use of all the characteristics 
of all the units used by prehistory, but only those germane to 
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the problem of chronologically ordering sets of artifacts, and 
it takes the form of a distributional model. 

While theory at least ought to be unitary for a discipline 
of inquiry, method is not. Even given a specific problem, chro­
nology, there will be many methods for solution, all deriving 
from the same theory but utilizing different elements. For ex­
ample, if one of the elements in a particular method for chro­
nology involves stratigraphic position, many cases will occur 
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Figure 2. The relationship of the components of scientific inquiry. 
The problem specified for this example is the derivation of chron­
ology with the method seriation. 

in which this variable cannot be stipulated. Other methods are 
available for chronology which do not make use of this par­
ticular variable. A great many models are usually possible for 
achieving the same goal from the same theory, differing from 
each other in that they utilize different elements and relation­
ships within the theory to arrive at the unknown which consti­
tutes the problem. 

Method, then, is a system directed toward the solution of 
a particular unit or relationship in the phenomenological world. 
Its rationale lies in theory and, indeed, method may be con­
sidered a sub-system derived from part of a larger theoretical 
system. Like theory, methods are ideational, not phenomena-
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logical. They have no direct relationship to phenomena, but 
rather provide direction to theory for a specific goal. As we 
have indicated, methods can usually be rendered as models; 
however, model and method are not synonymous. Models can 
be used to convey any system of ideas, both methods and theory 
as well as other kinds of "abstraction." 

While not properly part of a discussion of method as we 
have defined it here, a consideration of the term "methodolo!!v" 
is warranted by its consistent misuse (in terms of stand~~d 
English). Methodology is frequently used as a longer word for 
method, thus being more "scientific." Any dictionary of English 
is specific in relegating this word to the study of the relation­
ships between various disciplines of inquiry. Methodology is 
the inquiry into the relationships between the theory of each of 
the sciences. It is inquiry into inquiry in general, an ideational 
system designed to investigate ideational systems and not ger­
m~ne to our consideration, nor properly used within a.11)' special 
science. 

4. TECHNIQUE. Unlike the other terms thus far con­
sidered, technique has seen fairly consistent usage restricted to 
act~al manipulations of data. A technique serves to implement 
a given method in a specific instance, adapting the method to 
the contingencies obtaining in the case at hand and satisfying 
the conditions of application for the method. While methods 
may be rendered as procedural models, techniques constitute the 
actual sequence of procedures employed in a case. Actual pro­
cedures necessarily differ from the method because they operate 
upon unique historical cases. 

It is through the vehicle of technique that content is intro­
duced into inquiry, and thus technique constitutes the link 
between the theory and methods of a discipline and the phe­
nomena which they are designed to organize. To fulfill this 
function, techniques first must order phenomena into meaning­
ful categories. This is the link with theory, for the categories 
are drawn from theory. Technique applies the definition of those 
categories to frame the phenomena being considered in terms 
amenable to the particular method being employed. Identifi­
cation, from the point of view of formal theory, is one of the 
most important facets of technique. All methods have con­
ditions under which they are applicable, and the second element 
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in technique is assessing whether or not those conditions are 
met. It is this step in technique which acts to eliminate mis­
application of a method to a body of information for which it 
is not appropriate. The final step in technique is the actual 
organization and manipulation of the data according to the 
stipulations of a given method, with the goal of solving the 
problem attended by the method. This last step can be clari­
fied if you think of an equation in mathematics as a method 
(A+ B =X). A technique in this analogy would be the substi­
tution of values for the variables in the equation ( 2 + 7 = X) 
and its solution (2 + 7 = 9). The equation itself is just an 
o.rdered set of classes and operations for the solution of a par­
ticular unknown until actual data are substituted. 

The importance of distinguishing technique from method 
lies in the fact that methods are part of the ideational realm, 
while techniques, deriving from methods, are part of the phe­
nomenological realm, and this mea.ns that their respective 
evaluation is different. Methods are amenable to evaluation in 
terms of logical truth. They are consistent, simple, and parsi­
monious, or they are not. Techniques, on the other hand, once 
one has evaluated the method involved, are testable in terms 
of empirical fact. Serious complications can and do arise if 
method and technique are confused so that methods are evalu­
ated as techniques or vice versa. This kind of confusion makes 
it impossible to distinguish between a faulty method and mis­
application of a good method. 

Technique is crucial, then, because it is the means of im­
plementing theory and methods. Without techniques, theory 
a~d method have no utility because they cannot be made oper­
auonal; they cannot provide explanations of phenomena. Tech­
niques permit the matching of a known system in the form of a 
method with a partially known one, the phenomenon, to pro­
duce explanations of the unknown portions of the latter. Tech­
nique can be understood as the application of a particular 
method to a given set of phenomena. 

5. HYPOTHESIS. The goal of inquiry as we have indi­
cated is explanation of phenomena. In science explanation 
takes the form of hypotheses. A hypothesis is a proposed ex­
planation for a specific s~t of things or events, and thus is the 
product of the application of theory and method by means of 
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a technique to a given body of data. Hypotheses are probabilistic 
statements about the relations between phenomena. Hypotheses 
are not proved; rather, the limits of their utility in terms of pre­
diction andjor control are established. They are replaced by 
hypotheses of greater utility. 

The term hypothesis itself is fairly consistently applied to 
explanations derived by science, especially those which are held 
to be tentative. The only confusion lies with the use of theory, 
as the term "theory" is often applied to statements properly 
termed hypotheses. Because this confusion between theory and 
hypothesis is common, and because of the magnitude of con­
fusion that can be so introduced, the relationship between 
theory, the means of explanation, and hypothesis, the explana­
tion, needs to be treated in some detail. Systematics, formal 
theory, consists of a system of units for the categorization of 
phenomena into meaningful classes. A method selects sets of 
relations between some group of units and articulates them into 
a system within which it is possible to solve for particular un­
knowns. Techniques, by means of identification, match the units 
and relations of the method to the partial system of phenomena, 
and the solution for the relationships or units. produced con­
stitutes an hypothesis. Theory is ideational; hypotheses are 
phenomenological. Theory creates units and the relationships 
between them; hypotheses recognize analogous units in phe­
nomena and explain the relations between phenomena so con­
ceived. 

As with method and technique, theory and hypothesis are 
not amenable to the same kind of evaluation because they are 
directed toward different kinds of proof or truth. Theory is 
amenable to logical verification only. It is evaluated in terms of 
its elegance, parsimony, and consistency. Hypotheses are ame­
nable to empirical testing only. They are evaluated in terms of 
sufficiency in addition to elegance and parsimony, under the 
rubric "scientific method." Regardless of how one derives the 
hypothesis in a given case (e.g., one may start with a solution 
and test it or one may "induce" it from the data), the relation­
ship of the hypothesis to the data from which it is derived must 
be inductively explicated, that is, the data treated as the source 
of the explanation. Almost inevitably when this is done, not one 
but several explanations are possible for a given set of phe­
nomena, either as the result of alternative analogs between the 
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phenomena and the classes in a method or as the result of dif­
ferences in method and technique. Explicating the relationship 
between hypothesis and data inductively permits the develop­
ment of alternative explanations, or multiple working hypotheses 
as they are often called. To approach the explication of the 
relationship of hypothesis to data deductively, that is, to "test" 
a hypothesis against a body of data, does not permit this pos­
sibility, and, using this means, one finds that one can demon­
strate nearly any proposition. One hypothesis may be compatible 
as an explanation with many bodies of data, but this does not 
mean that it is the best explanation for those sets of data. The 
deduction/induction contrast applies here only to the explica­
tion of the relationship and says nothing about how the ex­
planation was actually achieved. To muse over the actual deri­
vation of explanations is to predicate science on psychology, 
something that is neither necessary nor profitable. 

Once there is a series of alternative explanations or hy­
potheses for the relations obtaining between a given set of phe­
iiomena, then the familiar form of evaluation, scientific method, 
is clearly in evidence. Competing explanations are weighed in 
terms of: ( 1 ) their respective elegance, the simpler the ex­
planation, the better the explanation; (2) their parsimony, 
whether the explanation posits any data not in evidence; and 
(3) their respective sufficiency, whether the hypotheses explain 
all of the data. Weighing in these terms will usually eliminate 
many if not all but one hypothesis, but not infrequently there 
will still be competing hypotheses. These can be further evalu­
ated by ( 1) deductively applying them to data from which they 
are not derived and seeing which explanation has the greatest 
power of explanation; and (2) by deducing consequences of the 
explanation and then testing to see if the consequences are in 
evidence in the data. Even if there are no alternative hypotheses 
beyond the initial evaluation, the credibility and probability of 
the hypothesis are enhanced by applying it to data from which 
it is not derived and by examining its logical consequences 
in the data available. To complete either type of test, the rela­
tion of the data to the hypothesis must be restated inductively 
so that one can demonstrate not only the sufficiency of the 
hypothesis but also its elegance and parsimony. The simplest, 
most parsimonious explanation which encompasses the most 
cases and which has logical consequences that are verified is 
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best. The temptation, of course, is to regard such an hypothesis 
as true rather than highly probable or credible. Since, however, 
its "truth" is predicated on testing against data, it cannot be con­
sidered true unless tested against all cases, which is, of course, 
impossible (future events, etc.). . . . . 

The ultimate evaluation of a hypothesis hes, then, m Its 
power of explanation of pheno'?ena .. It must be t~sted against 
facts, and it is the product of this testing that p:rmits _the evalu­
ation of the hypothesis. Theory, as a system of Ideas, I~ no! test­
able in terms of facts, for the facts are generated by the theory 
in the categorization process. This is the genesis ~f the "don't 
confuse your facts with your theories" statements. Given that the 
differences between theory and hypothesis are largely a product 
of the former being ideational and the latter being phenomeno­
losrical. thev must be evaluated by appropriate means. A means 
;ppropriate' for one is not appropriate for the other. Empirical 
testing is not relevant for theory. Logical consistency, on the 
other hand, is not a "test" to be applied to hypotheses. 

The effects of confusion between the two realms of notions 
can be clearly seen in contrasting principles, laws or elements of 
theory, and generalizations, statistical abstractions, or ~ggr_e­
gates of events. The source of confusion between the two hes m 
the fact that neither are real, or, as it is more commonly phrased, 
both are abstractions. Principles, as segments of theory, are 
ideas; they are not testable in terms of phenomena. They may or 
may not be relevant in any particular instance (e.g., l~w gov­
erning the relationship between voltage and amperage m elec­
trical circuits and the flight of a bird), but the fact that they do 
not permit explanation of a given case is not valid evaluatio~. 
Generalizations, on the other hand, are statistical models bmlt 
up from observations. Their statistical quality may be overt or 
covert, but they are always normative statements based upon a 
given finite set of cases. Generalizations are in a very real sense 
nothing more than a set of averaged facts. Generalizations thus 
change with each new increment of information, and they are 
either accurate means and ranges of a set of events or they are 
not. Generalizations are a form of description, a form useful in 
many kinds of cases (the boiling of water) when their nature as 
generalizations is appreciated. Far less infreque:r;ttly_ than o~e 
might hope, generalizations are employed as prmciples. This 
effectively nullifies a distinction between ideas and phenomena 
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and eliminates the possibility of rational evaluation. When a 
generalization, representing a statistical description of a set of 
past events, is employed to understand new information, it is 
called prejudice in our social world (I was bitten by a dog once; 
therefor~, all dogs bite). Surprisingly enough, this same pro­
ce_dure IS not uncommon in some social sciences today, but 
Without the perspective provided by the social situation. Failure 
to realize that generalizations are neither explanations nor 
"means of explanation has robbed much of the social sciences of 
~ abilit! to explain. The results of such misapplied generaliza­
tiOn are mcapable of evaluation in the manner described above 
and these products become matters of untestable opinion. Th~ 
l~terary polemic which abounds in the social sciences is pos­
sible only because of the lack of definitive means of ev.aluating 
statements based upon generalizations employed as theorv. 

The pragmatic point to making a distinc-tion between' def­
inition and ~escription, between ideational and phenomenologi­
c~ real~s, IS that such a distinction permits the rational evalu­
ation of statements by matching the kind of evaluation to the 
~atur: of the st~tement. When explanation is the goal, as it is 
m sc~ence, ratio~al evaluation is an absolute necessity to 
establish explanations and to modify the means by which ex­
planation is reached. Figure 2 presents a simplified model of the 
~elat~onships between the terms used in categorizing scientific 
~nqmry. From the nature of the diagram, it is obviously not 
mtended to convey the actual procedures used in reaching ex­
planati_on, but rather to be a formal model of how the procedures 
are logically related to one another. While the example provided 
b~ ~e text in this figure is concerned with a particular problem 
~thm a_rcha_eology, the general structure is applicable to any 
~nd of mqmry: o_ne starts with a set of explicitly defined no­
tiOns (theory) which are capable of being organized according 
to some of the defined relations in a model for the solution of a 
parti~ular class of p~oblems (method), which in turn is capable 
of bemg matched With phenomena (technique) in order to pro­
duce a testable hypothesis capable of being used as an explana­
tion (prediction;control). The model, of course, assumes that 
no ~odification of the theory and method is required for the 
solu?o~ of the class ?f problems treated in the figure and does 
not mdicate alternative methods for the solution of the same 
relationship among phenomena. Were these procedural options 
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included, the model would have to contain more ele~ents ~nd 
relations, but this is not necessary to illustrate the basic relation-
ships within inquiry. . . . . 

As indicated previously, the totality of m~mry IS ~ot the 
subject of our examination, but rati>:er the res~nc~ed portion we 
have termed systematics, the creation of umts m theory a~d 
method. The crucial role played by the products of system~ti~s 
in the over-all structure of scientific inquiry is evident, for It IS 

mH'h tnP<OP nnit" that Dhenomena are apprehensible, that they 
~·;~·b~ .. ;~~~~~d by t;chnique to produc-e explanation~. Sys_te~­
atics is the first step in achieving explanation and lies Within 
the ideational realm, though it must be applied to phe~omena. 
This discussion is not intended to apply to how explanations. are 
actually achieved. Anything new is £U:st learned by guessmg. 
The structure to inquiry outlined above IS not a program for how 
to guess, but how to demonstrate the utility of the guess and 
precisely convey to others the content of the guess. 

2 
CLASSIFICATION 

Jhe word classification is inti­
mately associated with systematics; indeed, the two are often 
considered almost synonymous. It was noted in the first chapter 
that the common English usage of systematics implies that 
systematics is a product of classification. However, since classi­
fication often covers a wide range of different devices, it is neces­
sary to define classification. To do this it is useful to consider 
classification as a s~ecial kind of a larger, more inclusive phe­
nomenon which, for lack of a better term, can be called arrange­
ment. It will be possible then to view classification as the kind 
of arrangement which leads to systematics in science. 

Arrangement can be taken to encompass any activity which 
has as its product an order or orders, any procedure which leads 
to unitizing. One can talk about arrangement of ideas, thus 
speaking about arrangement within the ideational realm, and 
one can talk about the arrangement of things, arrangement ap­
plicable to the phenomenological realm. The way ordering is 
brought about, the nature of the units created, and the order 
which units display, can serve as the basis of distinguishing 
kinds of arrangement (Figure 3). It is obvious that arrangement 
is required for any kind of inquiry or, indeed, any kind of reac­
tion to either ideas or things. As men we arrange things and 
ideas continuously in daily living, and we do so both overtly 
and covertly. For the purposes of scientific inquiry, the ar­
ranging must necessarily be done overtly so that the arrange-

43 
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ment and the rationale for the arrangement can be conveyed. 
From the utility of distinguishing the phenomenological from 
the ideational, especially in terms of evaluation, it follows that 
arrangement may be approached along these same lines. 

Classification will be restricted to arrangement in the idea­
tional realm and defined as the creation of units of meaning by 
stipulating redundancies (classes). Grouping will be used to 
denote arrangement in the phenomenological realm and defined 
as the creation of units of things (groups). Grouping and classi­
fication are articulated with one another by means of identifica-

DESCRIPTIVE 
I 

GROUPING 
GROUPS 

I 
HISTrCAL 

I 
STATISTICAL 

CLUSTERS 
INTERNAL 

I 
NUMERICAL 
TAXONOMY 

EXTERNAL 

ARRANGEMENT 

I 
I DENTI F !CATION 

GROUPS 

MATCHED WITH 
tLASSES 

KEYS 

Figure 3. Kinds of arrangement. 
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tion, the process of using classes to assign phenomena to groups, 
essentially matching a system of classes with a body of phe­
nomena to create groups which are analogous to classes. Follow­
ing from the considerations undertaken in the first chapter, it 
is obvious that classes are useless, without groups, and that 
groups are meaningless without classes. In the course of day-to­
day living, a distinction between classes and groups is not neces­
sary, for no new information is being conveyed within a single 
cultural system and evaluation is not overtly conducted; how­
ever, for the purposes of scientific inquiry and the evaluation of 
its results, it is necessary to make such a distinction. Without it 
evaluation is impossible. The lack of such a distinction in much 
of the archaeological literature has created a great deal of the 
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confusion in evidence and represents the transfer of a common­
sense approach to scientific inquiry. 

The products of classification and grouping, classes and 
groups respectively, contrast as members of the ideational and 
phenomenological realms. Classes must be defined, cannot be 
described, and enjoy no objective existence. They are parts of 
ideational systems. Groups, on the other hand, are not and can­
not be defined, but are described and are bound to a given posi­
tion in time and space. The category "dog" is timeless-an 
individual case, Rover, is an historical phenomenon. Rover may 
be described, "dog" may be defined, and if we cite those things 
which cause Rover to be categorized as a dog we have identified 
Rover. The important thing is that "dog" and a given dog are 
two different, but related, things. Since our concern is expressly 
theoretical, the main concern will be with that aspect of arrange­
ment called classification, but it is well to remember that -to 
realize any utility from classification it must be articulated by 
means of identification with groups of phenomena. 

Classification is directed toward the production of classes, 
units of meaning. Classes have a special relationship to defini­
tion; indeed, in many respects classes are identical with inten­
sional definitions. A class, as a unit of meaning, can be thought 
of as a conceptual box created by its boundaries. The boundaries 
are established by stating the criteria which are required, the 
necessary and sufficient conditions, to be included within the 
box or class. The set of criteria which determine the boundaries 
constitutes an intensional definition of the class called its 
significatum. Classes consist entirely of their significata. Thus, 
since a class is created by the criteria for membership, all of its 
characteristics as a class are known and invariant. There is 
nothing to be described. The meaning of a class is its signi­
~cat~m: If ~n object, Rover, is assigned to a class, "dog," by 
1dentifymg m Rover those criteria necessary and sufficient to 
be a member of the class "dog," then he may be considered a 
denotatum of the class "dog." When another animal is assigned 
to the class, it is because the new animal displays those same 
characteristics which caused Rover to be called a "dog." Calling 
both animals "dog" means that they are identical with regard 
to the conditions required of "dogs" and thus may be treated 
t~e same in any theory employing the class "dog" (e.g., to pre­
dict whether or not the new animal will bark or meow when it 
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makes a noise). Referring to Rover as a "dog" means only ~at 
he displays the definitive characteristics .. of ?,og~ and nothmg 
else. Obviously, assigning Rover to class dog will not tell. o~: 
what color he is, though it might restrict the range of possibili-
ties. Color is not part of the meaning of "dog." . . 

It is necessary to distinguish the process classificatiOn fr~m 
classification in the partitive sense, a classification. A_ clas~ifi­
cation is a system of classes produced by means of classi~cation. 
ThP. aoolication of classification results in the productiOn of a 
- -- .L .L -. .. "' • ~ ,_ -- .... 1.... 

set of classes, not a single class, which are. UllK~a w1m ea1..0u 

other through their significata. It is the relations~Ip of the e~e­
ments in the significata of a set of classes that ~v~s a classifi­
cation its system nature. These links betwee~ stgrl;tficata are a 
direct function of the manner in which classificat_1-on h~s been 
done, and they control the form of the classification. Ki~ds of 
classification and the linkages that they produce between Cl~sses 
will be treated in the following chapter. Here the focus IS on 
the classes themselves and the general characteristics which are 
common to all forms of classification. 

Classification is best treated, once defined as the proce~s 
for the creation of units of meaning by means of redund~~cy, m 
terms of a series of axioms or consequences of the definitiOn. In 
doing this, both the assumptions upon whic~ !t is fou~ded and 
the rules for its operation may be made explicit. Choosmg so~e 
consequences from an infinite field also provides an opportunity 
to look at classification along parameters which are a s~urce of 
difficulty in prehistory, and thus to raise s~me assumptiOns ~s­
sociated with classification to the level of Issues. The five axiO­
matic issue-oriented statements below provide the parameters 
germ~ne to the present task. They are presented in order_ from 
the most general to the most specific since the demonstration of 
one closely follows on the demonstra~on of ~e others. Each of 
these consequences will be considered m detail: . . . 

1. Classification is arbitrary (a particular classificatiOn ts 
not inherent in any field or phenomena). 

2. Classification is a matter of qualification (quality has 
primacy over quantity). 

3. Classification states only relations within ~n.d betw~en 
units in the same system (classification is an orgamzmg device, 
not an explanatory device). 
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4. Classificatory units, classes, have primacy over the labels 
applied to such units. 

5. Classifications, classification, and classificatory units 
have primacy over structures, structuring, models, and model­
building. 

1. CLASSIFICATION IS ARBITRARY. From the outset, 
classification assumes a particular view of the world, in part as 
a consequence of being a kind of arrangement. The external 
world is conceived of as an unsegmented continuum of form 
through the dimensions of time and space. What. appears to be 
unitary and discret,.e at one level of inquiry is composite at others 
and component at still others. Classification assumes that the 
external world, the phenomenological realm, can be most prof­
itably conceived of as comprised of an infinite number of 
uniquenesses or instances. These instances take on the qualities 
of things or the qualities of events depending upon the point of 
view assumed by the viewer. Customarily, things are instances 
in which the dimension of time is perceptible. The customary 
division into things and events, however, is just that, customary, 
and not of general utility. Given this view of the world, it fol­
lows that chaos is inconceivable and therefore not a profitable 
notion in inquiry. Conversely, it is assumed that the infinite 
number of uniquenesses that constitute the phenomenological 
realm must have inherent order. If it is assumed that there is 
an order, inquiry takes the form of discovery; however, such an 
assumption greatly inhibits evaluation, for if an order is as­
sumed, it is not possible to discover that multiple orders, or 
indeed no order, obtains in the phenomenological realm. Follow­
ing from this, classification rests upon an assumption that the 
uniqueness of the phenomenological realm is capable of order, 
but not that any particular order is inherent. 

These notions are not to be taken as any kind of ultimate 
truth, or even true in a more limited sense. They are heuristic de­
vices and nothing more. To begin any reasoned pattern it is nec­
essary to start someplace; the beginning is always assumptive. 
What is necessary is that the assumptions be made as innocuous 
as possible so that it becomes irrelevant whether or not they are 
true. The assumption made by classification, that the external 
world is composed of an infinite number of uniquenesses which 
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are capable of order, is just an assumption, for it allows for the 
possibility that there may be a single universal order, several 
orders, or, in an oblique way, no order at all. Should the latter 
be the case, chaos is the result and is beyond our apprehension, 
thus identifiable. 

Heuristic devices taking the form of primitive assumptions 
are necessary for the purposes of science, for only in this man­
ner of conception is it possible to make the foundations of our 
knowledge susceptible to evaluation. To do otherwise is to as­
sume that which science proposes to demonstrate. In the hard 
sciences, these basic propositions are of less importance, indeed 
trivial, for there is traditional consensus about these matters, 
now largely implicit. They become crucial in cases of construct­
ing new sciences where such consensus has not been tradi­
tionally employed or achieved. 

Given this conception of the phenomenological world, 
classification, as the ideational aspect of arrangement, can be 
viewed in its simplest form as the primary adaptive mechanism 
of aU animate life. It provides the internal means for reducing 
reality's uniqueness to a manageable number of classes for 
which a finite organism has responses. It reduces the non-repeti­
tive world to redundancy by stipulating identities and thereby 
creating classes of phenomena-indeed, creating the phenom­
ena themselves. Looked at temporally, classification introduces 
the possibility of repetition of events as well as static categories 
of things. 

It follows that classifications can be produced at an infinite 
number of levels, proceeding from the pole of total uniqueness 
to the pole of total unity or singularity. Total uniqueness is, of 
course, chaos which is undefinable and thus not classification. 
Total unity lumps everything into a single undefinable unit and 
again is not classification. Systems of units lying between these 
two poles are all potentially capable of definition and may be 
profitably considered classification. It is in this proposition that 
the :first element of arbitrariness is introduced into all classifica­
tion. In order to create a classification, the first step must be 
the stipulation of scale, the selection of one of an infinite series 
of scales, at which classes are to be formulated. A more detailed 
consideration of the notion of scale and related concepts is 
undertaken in Chapter VI; however, an example familiar to 
prehistorians is that of deciding what part of a discovery one 
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will treat as artifacts-the site itself, its houses, or their post 
molds. Of course, all will be treated, but in different classifica­
tions. In prehistory, as will be pointed out later, the beginning 
point is the discrete object and other scales are reckoned from 
this point. In any case, classifications are always at some specifi­
able scale of phenomena. Insofar as scale is not inherent but a 
matter of selection, all classification is arbitrary. 

A concurrent step is the subjective selection of the field for 
which the classification is to be constructed. Classifications 
never attend the totality of phenomena at a given scale, for, at 
least from the point of view of the systematist, one would be 
faced with a field of infinite size. At a given scale, say discrete 
objects, the field will be narrowed to some "kind" of discrete ob­
ject. This means that if one is going to create a classification for 
animals (a kind of discrete object), animals must be defined 
external to the classification. You have to know what animals 
are before you can conceive of kinds of animals. Again, because 
selection is involved and because the definition of the field must 
lie outside the classification itself, arbitrariness is introduced 
into classification. 

In day-to-day living both field and scale are covert and cul­
turally controlled. The definition of fields and scales for classifi­
cation are usually accomplished by the theory of a particular 
discipline and should be explicit to allow evaluation and re­
vision. Further along we shall see that the definition of the con­
cept "artifact" is crucial to prehistory for just this reason-it 
defines the field (at the level of discrete objects) for classifi­
cation in prehistory. 

Having defined the scale and field which a given classifica­
tion is to attend, a third arbitrary element needs to be introduced 
before a classification can be accomplished. This is the discrimi­
nation of attributes of the field at a stated scale beneath that of 
the field. If, for example, one wishes to create a classification 
for animals, in addition to specifying the scale at which animal 
is conceived and defining what animals are, one will have to 
stipulate attributes of animals, parts of animals, which can be 
used to divide animals into kinds. An attribute is the smallest 
qualitatively distinct unit involved in classification. Essentially 
two things are involved in the discrimination of attributes: the 
stipulation of the scale at which they are formulated, and the 
division of the scale into the intuitive units called attributes. 
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The definition of the scale is just as arbitrary in the case of at­
tributes as it is in the case of the field. Further, the division into 
discrete attributes must always be intuitive, for the definitions 
of the attributes will lie outside the classification. The discrimi­
nation of attributes; like the definition of the field, is customarily 
embedded in the theory of a particular discipline. 

The attributes discriminated become the potential criteria 
for classification, but potential only, because further selection is 
required. The selection of attributes as criteria introduces the 
fourth and final arbitrary element. Following from the general 
assumptions made by classification, the attributes possible are 
infinite, and only a finite and usually very limited number of 
attributes can be employed in classification. Obviously, not all 
attributes can be used. Even if it were possible to use "all" at­
tributes, there would be no point to doing so, for the product of 
using "all" attributes would be the division of the field into an 
infinite set of unique cases. The net result would be a statement 
that everything is different from everything else, a non-produc­
tive conclusion because this is assumed from the beginning and 
is certainly not a kind of classification. Which specific attributes 
are selected is usually controlled by the particular problem for 
which the classification is designed. For example, if one were 
interested in animal ecology, one might choose the food-getting 
habits of animals as the basis for a classification resulting in 
classes such as herbivores, carnivores, parasites, etc. Another 
problem dealing with animals, say their evolution, will.make use 
of different kinds of attributes and result in a different set of 
classes. 

In addition to selecting the kind of attribute, the sys­
tematist also selects their number, thereby establishing the level 
of classification. The larger the number of dimensions of at­
tributes used, the more numerous the classes and the finer the 
discriminations will be. Ordinarily this decision is made with 
reference to the specific problem being treated; when it is done 
categorically the lumper-splitter controversy arises. 

The discrimination of attributes and the selection of some 
of those attributes as criteria are frequently lumped as the 
analytic step in classification, because it is in making these 
procedures explicit that the classification of science differs most 
radically from everyday behavior. Literally, analysis means to 
break things down into their component pieces. While this is 
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obviously not what is done in the discrimination and selection 
of attributes, structurally it is the same procedure, for it is the 
conception of component pieces. The analytic step is analogous 
to the "etic" part of the "etic-emic" dichotomy which has gained 
some currency in anthropology. Analysis accomplished at a scale 
beneath that of the field lies outside the bounds of classification 
and forms the basis for classification. 

What constitutes analysis and what constitutes classifica­
tion can be defined only in the context of a classification. Analy­
sis ( etic) and classification (ernie) are relative in a general con­
text. What is analysis at one scale is classification at the next 
lower scale. For example, one could create a classification for 
animals based upon locomotive apparatus, and then one could 
create a classification of locomotive apparatus which would be 
based on attributes of such apparatus. In the first case the loco­
motive devices are attributes; in the second they are the classes. 
This relative aspect of analysis and classification follows directly 
from the assumption that the phenomenological world is com­
prised of an infinite series of scales from the pole of total unique­
ness to the pole of singularity. 

Before leaving for the time being the notions of analysis 
and arbitrarines~ it might be well to note one important distinc­
tion not clearly evident in the foregoing discussion, namely, that 
the term "attribtute" is ordinarily used to mean two decidedly 
different things. First, it is used to designate particular qualities 
of particular instances. In this sense attributes are unique, non­
~ecurrent, and wholly within the phenomenological realm. Rover 
m our earlier example is unique in all of his attributes, Rover's 
color is Rover's alone. Attribute is used also to designate classes 
of attributes. The color category "brown" applied to Rover's 
color is an attribute in this second sense. Such classes of at­
tributes as part of analysis are not the product of classification, 
but are intuitive, at least in relation to the scale at which classes 
are being formed. In the case of Rover, he has an attribute of 
color, which is assigned to a class of attributes "brown," which 
in turn is intuitive insofar as the class "dog" to which Rover 
himself belongs is concerned. Again, attribute in the sense of 
some quality of an object or event is different from, though 
~losel~ related to, the name and category to which that quality 
:s ass1gned. Hereafter, when discussing these kinds of things 
m a general context, attribute will be restricted to the unique 
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quality of a specific instance in the phenomenological realm, 
and feature will be used to designate the classes of such at­
tributes. Because these considerations are pragmatically trivial 
at this point in the development of the hard sciences, the dis­
tinction is not commonly made; however, in the case of pre­
history the distinction is crucial and, indeed, has found recogni­
tion in two terms for many years. 

To summarize this first axiom of classification it should be 
obvious that the term arbitrary is applied not to unreasoned or 
uncontrolled decisions and discriminations, but to the specific 
assumptions that are necessary to begin classification, given a 
conception of the phenomenological world as posited by classifi­
cation. Arbitrariness means only that the discriminations made 
are not inherent in the phenomenological world as the only 
di.stinctions possible. Arbitrariness is necessarily introduced in 
all classifications at four points: 

A. The stipulation of the field to be considered by the classi­
fication. 

B. The stipulation of the scale within the given field at 
which classes are to be formed. 

C. The stipulation of the attributes of the field, involving 
first the definition of scale beneath that at which classes are to 
be formed and then its division into attributes. 

D. The selection of attributes as criteria, both number and 
kind, for defining classes. 
The first two elements "locate" where the classes are to be 
formed; the last two, usually grouped together as analysis or 
the analytic step, "locate" the means of creating the classes. In 
the sense employed here, all classification must be arbitrary. No 
classification can be natural. Arbitrariness inheres in these four 
sets of decisions which must be made and defined outside the 
classification itself. 

2. CLASSIFICATION IS A MATTER OF QUALIFICATION. 

Whereas the first axiom attends the assumptive foundations of 
classification, this second statement focuses on characteristics 
of the process of classification. The distinction between quality 
and quantity, between units and counts, follows directly f~om 
the initial distinction between ideational and phenomenological 
and between definition and description. Thus the assertion that 
qualification logically precedes quantification is simply a more 
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c~osely spe_cified case of the priority of definition over descrip­
tiOn, here In the context of classification. The centuries-old de­
bate among philosophers about quantity and quality is not rele­
vant here, for the terms are defined much differently in that de­
?ate. As has already been indicated, a class is created by an 
n~tensiona~ ~efinition, by the statement of a necessary and suffi­
Cient condition or set of conditions. This axiom thus asserts that 
the ~ecessary and sufficient conditions are the product of quali­
fication. For the creation of classes, it is necessary that one have 
~ ___ , _ ___ ...] - 1"'_1, I' , • , .. .. 

d. :s~.:i:lle:: <t.uu a ne::1u ror wn1cn tne c1asses are to be formed and 
features beneath that scale and within that field. The features 
primitive classes themselves, provide the conditions or criteri; 
fo: th~ fo~~la~on of classes, and, as has already been shown, 
this . ~Iscnmmation. ~f features is a matter of distinguishing 
qualities, not quantities. The manner in which features are em­
ployed to create classes varies from one kind of classification to 
another; however, the definition of a class is always a list of 
those features which a given thing within the field and at the 
given level spec~ed for the classification must display in order 
to belong to a giVen class. In those cases in which more than a 
single feature is required, the linkage between features the 
means of combining them, is the physical entailment of 'their 
analogous attributes in the same object or event. Co-occurrence 
then, is the means of linking several criteria for a definition. Fo; 
example, if a class is defined as "yellow-rough" than all objects 
assigned to this class as denotata must be both yellow and rough 
:md only those objects both yellow and rough can belong. Ob~ 
Jects by virtue of being yellow or rough cannot be considered 
denotata of this class. 

Given that th.ere is some current interest in arrangement 
especially in the biological sciences, and that sets of terms hav~ 
be~n employed to talk about arrangements, it might be well to 
pomt out that classification is here taken to he "monothetic 
class~ca~on.:: :"'ithin thi~ framework its opposite, "polythetic 
classificatiOn, Is not considered classification at all, for it dis­
p~ays some . very different characteristics beyond the implied 
differences In the number of defining characteristics. 

The. assertion_ that quality is logically prior to quantity can 
be exammed outside of the context of classification. You can­
not count something until you have something to count. More 
often than not, when emphasis is placed on quantity this means 
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only that the classification which produced the thi~gs being 
counted is covert. Only units may be counted, and umts are the 
product (as well as the input) of classification. I~ is furt~er 
obvious that if the units have not been defined prior to bemg 
counted, there is no way to know what the count_me~s._If one 
sets out to count "apples" without any means of Identifymg ap­
ples, one might well end up counting apples, some oranges, and 
a few red rubber balls. Whether or not rubber balls were counted 
is largely irrelevant. What is important is that there is no way to 
tell whether or not there are any red rubber balls included in 
the count. For some purposes it might not matter, e.g., if you 
want to know something about roundish red objects; _fo_r o~er 
purposes it may be decidedly figu~e, e.g., to be able to distmgUlsh 
food. Again, there is no way to judge to what purpose the counts 
may be usefully put unless t.!J.e units which have been counted 
have also been defined. 

Classification, then, operates solely with qualities. It ~~es 
l' 1~ 1t-w-'u·-·-,y· ...:~;~n.,.;.,....;n<>tPd nnalities to create definable qualities " vt:a u~i:)'-'.L.a ...... .i.,l..j,. ... _ ... _. '"1- -----

at a higher level. No kind of quantitative informati?~ _may be 
used in definition because units cannot be created utilizmg con­
tinuous "attributes." To make use of quantitative information, 
it is necessary to convert it into qualities. The mos~ frequently 
occurring example is the use of metric data such as ~IZ~- Lengt~, 
from which size is developed, is continuous because It IS numen­
cal. If, however, a set of things falls into two groups based upon 
length, i.e., length can be shown to be discontinuous, then the 
two groupings can be regarded as sizes (large and sm~ll): If, 
however, length were found to be continuous, no conversiOn mto 
size is possible without an arbitrary decision external to _the 
problem. Indeed, when things such as length ar~ convertibl~ 
into qualities such as size, they are generally perceived as quali-
ties of size in the first place. . . . 

Quality and classification do articulate "':th. qu~ntlty ~ 
two very important manners, description and d1stnbut10n. !his 
articulation follows from the basic assumptions about the Idea­
tional and the phenomenological realms an~ their articu~ation 
with each other. Classification, we noted, IS useless Without 
groups; groups, meaningless without classes. Phenomena are 
the ultimate focus of any inquiry, and groups are aggregates of 
phenomena. Groups must be described. and cannot be defined. 
Classification provides a means of creating groups and a frame-
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work for distinguishing kinds of phenomena. The denotata of a 
class constitute a group. Identifying X items as members of 
Class _A convey~ ?nly that the items all display the necessary and 
sufficient conditions for membership. The actual items them­
selves_ each c~nsist of an infinite series of attributes, only a few 
of which are Incorporated as features in the class definition. The 
other attributes which one cares to distinguish and which con­
stitute the bulk of the items included as the denotata of a class 
are variable by definition. Some may be cotenninus with the 
group; some, while restricted to the group, are ·not universal 
within it; and still' others which occur either in some or all of 
the items also occur in other groups. These variables, of course, 
can be spoken of as variable only after the framework of defini­
tive criteria, itself invariable, has been established. As variables 
they can be controlled; this is description, and it is here that 
quantity_ enters. The description of any set of things can be 
accomplished only by means of quantitative statements. If one 
wishes to say what the denotata of a class look like, this requires 
~ s~atement o_f variable featur~s. It is usually done either by 
listing the vanables or by citing their frequency of occurrence in 
the group. Usually a mean and a range for each variable attri­
but~ c~ be given. A description, then, is a quantitative gen­
eralization about a set of historical phenomena. As such it is 
bound to that set of phenomena. If a new instance is identified 
as belon~n~ to the same class and thus is included in the group, 
the description of the group will change to accommodate the 
new case. One point of articulation between classification and 
quantification is that quantification of some kind is always re­
quired to describe the denotata of a class. 

The second important articulation is in the realm of distri­
bution. Classification enables one to identify only a given in­
stance. as a particular kind of thing displaying a definitive set 
?f attnbutes. Identification is not a useful end product because 
It does ~ot c~nvey anything which was not already evident in 
the classification. A frequent course is to measure the occurrence 
of the denotata of a class in dimensions outside the classifica­
tion, such as time and space. This can be done simply by plotting 
the occurrence of the denotata, producing maps or graphs 
analogous to simple lists of variable attributes in description. 
More sophisticated distributions are possible, and these require 
more complex quantitative information than simple occurrence. 
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Isopatch maps, for example, involve frequen_cy ~f occurrence 
through space. Seriations, familiar to all prehistonans, are spe­
cial kinds of distributions through time, again often based upon 
frequency of occurrence. The specific forms need not concern 
us here. If it is desirable to deal with distribution of denotata ~f 
a class in a given problem, this must always be done quanti-
tatively. 

Another important articulation lies in the matter of corre-
lation. Rather than measuri...ng the behavior of the occ~rrence 
of a given class against a constant dimension such ~s t~me. or 
space, the distribution may be measured agains~ the distnbuuon 
of other similar units (covariance). The potentlal of these tech­
niques is recognized in much of what prehistory doe~ today, 
and most of the more sophisticated statistical operatiOns are 
means of implementing this kL.""J.d of inquiry. While less obvious, 
what a description describes, what a distribution or ~ correla­
tion means is a function of the definition of the umts whose 
variable behavior has been measured. Qua:ntification articulates 
with classification in using, not defining, classe~. . . 

In summary, classification is a process mvolvi~~ umts, 
both as an input and as an output. Units are q~a~ties, not 
quantities, and thus classification invo~ves ~nly qualitles. Quan­
tification necessarily must follow qualification and play_s a r_ole 
in employing the classes in given situations, but quantification 
cannot enter into classification itself. 

3. CLASSIFICATION STATES RELATIONS ONLY WITHIN 

AND BETWEEN UNITS IN THE SAME SYSTEM. This third 
axiom of classification attends the nature of the informational 
"content" that is built into classification. Classifications are sys­
tems of classes and, as systems, are closed. Statements ~ade 
about a system apply only within that syste~. The informatlonal 
content of classification is thus completely mternal. As has been 
indicated earlier, classification consists of a series of linked 
significata. It follows that these relationships are structural a~d 
that the content of a classification is entirely formal. Content m 
the sense of things and events is introduced by identif?ng the 
denotata of a class, but the class itself has no specific phe-
nomenological content. . . . . 

It further follows from the previous discussion of classifi-
cation as a series of linked significata that two kinds of relation-
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ships must obtain in all classifications, relations within classes 
subsumed under the significata, and relations between classes 
subsumed under the links between significata. The first kind of 
relationship, those obtaining within classes, is universal for all 
~nds of classification. Chaos is ordered by stipulating finite 
kmds of things to which the infinite number of actual instances 
can be assigned. The denotata of a class are considered re­
dundant; they are identical in terms of the criteria for mem­
bership in that class. The relationsf.Jp that obtains ,.tithin classes 
then is one of equivalence or identity. Indeed, this is the only 
reason for classification, to create redundancy. The notion of 
equivalence or identity needs to be further explored, for, given 
the assumptive basis of classification, identity must be a relative 
condition. Obviously, identity obtains only within a classifica­
tion. The basic premise on \Vhich classification is fou11ded as­
sumes that no two things in the phenomenological world are the 
same. If they were, there would be no point to classification. 
Identity can mean only that U'ithin the framewo;k of a classifi­
cation, which is stipulated by the attributes chosen as criteria, 
th~gs in a give~ set do not differ from one another. They 
obviOusly must differ from one another in respects not con­
sidered definitive. Furthermore, identity can obtain only when 
a scale is specified. This follows from the assumption that phe­
nomena can be viewed at an infinite series of scales. What is 
unitary at one scale will be composite at a lower scale and com­
ponent at a higher scale. Thus, not only is the notion of identity 
restricted to a definitive set of criteria, but also to a specific 
scale. The equivalences or identities embodied in a classification 
are the classes themselves. The significatum of each class is 
simply a statement of the terms of that equivalence. 

The second kind of relationship that is embodied in all 
classifications is a relation between classes. The nature of this 
relationship differs from one kind of classification to another. 
However, there is one characteristic of between-class relation­
ships that all kinds of classification share, namely, that this 
relationship is always an expression of some kind of non-equiv­
alence. The non-equivalences which link classes in a classifica­
tion are structured, and thus it is always possible to determine 
in what manner two given classes are non-equivalent. This is 
assessed by a comparison of the significata. For example, if 
Class 1 is defined by features a-c and Class 2 defined by features 

'!··, 
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b-d, then the non-equivalence linking these two classes is identi­
fiable as a + d. The specific forms of non-equivalence vary from 
one kind of classification to another, and this sort of variance 
will form the basis for the succeeding chapter on kinds of classi­
fication. Both the equivalences and non-equivalences em~odied 
in classification have important bearing on the evaluation of 
classifications and will be treated in that context further along 
in the chapter. It is sufficient here to reiterate tha.t: (1.) ~lassifi­
cations are formal; content is introduced only by Identifymg the 
denotata of a class; (2) two kinds of relationships obtain within 
all classifications, relationships of equivalence within each 
class and relationships of non-equivalence between classes; ( 3) 
classification provides a means of explicitly stating these rela­
tionships, the signi{icata embodying the equivalences and t~e 
comparison of significata the non-equivalences; and ( 4) classifi­
cations, being formal structures, are organizing devices, not ex­
planatory. Without content, explanation is not possible, and 
classification excludes all content from the start. 

4. CLASSIFICATORY UNITS HAVE PRIMACY OVER LABELS 

APPLIED TO SUCH UNITS. This is not so much an axiom of 
classification as it is an answer to an issue. Obviously, classes 
must be identified by some device so that one can talk about 
them. They must be named, numbered, or otherwise. provide? 
with some kind of designation. Designation is an entirely arbi­
trary procedure outside of classification itself. Non~theless a 
great deal of confusion often arises from a confoundu~g of ,the 
label designating a class and the class itself. ~emanuc ~abels 
usually are inferences about a class (e.g., callmg a particular 
kind of tool an axe, or biological species names part of an evolu­
tionary scheme). A classification as a set of equival~nces ~d 
non-equivalences enables one to say only whether a given thmg 
is the same or different from another given thing. It cannot tell 
one why they are different, though how the~ are differ~nt is 
embodied in the non-equivalence. Why two thmgs are assigned 
to different classes can be only a matter of inference and, as 
such is outside the classification. A great deal of time has been 
expe~ded on how classes should be labeled (fo~ instance, num­
bers and/or letters versus words; if words, which words, etc.); 
however, the important thing to recognize is that th.e label can 
never bear a necessary relationship to the class. It IS always a 
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label, simply a device to identify the class for purposes of dis­
cussion. What it is called is not important. The only necessity is 
that one be able to recognize the class by the label. A demon­
stration that a semantic label has been inappropriately chosen 
(e.g., showing that a class called axes are really hoes, or that 
species A. pox is really more closely related to B. rash) does not 
say anything about the classification, only about the incon­
sistency of some naming procedure. 

5. CLASSIFICATION, CLASSIFICATIONS, AND CLASSIFICA­
TORY UNITS HAVE PRIMACY OVER STRUCTURES, STRUCTUR­
ING, MODELS, AND MODEL-BUILDING. This is the least 
axiomatic, most commonsensical of the statements about classi­
fication. Models and structures are devices for illustrating rela­
tionships between classes which are not part of the same classifi­
cation. It follows that one must first have the pieces before one 
can build something out of them and, furthermore, that the 
nature of the pieces is going to determine what kinds of thinP"s 
can be built. - - - · ·--o-

Evaluation 
Classification assumes that the phenomenological world 

is capable of order; To bring order and meaning to phenomena, 
four assumptions are made, two which locate the classes (level 
and field), and two whic~ stipulate the means for ordering (dis­
tinguishing attributes and selecting some as definitive). The 
product is a set of equivalences (classes) and non-equivalences 
(relations between classes). Although obviously based upon 
observations of the phenomenological world, classifications are 
formal structures and lie wholly within the ideational realm. 
Lacking phenomenological content, they are not explanatory 
but, rather, organize and unitize the phenomenological realm 
so that it can be explained. 

Explanation is apart from classification and based upon 
inferences about the organization that is imparted to phenomena 
by a classification and the distribution and correlation of phe­
nomena so organized. 

One final aspect of classification needs to be considered­
evaluation. Irrespective of how the classification was formed, 
there are two elements involved in evaluation. Classifications 
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are susceptible of evaluation as systems of the ideational realm 
in terms of their logical consistency. Further, they may be 
evaluated in terms of the choices exercised in the selection of the 
field, the scale of the classes, the discrimination of features, and 
the selection of a portion of these as criteria. 

For a classification to be accepted as valid, it must be 
internally consistent. Decisions in the formulation of the classes 
incorporated in it must have been made with reference to a 
unified set of rules. Whimsical choices are not permissible for 
they destroy the system nature of the classification and negate 
any possibility of explicitly stating the relationships between 
classes. Examining a classification for internal consistency is 
an evaluation of the structure of the classification. If a classifi­
cation is found to be inconsistent, it cannot serve as a classifica­
tion because it does not provide any means of stating relations 
between classes. 

The evaluation of classifications in terms of the four 
initial assumptions is much more complicated, because this is 
an evaluation of the classes themselves. The actual evaluation 
is of the choices made in: ( 1) selecting a field; (2) selecting a 
particular scale at which the classes are formed; ( 3) discrimi­
nating features for the creation of classes; and ( 4) selecting 
from among the discriminated features those which are to be 
considered definitive. Each of these sets of choices, if explicitly 
stated in the construction of the classification, is susceptible of 
evaluation in terms of parsimony and relevance. 

To make such an assessment, it is necessary that the classi­
fication have a specific, explicitly stated purpose. Many, many 
"classifications" do not have explicitly stated purposes, and for 
this reason rational evaluation of the choices incorporated is 
impossible and the classifications have to be accepted or re­
jected on faith. Because this seems to be a problem area, it needs 
to be explored in detail. Perhaps the most frequently drawn, 
though implicit, criticism of purposeful classification is em­
bodied in the notions of "universal," "discoverable," "natural," 
or "descriptive" .classes. The assumption behind all of these 
notions is that there is some kind of order in the phenomeno­
logical world which is inherent, or more inherent than other 
orders, and thus what one has to do is discover the order rather 
than create it. This kind of assumption is, of course, counter to 
the assumptions upon which classification is based and appears 

61 
Evaluation 

to derive from a lack of understanding or concern, or both, of 
operations involved in the construction of classifications. 

Be this the case or not, one important thing is decidedly 
clear. If one assumes that there are "natural" classes or "uni­
versal" classes, the products of classification are untestable, in­
capable of evaluation. Their evaluation necessarily rests upon 
the demonstration of the assumption of universal order, or in­
herent order, which obviously cannot be done. If, on the other 
hand, one assumes that one is creatin2: an order_ not disrnvPrina . - , ,.- . - ---- . ---.. o 
It, and thus must provide explicit statements about the choices 
involved rather than assuming that the choices are natural, 
these choices can be phrased as hypotheses about the relation­
ship of the choices to the problem and to the stuff being ordered. 
We possess rational means of weighing the relative merits of 
hypotheses, and thus the assumptions which constitute the 
initial input into classification can be made problematical, test­
able, and a rational basis provided for using one over another. 
The utility of assuming only that phenomena are capable of 
order rather than ordered in some unknown but specific manner 
is obvious. The first assumption permits the possibility of 
evaluating the procedure; the second does not. 

While the notion of "universal" classes is treated above as 
a kind of approach without purpose, it can also be looked upon 
as multipurpose classification, a classification which will serve 
for all problems. This view, too, requires careful examination. 
The desire for such classes seems to stem from a "need" to have 
a name for something, to be able to call a given thing the same 
thing forever and ever. Within our own cultural system this is, 
of course, possible. A cultural system is itself a filter which estab­
lishes by convention the relevance of certain kinds of criteria 
over others. The "universal" class would seem to be the ap­
plication of one's uncontrolled common sense deriving from 
one's own cultural background to problems which lie outside 
that background. To create universal classes without assuming 
that some criteria are inherently more important for all pur­
poses than others, and that there is a finite number of such 
criteria, requires that all attributes be considered definitive for 
the formulation of classes. Indeed, it is not too difficult to find 
this expressed in the literature as "all attributes have been con­
sidered" or something similar. This is clearly impossible. All 
attributes cannot be considered if the attributes are infinite. 
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But even more important is the nature of the product that would 
be produced if such could by magical means be accomplished. 
If all attributes were considered, the number of classes would 
equal the number of cases considered. There could be no dif­
ference between the classification and the phenomena them­
selves. There could be no kinds of things, and thus there would 
be no classification. This is certainly an unproductive view, for 
we already assume that everything is different from everything 
else. Elaborate procedures involving all attributes would provide 
nothing that one does not already know from the outset. The 
simple observation that such "classification" has never been done 
is ample evidence of its lack of utility. This particular approach 
has much in common with assuming that there is some kind of 
absolute "etic" level which lies beneath all other distinctions. 

To establish a rational basis for evaluation of the selections 
that take place in creating classes, it is necessary that the 
reasons for those selections be known. The relevance of the 
particular choices made can then be weighed against the pur­
pose of the classification. If a particular kind of organization is 
required for a given problem, the selections made can be weighed 
simply in terms of whether or not that organization ha~ bee? 
achieved with those choices or whether a new set of chmces 1s 
required. 

Evaluation of the choices involved in classification does not 
end with weighing the classification against the purpose of the 
classification. It is quite possible that several discrepant classifi­
cations can accomplish the same organization. Some classifica­
tions will do so, however, in a simpler manner than others. 
Parsimony and elegance enter into the evaluation here. So~e 
classifications use as attributes inferences about the matenal 
being considered (e.g., inferences about the function of tools, 
the manufacture of tools or parts of them, etc.). Classifications 
which make use of this sort of feature are not parsimonious 
when compared with those which use as features attributes of 
the objects or events involved. Indeed, the use of inferences 
about events or things as attributes can never be justified, for 
those inferences undoubtedly have a foundation in features of 
the events or things, and the features themselves can provide the 
identical organization as the inferences without involving the 
demonstration of the inferences. 

Some classifications are more elegant than· others. For 
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example, a given classification may produce many more dis­
criminations or classes than are required for a problem. Another 

·classification which produces those classes required for a prob­
lem and only those classes required is, in terms of elegance, the 
preferable classification. This latter condition, while it is the 
goal, is not frequently achieved, and so evaluation is really a 
matter of assessing how closely various alternative classifica­
tions approach it, rather than which one achieves such elegance. 

In introducing each of the assumptive steps that must be 
taken to create a classification, the relevant sources for making 
the decisions have been indicated. The field and scale at which 
classes are established are usually controlled by the general 
theory of a discipline. These choices and the basis for making 
them, then, will be further considered in the specific treatment 
of orehistorv in the second half of the book. The discrimination 
of features is obviou~ly- predicated on the establishment of the 
field and scale of the classes since the features must be dis­
criminated at a scale beneath that of the classes. The choice of 
a particular set of attributes as criteria for classification and the 
number to be used (level) is predicated on the particular prob­
lem being considered and the kind of organization of phenomena 
required. Importantly, these selections must be susceptible to 
evaluation first in terms of their relevance (which requires a 
problem), and secondly in term.s of their parsimony and ele­
gance. The structure of the classification is evaluated in terms 
of its internal consistency. Further evaluation of the structure of 
classifications will be possible in terms of the use to which they 
are to be put after the various kinds of classifications possible 
have been considered. 

Classificatitm produces definable units which are capable 
of evaluation. The process does not differ structurally from com­
mon-sense, intuitive discriminations except that the process is 
explicit. Once the field of the classification is established, ail 
analytic step is necessary to discriminate features to be used in 
creating units. The analytic step not only provides the means of 
definition by stipulating the conditions for membership in a 
given unit in terms of features but also provides the means of 
evaluation in its explicitness. Evaluation of a unit can be under­
taken only when it is possible to assess the relevance of the de­
fining criteria to the problem for which the classification is being 
created. 
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The role of classification in science is obvious. Classification 
is the means by which phenomena can be categorized and thus 
become subject to manipulation. It is not, however, the only 
means of categorization, but it does provide certain crucial ele­
ments not possible with other kinds of arrangement. The most 
important of these is the definable character of the categories. 
Since the categories can be explicitly defined, the means of 
identifying real phenomena can be accurately communicated 
from one person to another. Also, because the process of creating 
the classes is explicit, the units do not have to be taken for 
granted but are instead problematic, being subject to revision 
or change as demanded by evaluation. 

Finally, the field of application is limited by the nature of 
classification. It can be used only to organize phenomena. It is 
entirely formal in structure and does not provide explanation, 
only organization. The organization may be used as the basis 
for inference, but this is a quantitative step beyond classification. 
Equally important, and closely connected to its organizational 
nature, classification must be problem-oriented. A single classifi­
cation will not serve for all problems. The organization created 
by classification depends directly on the attributes treated as 
definitive of classes. The relevance of those attributes to a prob­
lem is the source of evaluation. Some organizations will be use­
ful for some problems, but other organizations will be required 
for different ones. Except in the circumscribed context of our 
own social environments, a dog is not always a dog. He is a dog 
for some purposes only, and he is other things for other pur­
poses. 

3 
KINDS OF 

CLASSIFICATION 

Introduction 

J n the preceding chapter it was 
indicated that all classifications embody a statement of two kinds 
of relationships: relations within units which are always those 
of identity; and relations between units which serve to link 
classes together into a classification. It is this second category 
of relationships, those obtaining between classes, that deter­
mines the form of a classification and in turn results in kinds 
of classifications. 

Apart from disparate usages of the term classification 
which effectively create different kinds of "classification," there 
is as much confusion evident in the literature, especially the 
non-archaeological literature, on kinds of classification as on 
any other aspect of the problem. Basically the confusion stems 
from treating classification as a single, unitary device, a failure 
to recognize differing kinds of relationships that can exist be­
tween sets of classes. 

The tendency to treat all kinds of classification as es­
sentially the same is particularly apparent in the natural 
sciences. This circumstance usually arises from the selection 
of one form of classification, perhaps on the basis of successful 
application, which is then traditionally employed to the ex­
clusion of other forms. There is, of course, nothing intrinsically 
wrong with this procedure if, and only if, the problems investi-
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gated by that discipline are likewise unitary in nature and are of 
the same kind as the ones responsible for the initial selection. 
Unfortunately, this latter condition is not always the case. A 
brief example drawn from the biological sciences may serve to 
illustrate the point. 

Since Darwin, the biological sciences as a whole have been 
preoccupied with the notion of evolution as the key concept in 
their theoretical structure for explanation. However, the classi­
ficatory devices employed, in particular the notion~~- s_pe~ies, _in 
large measure antedate this explanatory concept. With tne nse 
in importance of genetics in the biological sciences, the always 
vague notion of species has been made less vague by defining 
such units in terms of observed or stipulated genetic disjunc­
tions, be they only regularly breeding populations or populations 
separated by actual breeding barriers. Importantly, however, 
the basis for defining species lies in disjunctions. Now, ob­
viously, this notion of species is applicable to modern con­
temporary populations of animals. Logically, it is applicable to 
any set of contemporary animals be they in existence at present 
or at some specified and temporally restricted period in the 
past. 

The hierarchic_ structure in which species were. framed by 
Linnaeus and others had obvious similarities to the picture pro­
duced by the notion of evolution· and the differentiation of 
species through time. Thus, in the nineteenth century, when 
investigators turned their attention to fossil remains, the notio~s 
of species and the hierarchic structure went with them-and m 
applying them to a new kind of problem, serious errors were 
committed. First, there are serious problems in taking any kind 
of unit like species and attempting to use it to organize fossil 
remains for explanation by means of the concept of evolution. 
Species must involve disjunctions, genetic or otherwise, to bound 
the units. But evolution assumes that all forms, similar and dis­
similar, are linked, not by disjunctions in genetic material, but 
by continuities. The logical incongruity of the organiz~n~ ~~n­
cept and the explanatory concept is apparent; however, m m1ttal 
practice it was not. The reasons are fairly simple. The fossil 
record is very incomplete. Real disjunctions in the record occur, 
though the development of which the remains are a record _is 
continuous. Thus it was possible to assign a given set of fossils 
to a species without any great difficulty, because it could be 
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separated from other related groups of fossils by gaps in the 
record (but not in genetic development). Once fossil lines began 
to be well represented by actual remains, problems began to ap­
pear, as the current state of man's own ancestry indicates. One 
is faced with arbitrary decisions as to whether a given fossil is 
to be placed in one or another species, solely because the fossil, 
in its form, lies between two previously created species, defined 
intuitively on the gap which the fossil in question now fills, thus 
the nonsense proposition that at some point in the evolutionary 
iine an individual of one species gave birth to an individual of 
another species. 

This example demonstrates other problems that are purely 
formal in character. The species notion was initially developed 
for application to whole animals to create an organization for 
whole animals. Genetics has expanded this to organization, not 
for individuals but for populations of whole animals. The fossil 
record unfortunately does not come in the fonn of whole ani­
mals, but pieces of their skeletal structure strongly biased by 
preservation characteristics in favor of skulls and teeth. For all 
practical purposes, fossil species are defined on the basis of 
skulls and teeth, yet the organization is assumed to be for whole 
animals. Obviously the species of the paleontological past and 
those of the modern world are not comparable. Further, unless 
one can posit a direct link between the form of the teeth and 
skulls of animals in general and the remainder of their bodies, 
paleontological species must be classes of skulls and teeth, not 
animals or populations of them. 

Neither of these problems, both essentially functions of 
the relationships obtaining within classes, would have developed 
in the biological sciences were it not for the hierarchic structure 
in which the notion of species is embedded and which overtly 
parallels the notion· of evolution. First, in the hierarchic struc­
ture only the species has a phenomenological referent; the units 
such as genus, family, etc., are entirely analytic units which 
serve to organize species and genera respectively and not real 
animals, their remains, or populations of either. Again the logi­
cal incongruity between the form of the classification selected 
and the assumed nature of the phenomena to be organized is 
evident. The analogy between the Linnean hierarchy and the 
differentiation of species through time paralleling the notion of 
evolution is thus misdrawn.· Genera do not differentiate into 



68 
Kinds of Classification 

species, but rather a species differentiates into several species. 
Further, as will be considered in the body of the chapter, 

the particular form of classification chosen, irrespective of why 
it was selected, has inherent qualities rendering it something 
less than useful for the purposes to which "species" has been 
applied: namely, that no unit in a hierarchy, or a taxonomy as 
it is called, can be defined in terms of the phenomena being 
ordered, but only by inclusion in a higher level of the classifica­
tion. Definition is by division, not by intersection. Initially this 
presented no problem to paleontologists because, as has been 
noted, the incompleteness of the fossil record furnished neatly 
separated groups which required only labeling. As the fossil 
record became more and more complete, the intuitive nature of 
species' definitions, indeed the real lack of definitions, became 
more and more obvious, and the suitability of "classical taxon­
omy" was questioned. Today controversy rages over this point in 
the biological sciences. New means of organizing fossil remains 
such as numerical taxonomy (not a kind of classification) have 
made their appearance in an attempt to correct the increasingly 
obvious inability of "classical taxonomy" to define species in 
anything but a mystical manner. 

The movement to rectify these problems is not without seri­
ous errors as well. The protagonists of "numerical taxonomy" 
themselves often view "classical taxonomy" as the only kind of 
classification and, while still using the term classification, are 
attempting to introduce non-classificatory arrangement as a sub­
stitute, a device which is equally, though differently, ill-suited 
to the problem. The Linnean hierarchy, simply because it has 
traditionally been the sole form of classification employed, is 
taken to be the only possible form. Thus, inquiry into different, 
more appropriate forms of classification has been slowed. 

This digression, of course, has been much simplified. It 
should, however, serve to demonstrate that important kinds of 
confusion greatly affecting the use of classification do exist in 
the sciences outside of prehistory. Much of the confusion focuses 
on the relationships between units, that is, the form of classifi­
cation. These problems reflect a strong tendency to use classi­
fication as a technique rather than as a method. The assump­
tions upon which it is based are ignored when one learns "how 
to do it" instead of why it works, what it works on, and what the 
results mean. Failure to understand the assumptions has led to 
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the application of kinds of classification to problems for which 
they are not suited. Because the assumptions are not made ex­
plicit, the conditions under which specific forms of classifications 
are applicable are not obvious and, further, no means of evalu­
ating the results are possible. It is the contention in this chapter 
and, indeed, the volume as a whole, that much of the confusion 
results. from the misapplication of ·a good method rather than 
the application of a poor one. 

A Classification of Classifications 

It should be obvious that to accomplish the aims of this 
chapter it is necessary to make use of the very device that is to 
be examined. Because such is the case, the classification used 
herein must be sufficiently explicit that it may be identified with 
one or another of the end products of this examination, and thus 
itself amenable to evaluation in the terms set forth herein. 

In accordance with the discussion in the second chapter, 
the f.ust step in any classification must be the definition of the 
field for that classification. In the present case this has already 
been accomplished, for classification has been defined earlier as 
the process of creating units of meaning by means of stipulating 
redundancy. Figure 3 shows its relationship to grouping. The 
field for the present classification can be taken to be classifica­
tion as previously defined and as outlined in Figure 3. 

In the same chapter it was noted that classifications consist 
of linked sets of significata or intensional definitions. Since the 
significata are the only tangible aspects of a classification, the 
second step in creating a classification, that of identifying 
the source of attributes, is relatively simple-the significata and 
their constituent elements are the only possible source. Ob­
viously, some characteristics of significata, such as the nature of 
the constituent distinctive features, would organize classifica­
tions into classes based upon the kinds of classes contained 
within them. Our stated problem, however, is to examine the 
relationships between classes and the effect these relationships 
have on the form of classification. Thus, those characteristics 
of significata which are common or can be common to significata 
in general, and not those attending the content of individual 
classes, are relevant. There are many ways of looking at signifi­
cata which demonstrate this kind of relationship. Significata 
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may be differentiated in terms of the relations between constit­
uent distinctive features (e.g., some elements in the definition 
may be more important than others, or they may be of equal 
weight). They might be differentiated on the basis of the proc­
esses involved in definition, the manner in which the significata 
come into being, or the way in which the distinctive features are 
associated with each other. Ultimately, then, in one form or an­
other, selection of the elements constituting the significata is 
the characteristic useful for organizing classifications for an 
examL"1ation of the relations between classes and the effect this 
has upon the form of the classification. 

In the right arm of Figure 3, which treats classification as 
of two kinds, these various ways of viewing the selection of fea­
tures for class definition are summed up in the terms "internal" 
and "external." These labels derive from looking at the means by 
l<Vhich the features are brought together into a signif,catum from 
the point of view of the objects included in a class. In one case 
the distinctive features can be associated directly from the ob­
jects considered; :i.."l the other case, the association of features is 
the result of a series of rankings within the classification at 
levels higher than the end-product classes. 

Whether one considers significata in terms of their internal 
structuring or whether one considers various aspects of their 
construction processually, a quick conclusion is that in these 
terms significata are of two sorts: (a) significata whose constit­
uent distinctive features are equivalent, unstructured, un­
weighted, and thus directly associated in analogous attributes 
of objects (intersection); and (b) significata whose constituent 
distinctive features are non-equivalent, structured, weighted, 
and thus inferentially associated (inclusion). Employing these 
two kinds of significata as criteria in a classification of classifi­
cations results in the recognition of two forms or classes of 
classification: one here called paradigmatic classification, em­
ploying the first type of significata (a); and taxonomic classifi­
cation, employing the second kind (b). The following para­
graphs will examine in more detail the characteristics of the two 
kinds of significata and the resulting forms of classifications. 

PARADIGMATIC CLASSIFICATION: The concept "dimen­
sion" is useful for examining relationships between features in 
definitions, not only within the context of a single definition but 
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also for classifications in their entireties. A dimension is a set 
of attributes or features which cannot, either logically or 
actually, co-occur. If there is one member of the set, then there 
cannot at the same time and place b~ any other member of the 
set. Further, all features belonging to a single dimension share 
the ability to combine with attributes not of th_at dimension. If 
A and B are members of the same dimension and I is a feature 
from another dimension, and, further, if AI occurs or is possible, 
then BI likewise must be possible. (Whether the combinations 
AI and BI actually do occur in the phenomenological realm is 
not important in assessing whether A and B belong to the same 
dimension, but, rather, only the possibility of their occurrence 
is relevant.) A dimension, then, is a set of mutually exclusive 
alternative features. Red and green are dimensional attributes. 
If something is red, it cannot be simultaneously green, but any­
t.l:ling ·which is red could also be green. The rlhnension to which 
these features belong', of course, is the dimension of color, one 
which we ourselves use to categorize the phenomenological 
world. 

Now, obviously, all features may be conceived of as dimen­
sional in relation to other attributes, either as belonging to same 
or different dimensions; however, features may or may not be 
selected as criteria in a classification because they are dimen­
sional. Dimensionality of the features included in class defini­
tions is one of the important distip.ctions between the two kinds 
of significata and the resulting forms of classification indicated 
above. In the case of paradigmatic classification, each significa­
tum consists of a set of features, each of which is overtly drawn 
from a different dimension. In the case of taxonomic classifica­
tion, the set of features constituting a significatum may or may 
not derive from different dimensions since dimensionality is 
not considered in their formulation. 

The differences become much more apparent when the 
classifications as a whole are considered. In paradigmatic classi­
fication all of the class definitions are drawn from the same set 
of dimensions of features. Individual classes are distinguished 
from one another by the unique product obtained in the combi­
nation, permutation, or intersection of features from the set of 
dimensions. 

Figure 4 serves to illustrate paradigmatic classification by 
means of a simple case. Three dimensions are involved in the 
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Figure 4. A three-dimensional representation of a paradigmatic 
classification of three dimensions (upper case letters, Roman numer­
als, and Arabic numerals). 

classification: a dimension of Roman numerals, a dimension of 
Arabic numerals, and a dimension of upper-case letters. The first 
dimension consists of two features I and II; the second dimen­
sion of three features 1, 2, and 3; and the third dimension of 
three features A, B, and C. In each case it is assumed that the 
dimension is exhausted in the features, that is, that all possible 
representations of the dimension are covered by one of the fea­
tures. The resulting 18 classes are simply the product of all 
possible combinations of these distinctive features, save that, by 
definition, features from the same dimension may not combine. 

Dimensionality serves to control the possible definitive sets 
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of features. bdividual class definitions will consist of one feature 
drawn from each dimension, the number of definitive features 
in each definition being a direct reflection of the number of di­
mensions used in the classification. The classification as a whole 
is united into a single system by the universal application of the 
dimensions. The features are definitive of the classes; the dimen-

• sions (as represented by the features) are definitive of the 
classification. Paradigmatic classification, when employed in this 
essay, is thus to be understood as dimensional classification in 
which the classes are produced by intersection. 

Paradigmatic classes have some important characteristics 
which derive from definition by intersection of dimensional 
attributes. Firstly, all of the definitive criteria are equivalent; 
that is, none is or can be weighted over any other. In the example 
of Figure 4, Feature A is on a par with and cannot be included 
in Feature 1. The only weighting of attributes and dimensions 
that can be effectively accomplished is that of the selection of 
attributes and dimensions relevant to the problem for which the 
classification is intended (in Figure 4 the din1ension of lower ... 
case letters has been excluded and thus one might talk about 
the weighting of Roman numerals, Arabic numerals, and upper­
case letters, as more "important" than other possible dimen­
sions). This weighting, however, is done outside of the classifica­
tion itself, and thus the choice of the particular dimensions 
employed can be phrased as an hypothesis, indeed must be so 
phrased, or completely ignored, and as such is amenable to test­
ing, evaluation, acceptance, rejection, and revision. However, 
should it be deemed relevant to the problem attended by the 
classification in Figure 4 that the dimension of lower-case letters 
be considered, it would be added on a par with the other dimen­
sions. 

A second important characteristic of paradigmatic classes 
is that they are unambiguous, both in terms of their internal 
structure and in terms of their application as a means for creat­
ing groups of phenomena. This results from the dimensional 
characteristics of the features used in definition. All the features 
of a single dimension are mutually exclusive. Further, the com­
bination or intersection of attributes to form definitions by 
dimensions prevents internal contradiction (e.g., that an object 
must be both green and red at the same time to satisfy member­
ship conditions) from appearing in class definitions. From the 
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standpoint of assigning phenomena to paradigmatic classes, the 
dimensionality of the defining features assures that, given ade­
quate definitions of the features, each and every object or event 
for which the classification is relevant can be unambiguously 
assigned. X is either A or not A. 

A third characteristic of paradigmatic classes is that they 
are comparable with all other classes in the same classification, 
and that the basis of comparability is explicitly established by 
the form of the classification. Paradigmatic classification, by 
virtue of being dimensional, considers only alternative manifes­
tations of the same and specified dimensions. It is thus possible 
to characterize the relationships that obtain between classes in 
paradigmatic classifications as equivalent non-equivalences, that 
is, the structure of paradigmatic classification always specifies 
that all classes within it differ from one another in the same 
Jnanner. 

The field of a particular classification, of course, must be 
established prior to the formulation of the classification. In the 
case of paradigmatic classification, the field is often termed the 
root of the paradigii;I. The root is simply a statement of what the 
classes are classes of, and it is usually expressed as a feature or 
set of features common to all the classes within the paradigm. 
When this feature or set of features is added to the distinctive 
features which constitute the class definitions, it permits identi­
fication of the classification from which a particular class is 
drawn. It is important to remember, however, that the root or 
common feature in a class definition is not a product of the 
classification but is a symbolic record of one of the decisions 
made prior to the construction of the classification. All of the 
classes are defined within the classification. The root is not. 

The number of dimensions employed in classification of 
this sort is determined by the problem for which it is being cre­
ated. Obviously, the larger the number of dimensions and the 
larger the number of features in each dimension, the smaller 
the "space" covered within the field by each class. The number of 
classes will be increased. There is no limit beyond practicability 
to the number of dimensions and features within them that can 
be employed. In the case of features within a dimension, a 
dichotomous opposition (A and A) is a minimal number. For 
graphic presentation such as used in Figure 4, the use of three 
dimensions is an obvious limit. However, simple listing of class 
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definitions, or the use of graphic devices which do not use one 
dimension of space for each dimension of features, removes this 
apparent limit. As in the case of features, the minimal number 
of dimensions required is two, for without two dimensions inter­
section is not possible. It is, however, useful to consider as a 
special-case paradigmatic classification the index, treating it as 
a paradigm with a single dimension of features. The features in 
the dimension that constitutes the index are mutually exclusive, 
as is the case with other paradigms, and thus t..l:!e classes formu­
lated are unambiguous. The necessary and sufficient conditions 
for membership in such a class will be one in number; the num­
ber of features in a given definition is a reflection of the number 
of dimensions used in the classification. Since with but a single 
dimension classes are not formulated by means of intersection, 
indices are often treated as a separate J:rJ.nd of classification; 
however, because all of the differences between indices and 
paradigmatic classification relate to a single feature-the num­
ber of dimensions used-it is useful to think of indices as 
special-case paradigms. 

In the practical business of formulating classifications this 
conception of the index is helpful. Each dimension of a para­
digmatic classification is, in fact, an index, and such classifica­
tions are built up dimension by dimension. A major use of the 
index is the exploration of dimensions of features for para­
digmatic classifications. Indices are capable of producing only 
simplistic orderings, and for this reason they are most com­
monly used for cataloguing and manipulating units (e.g., 
numerical and alphabetic orders) or for general problems re­
quiring few classes (e.g., the classification for animals based on 
food-getting habits mentioned earlier, or the present classifica­
tion of classifications based upon kinds of signi(icata). 

In employing paradigmatic classes to categorize things or 
events, identifying groups analogous to classes, the dimensional 
nature of the defining criteria is a definite asset. The necessary 
and sufficient conditions for membership registered as class 
definitions provides all that is required, and the only additional 
operation is the identification of features as attributes of objects 
or events. An event or object will be unambiguously assigned to 
one and only one class, or it will be found that the classification 
is irrelevant for the object or event (an expression of the fact 
that the instance lies outside the field of the classification). 
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Aside from the four sets of assumptions required of all 
classifications (scale, field, features, and criteria), paradigmatic 
classification, including the index, requires no further assump­
tive or inferential input. Paradigmatic classification is for this 
reason the most parsimonious kind of classification available, 
for, as will be shown, taxonomic classification requires addi­
tional assumptions. The use of paradigmatic classification re­
quires only that there be a stated problem which in tum enables: 
( 1) the definition of the field and the level at which organiza­
tion is intended; and (2) the statement, in the form of a hypoth­
esis, of the relevance of the definitive features to the problem. 
Once the relevance of the criteria to the problem has been stated, 
the classification is subject to evaluation through the hypotheses 
on which it is based. Most importantly, in the use of the units 
so produced, distributions and correlations have specifiable 
meanings. The investigaior is not faced with a problem in which 
sets of units are found to bear certain relationships to one an­
other but still lacking a means of stating the significance of the 
correlation or why they correlate. If the units are the product 
of a properly executed paradigmatic classification-i.e., all pos­
sible meanings that any correlations the units might have are 
known-they are overtly built into the units. The application of 
the units in a practical problem constitutes the testing of the 
hypotheses made in the classification. Unfortunately, far too 
little concern is given the formulation of classes. Thus classifi­
cations are rarely evaluated but rather become matters of con­
venience or opinion and the problem of what correlations and 
distributions mean must necessarily be treated as inference. 

TAXONOMIC CLASSIFICATION. The familiar hierarchic 
structure of the taxonomy is, by implication from the preceding 
consideration, based upon non-dimensional distinctive features, 
at least as far as an entire taxonomy is concerned. (Portions of 
taxonomies may be considered dimensional.) A taxonomy is an 
ordered set of oppositions or contrasts which amounts to a divi­
sion of the field of the classification into classes, sub-classes, and 
so on. Figure 5 illustrates the simplest form of taxonomy in which 
the contrasts are dichotomous oppositions. Classes, as defined 
units, may be formulated not only at the lowest level but at any 
or all intermediate nodes of opposition. The definition of any 
taxonomic class (taxon) is a record of the series of oppositions 
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leading from the field to the class. From the point of view of any 
class, the definition derives from the inclusion of the class in a 
~eries of super-classes at higher and higher levels culminating 
m the field. As a result, the means by which the various elements 
or features in the definition of a taxon come to be associated (in­
clusion) contrasts with intersection in the case of paradigmatic 
classification. The features which make up the significata of in­
dividual taxons reflect the series of oppositions from field to 
class as a serial order, again contrasting with the unordered 
arrangement of features in paradigmatic definitions. The net 
effect of this serial ordering of the features of taxonomic defini-
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Figure 5. A taxonomy composed of binary oppositions. Only the 
definitions of the lowest level classes are written out. 

tions is to restrict the range of the features constituting an op­
position to a portion of the classification. In Figure 5, for exam­
ple, the opposition d-b is relevant for the Superclass 1 on the 
left-hand side of the diagram. This does not mean that objects or 
events which might be assigned to VIII will not display at­
tributes assignable to a or b, but that since they display At­
tribute 2, Features a and b will not be considered. This serial 
ordering of oppositions represents judgments as to the impor­
tance of the various sets of defining criteria. In Figure 5 the 
opposition between 1 and 2 is considered more important, more 
"basic" to the field, than the opposition between c and d or III 
and IV. Viewed again from the significata of individual classes, 
the various features that constitute a significatum are weighted 
from most important to least important. It is this weighting of 
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features which is responsible for the serial ordering of features 
within significata and oppositions within the taxonomy. Ulti­
mately, this weighting of features is the genesis of the hier­
archic structure characteristically displayed by taxonomies. 

It is not necessary, and in fact it is uncommon, that a 
taxonomy should display the symmetry of the example in Fig-
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Figure 6. A typical taxonomy composed of various oppositions at 
different levels. Only the definitions of the lowest level classes are 
written out. 

ure 5. Figure 6 presents a more realistic situation in which the 
series of oppositions leading to particular classes are not paral­
lel in either number or kind. This diagram clearly illustrates 
the non-dimensional character of taxonomies and the restric­
tions placed upon subsequent oppositions by prior ones in de­
fining taxons. In the case of Taxon I, a single feature serves to 
distinguish it from all other members of the field (I is, of course, 
redundant), whereas two features are required to differentiate 
Taxon II, three to distinguish III through VII. Ordinarily only 
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the lowest level of classes need have empirical referents, that 
is, be designed to order phenomena, while the other taxons at 
higher levels serve to organize taxons at lower levels. An ex­
cellent example is the monotypic family as used in zoology in 
which the animals are categorized as members of a species 
rather than the family directly; the species in turn is the sole 
member of a genus which is the sole member of the family. This 
device is used to express a "degree of structural similarity" to 
other organisms in the Linnean hierarchy, here suggesting that 
members of the species in question are not closely related to 
other living organisms. 

Taxonomy, then, is to be understood as non-dimensional 
classification in which classes are defined by means of inclusion. 
The relationships obtaining between classes are not uniform 
throughout a given classification. They differ from level to level 
(some classes :L."lclude others) and also ,•.rithin each level. Thus 
the non-equivalent relationships which serve to separate classes 
are themselves non-equivalent and contrast with the equivalent 
non-equivalent relationships of the paradigm. There are addi­
tional characteristics of taxonomies which need to be considered, 
all of which derive directly from the defining characteristics 
noted above. It will be useful to examine these further aspects 
of taxonomies in conjunction with analogous features of para­
digms where applicable. 

Firstly, as a consequence of employing non-dimensional 
features for the definition of classes, the various distinctive 
features employed by a given taxonomy need not be mutually 
exclusive. Since the definition of a taxon involves not only a 
set of features, but also the serial ordering of those features 
based upon their "importance," it is quite possible (and not 
infrequent in practice) that distinctive features in one part of 
a taxonomy overlap features in another part. In Figure 5, for 
example, a and c can overlap each other without creating any 
ambiguities in the definitions so long as 1 and 2 are mutually 
exclusive. The opposition registered as a;b might represent a 
division of color into reds and blues with a encompassing every­
thing from orangeish-yellows to reds and b encompassing the 
other end of the spectrum from greenish-yellows through vio­
lets. The opposition cjd might also register color, this time as 
violets and non-violets. Obviously there is substantial overlap 
in the coverage of a and d; however, insofar as the 1/2 distinc-



80 
Kinds of Classification 

tion is made prior to the ajbjcjd distinctions there is no internal 
inconsistency. Further, as was touched upon earlier in the dis­
cussion, the ajb and cjd oppositions may represent different 
dimensions and thus may not be strictly comparable. In the 
above case, for example, the a;b distinction may represent colors 
while the cjd distinction represents textures. Any object which 
has color likewise has texture. If, however, the 1;2 distinction 
has been made prior to ajbjcjd distinctions, the former oppo­
sition will establish the relevance of one or the other of the 
lower-level distinctions and thus avoid any incongruence in the 
classification or ambiguity in assignments. 

The non-dimensional character of taxonomies produces 
substantial potential for ambiguity in the assignment of ob­
jects or events. Taxons are unambiguous if, and only if, the 
serial order of the defining features is treated as a program for 
identification. The simple identification of a distinctive feature 
in a given instance is insufficient; the reievance of that feature 
is determined by all antecedent oppositions in the taxonomy. 
Perhaps the single greatest problem in utilizing taxonomies lies 
in this very thing. Unless the serial order of the defining fea­
tures is stated, it is quite possible to make wrong assignments, 
or, worse yet, to be faced with an object which apparently be­
longs to two or more classes. 

A second characteristic of taxonomies, one which also 
derives from the ordered nature of the defining features of the 
taxons, is that taxonomies have a non-permutable order. Since 
relationships between classes are not the same throughout a 
taxonomy, classes cannot be moved in relation to one another 
without altering the structure of the classification and necessi­
tating changes in the definitions of other classes. Only the 
taxons arranged as members of the same superclass at the next 
highest level may be changed without changing the remainder 
of the classification. This contrasts with paradigmatic classifi­
cations which do not have any order in the defining criteria. 
There the classes may be changed in relation to one another 
without changing the classes or the structure of the classifi­
cation. Figure 7 represents a three-dimensional paradigm dis­
played graphically so as to be comparable to a taxonomy and a 
comparison with Figure 5 clearly illustrates this difference. If 
the distinctions registered as 1 and 2 are exchanged for those 
registered as a and b there will be no resultant change in the 
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number of classes or in their definitions. The lowermost dia­
gram represents a three-level taxonomy made up of dichoto­
mous oppositions for the sake of simplicity. If the distinctions 
registered as 1 and 2 are exchanged for those registered as a 
and b, an entirely new classification will result. Neither the 
number nor the definitions of the new classes will be the same 
as in the initial classification. For this reason taxonomies are 
frequently referred to as non-arbitrary or natural in distinction 
to paradigms characterized as arbitrary and artificial. In this 
kind of discussion "arbitrary" is clearly being used in a sense 
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Figure 7. A three-dimensional paradigmatic classification displayed 
in two dimensions. Class definitions are written out at the bottom of 
the diagram. 

different from that previously employed herein. It simply means 
that the position of any given taxon in the overall structure of 
taxono~y. is fixed b! the serial ordering of the defining criteria. 
The posttian of a gwen class is nan-arbitrary within the struc­
ture o~ the taxonomy; the entire taxonomy, however, is arbi­
trary m the four respects that all classifications are arbi­
trary. Li~ewise,. the feeling of "naturalness" that is imparted by 
taxonomies denves from the fixed order of taxons within the 
classification, for no classification is natural in the sense that 
the sets of equivalences and non-equivalences embodied in it 
are .the only ones possible or even the best ones for all problems. 
While the non-permutable nature of taxonomies does not affect 
the pragmatic assignment of objects or events to taxons, it does 
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tend to stifle evaluation of the classes and the classification; 
however, as is the case with the potential for ambiguity that 
inheres in taxonomies, intelligent use of this kind of classifi­
cation, with any understanding of its limitations, can overcome 
the tendency for taxonomies to go without evaluation. 

The third and final important characteristic of taxonomies 
is the assumptive or inferential input required in their con­
struction. As has been pointed out, the serial order which is 
manifest in the overall structure of the taxonomy as a hierarchy 
involves ordering tl1e oppositions by level and, by virtue of not 
being universal within the classification, some ordering in terms 
of positioning within a level. Only the initial opposition, the set 
of distinctions drawn at the highest, most general level, affects 
the entire classification. Subsequent ones are restricted to por­
tions of the classification. For all sets of oppositions, an as­
sumption of "importance" must be made to determine the order 
in which they are to occur. Further, for all but the initial oppo­
sition, an assumption of relevance must be made to position 
subsequent oppositions, those at lower levels. Since the various 
oppositions within a -taxonomy are not dimensional, not mutu­
ally exclusive by definition, each specific opposition requires its 
own assumptions. The net effect is quite obvious. Taxonomies 
require a large number of assumptions as initial input for their 
construction in addition to the basic assumptions made by all 
classifications. In Figure 5, for example, 13 additional assump­
tions are required to determine the level and position of the 
seven oppositions. In larger, more realistic taxonomies the num­
ber of additional assumptions becomes proportionately larger. 
This situation is in direct contrast with paradigmatic classifi­
cation which requires no further assumptions beyond those 
required of all classifications. Thus taxonomies cannot be con­
s~dered parsimonious in relation to paradigms. 

Given an alternative in the form of paradigmatic classifi­
cation, it is reasonable to query how taxonomy is useful. If 
assumptions had to remain as assumptions, perhaps taxonomy 
would not be a useful device; however, if the assumptions are 
phrased as hypotheses which are testable and which upon test­
ing have a high degree of probability, then the taxonomy be­
comes a much more parsimonious device. Unfortunately, this 
is not often done in practice and thus the intuitive qualities 
often ascribed to taxonomy. Indeed, this feature of taxonomy 
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lies at the root of the controversy between "classical taxono­
mists" and the "numerical taxonomists" in biological circles 
today. Given that taxonomy can be made more parsimonious 
than its structure initially suggests, it is useful to note the con­
sequences of so doing. If the assumptions required by taxonomy 
must be phrased as tested hypotheses before taxonomy can be 
an effective alternative to paradigmatic classification, this 
means that, essentially, the outcome of the classification must 
be known beforehand. 

If the classes must be Y,._ .. '.lo·vvn before a taxonomy can be 
constructed, serious limitations are placed on the utility of 
taxonomy. Taxonomy obviously cannot be employed to order a 
field of phenomena which is unknown in important respects. 
Further, of course, the assumptions must be capable of testing 
and positive verification, and this is not always possible even 
when a field is well known. Paradigmatic classification, on the 
other hand, is not faced with this problem because of its greater 
parsimony. For these reasons legitimate usage of taxonomies 
is restricted to didactic purposes, explaining in an elegant fash­
ion a set of classes arrived at through some other means. Para­
digmatic classification can then be regarded as appropriate for 
heuristic purposes, for the exploration and categorization of 
unknown or relatively unknown fields. 

Taxonomy would be relegated to a minor role in scientific 
endeavor were it not for some advantages that it displays over 
paradigmatic classification. Firstly, it is a much more sophisti­
cated device, capable of displaying more complex relationships 
between classes than ·paradigms. If a particular problem de­
mands an organizatiO!J of superclasses, classes, and sub-classes, 
paradigmatic classification cannot be employed, whereas tax­
onomy can. In fact, in any case in which non-equivalent re­
lationships must be shown, taxonomy is the only classificatory 
system which can be used. The main advantage, however, is 
that taxonomies are far more elegant than paradigms. In the 
case of paradigms the dimensions of features are simply per­
muted for all possible combinations. Under practical circum­
stances this procedure will generate a larger number of classes 
than is required. Many classes may have no denotata. The de­
lineation of those features which logically may be found in 
combination as opposed to those which actually combine with 
each other in the phenomenological world is certainly one of the 
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major products of paradigmatic classification. Ho~ever, for 
treating those classes which do have denotata, paradigms may 
be, and usually are, inefficient, creating a larger number. of 
classes than required by the phenomena. A taxonomy, which 
restricts the combinations by ordering the oppositions of fea­
tures, offers a way to generate those classes and only those 
classes which have denotata. The paradigm offers the means of 
determining what classes are required; the taxonomy provides 
the elegant means to arrive at definitions of those classes. How­
ever, without paradigmatically defined classes as a base, tax­
onomy remains an intuitive, unparsimonious device more often 
suspicious in character than not, and relatively useless without 
blind faith on the part of the user. Without paradigmatic classes 
as a starting point, the derivation of taxonomic definitions is a 
matter of faith, for there is no way to justify the choices made 
in its structuring. 

Sum.m.ary 
There are two distinctly different kinds of classification 

which differ from one another in the relationships between 
classes and thus in the structure of the classification itself. In 
the first, paradigmatic classification, the classes are defined by 
means of unordered, unweighted, dimensional features; while 
in the second, taxonomic classification, classes are defined by 
serially ordered, weighted, non-dimensional features. The re­
lationships between paradigmatic classes are equivalent non­
equivalences. Thus all of the classes in a given paradigm are 
comparable with each other in a strict sense and, further, there 
is no inherent ordering among the classes, no fixed position 
which they bear to one another. Because no weighting, no in­
ternal judgments of "importance" are required by paradigmatic 
classifications, only the mininlal number of assumptions re­
quired of all classifications are necessary. Thus paradigmatic 
classification is the most parsimonious form available, and it is 
particularly well· suited for heuristic uses, constructing initial 
classifications for given fields of phenomena. Further, since the 
assignment of objects to paradigmatic classes requires only the 
identification of attributes analogous to the distinctive features 
employed in the definition, this form of classification has the 
least potential for ambiguity in its application. 

Taxonomic classification, on the other hand, stipulates 
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specific non-comparable relations among the included classes, 
producing the characteristic fixed hierarchic structure of the 
taxonomy. Since the features comprising the significata of the 
taxons must be weighted relative to one another, internal judg­
ments of "importance" must be made to deternline level within 
the structure and internal judgments of relevance must be made 
to determine position within level for all but the initial or highest 
level. Because of these judgments, the number of assumptions 
involved in taxonomic classification always, and usually greatly, 
exceeds the :rr.J.r.J.mum number required of classification. Thus, 
taxonomic classification is the least parsimonious form of clas­
sification; however, this more sophisticated form of classification 
can embody more complex relationships than paradigmatic 
classification and provides an elegant form for generating a 
specific set of classes required for a problem or only those classes 
which have denotata. Taxonomy is legitimately limited to 
didactic applications where a solution reached through other 
means is to be presented in the most efficient manner. It cannot, 
by virtue of its lack of parsimony, be used initially to create a 
set of classes. 

Criticisms currently leveled at classification are concerned 
almost invariably with taxonomic classification as outlined here. 
It has hopefully been shown that taxonomy can be a useful 
form of classification, though rather limited in terms of appli­
cation. The reaction against taxonomy as employed in the evo­
lutionary biological sciences stems from the misuse of the device 
and not from any flaw in the device itself. A common point of 
departure for such criticisms of "classification" (meaning tax­
onomy) is that it is subjective and intuitive. This aspect has 
been shown to derive from the large number of assumptions 
required to create levels and positions of oppositions within 
the hierarchic structure. The only possible means of making 
taxonomy more parsimonious is to be able to treat each of the 
assumptions as a demonstrated hypothesis, and this, of course, 
implies that the classes are already known from the outset. 
Without being based on prior paradigmatic classification, tax­
onomy is subjective, for the means of arriving at the classes is 
covert and untestable. In cases in which taxonomy has been so 
misapplied, it is likely that the investigator who has established 
the taxonomy had covertly employed paradigmatic classification 
to arrive at the set of classes embodied in the taxonomy. 

Distinguishing between paradigmatic and taxonomic classi-
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fication is then of considerable utility. Fonns of classification 
which differ in terms of the assumptions required for their con­
struction affect their range of applicability and the means by 
which they may be evaluated. This distinction between the u~­
ordered paradigmatic class and the serially ordered taxonomic 
class (taxon), and between the equivalent non-equivalences of 
the paradigm and the non-equivalent non-equivalenc.es of the 
taxonomy, will be dealt with in the second part of this volume 
in examining the role, use, and misuse of classification in pre­
history. 

4 
NON-CLASS IFI CA TORY 

ARRANGEMENT 

/n preceding chapters that kind 
of arrangement called classification has been treated in some 
detail, for classification is the systematic foundation of science. 
As a result, this concluding chapter of the general consideration 
focusing on non-classificatory arrangement may seem out of 
place. The reasons for including a superficial consideration of 
non-classificatory arrangement are two: ( 1) the substantial 
confusion that exists between at least some fonns of non-classi­
ficatory arrangement and classification, both paradigmatic and 
taxonomic, a confusion accompanied by an attempt to replace 
classification with one or another form of non-classificatory 
arrangement without a critical consideration of the conse­
quences of so doing; and (2) as a corollary to this, the tendency 
to accept or reject classification or non-classificatory arrange­
ment to the exclusion of the other and with little attempt to 
delineate the relationship between the two. It should be clear 
from the outset that non-classificatory arrangement, both in 
principle and as a technique, is not rejected here except as a 
substitute for classification in scientific inquiry. By the same 
token, classification must be rejected as a substitute for non­
classificatory arrangement used in its proper role. The main 
aim of this consideration is to delimit the domain of both kinds 
of arrangement and to programmatically indicate the relations 
obtaining between the two in pragmatic tenns. 

87 
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Though in both archaeological and non-archaeological 
literature the kinds of arrangements grouped together here as 
non-classificatory arrangement are often labeled "classification," 
especially when there is an attempt to replace a classificatory 
scheme, all the forms treated here hold in common: ( 1) the 
absence of intensionally defined classes as a product; and (2) 
a concern with the phenomenological world in an at least 
overtly, theory-free context, resulting in the formulation of 
groups as end products. This fundamental difference between 
classification and non-classificatory a..-rrangement '\¥as illustrated 
in Figure 3 where the latter is indicated under the heading of 
identification and grouping devices. 

Since the differences between classification and the oper­
ations considered here are substantial, it is necessary to intro­
duce two notions, those of group and those of similarity. The 
notion of group .. vvas touched upon in tl1e i11troductio11; l1owever, 
expansion is crucial for a specific consideration of non-classi­
ficatory arrangement. Group, for the discussion herein, is to be 
understood as an aggregate of actual events o; objects, either 
physically or conceptually associated. Groups are phenomeno­
logical-they have objective existence in their constitutent 
entities, although the "groupness," the association of the enti­
ties, is always in some measure non-objective. By virtue of ob­
jective existence, they are historical and contingency-bound. A 
group and each or any of its constituent entities exists at a 
given point in time in a given place. Groups have locations, not 
distributions, and so cannot be shared or held in common. As 
a result, the constraining boundaries of groups are not formal 
characteristics of the constituent entities, but rather are always 
ultimately reducible to temporal/spatial limits. Historical con­
tingency is always incorporated in groups. When "definition" is 
used with reference to groups, one of two things is usually 
meant: (1) a statement of the temporal/spatial limits; or (2) 
an enumeration of the objects or events comprising the group 
or a statistical summary of same, that is, an extensional defi­
nition. An object or event cannot be assigned to a pre-existing 
group on the basis of its formal characters without altering the 
"definition" of the group. Being part of the phenomenological 
world, the construction of groups limits the data which can be 
considered to that finite set of cases incorporated in the original 
formulation. Groups always have a finite number of members 
in a .finite time and space. 
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These enumerated characteristics of groups are readily 
recognizable as characteristics of objectsjevents in the common 
sense of the words, and all follow from the phenomenological 
nature of groups. Groups inhere in phenomena as aggregates of 
actual cases. The contrasts between groups and classes are 
obvious: 

( 1) Classes are intensionally defined on the basis of 
formal features of objects; groups are "defined" by 
enumerating andjor summarizing the members or by 
stating the temporaljspatial limits of the group. 

( 2) Classes are ideational units which exist independent 
of time and space and whose denotata can occur si­
multaneously at more than a single location or can oc­
cur at more than a single point in time at the same 
place, whereas groups are phenomenological and thus 
are governed by the physical laws concerning time; 
spacejmatter. 

( 3) As a corollary, classes have distributions; groups have 
locations. 

( 4) Classes are infinite in terms of their application, and 
any object or event acquired after the formulation of 
a classification can be assigned to a class without 
altering the definition; groups, on the other hand, are 
restricted to that set of objectsjevents originally in­
corporated in the group, and the addition of new in­
formation necessarily alters the "definition" of the 
entire group. 

The consequences of these contrasts for pragmatic operations 
are a major portion of the basis for assessing the roles that 
classification and non-classificatory arrangement can legiti­
mately play in scientific investigation. 

In spite of these fundamental and seemingly apparent 
contrasts, certain kinds of confusion obtain in practice in differ­
entiating classes and groups as a consequence of their anal­
ogous nature. The practical basis for this confusion lies in our 
own "common sense" environment. The assembled denotata of 
any class constitute a group in the sense used here. The prob­
lems in differentiating classes and groups stem from a con­
fusion of the denotata of a class with the class itself. Where 
there is but a single classificatory scheme conceived possible, 
such as within a single cultural system or as within such 
sciences as are preoccupied with a single line of inquiry into 
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a given subject matter, the pragmatic differences between at­
tributes and features, between groups and classes, are negligi­
ble. In such conceptually-bounded circumstances the denotata 
of a class and the class itself are for practical purposes synony­
mous. Insofar as there are no alternative conceptions of a given 
set of phenomena, matters of definition, distribution, and appli­
cation are trivial. Evaluation of the classes or groups is, how­
ever, impossible. When alternative classifications for the same 
set of phenomena are conceived possible or when evaluation of 
a set of categories is necessary, then the distinction between 
classes and groups, between the objects assigned to a class and 
the class itself, assumes paramount importance. 

This consideration brings us to a most important point, 
the relationship of classes to groups, not in a formal sense such 
as outlined above, but in pragmatic terms. Classes are one 
means of associating the various constituents of a group. As­
sembling the extant denotata of a class, or a portion of the 
extant denotata. is one imoortant means of creating groups. 
The necessary ~nd sufficie~t conditions for class membership 
provide the mean~ for creating the aggregate. However, the 
denotata of a class as a group consist of all the distinguished 
attributes of the objectsjevents included, not just the definitive 
features. Further, any set of assembled denotata is historical 
and contingency-bound. The actual denotata of a class viewed 
as a group are continually changing with the addition of new 
information. The assembled denotata of a class, while a group 
in the full sense of the term, are a very special case in which 
the criteria for creating the group remain contingency-free and 
thus capable of infinite expansion and incorporation of new in­
formation. The process of identification, the comparison of 
objects with the necessary and sufficient conditions for class 
membership in order to assign members, is the crucial link be­
tween classes and groups as represented by denotata. 

The identification of objects with classes is not the only 
means of creating groups. A group can be created through any 
means of physically or conceptually associating objects or 
events. Groups can be created by arbitrarily drawing lots or by 
closing one's eyes and piling together things on one's desk. Most 
overt procedures for creating groups, however, make use of the 
notion of similarity, the second important concept in non­
classificatory arrangement. 

91 
Non-Classificatory Arrangement 

Unlike its counterpart in classification, identity, similarity 
is not precisely definable in a theoretical sense. In formal or 
phenetic terms, similarity is rephrased but not defined as "re­
semblance" of objects or events. In genetic (historical) or cla­
distic terms, similarity cannot be precisely defined in theoretical 
terms, for similarity is a relative state based upon the actual 
case being considered. Here lies an important contrast with 
the analogous notion of identity. Identity, too, is a relative state, 
but not relative to contingency-bound phenomena but rather 
relative to a given problem. Identity is determined in the context 
of problem, similarity in the context of phenomena. Similarity, 
then, is a contingency-bound notion which embodies a recog­
nition of our earlier proposition that the phenomenological 
world is to be profitably conceived as an infinite series of 
uniquenesses. Identity denies the relevance of this proposition 
for a given line of investigation, and thus, being enth-ely within 
the ideational realm, permits demonstrative reasoning. Simi­
larity, on the other hand, functions in the phenomenological 
realm permitting plausible reasoning. 

Ultimately, similarity can be reduced to identity, identity 
of features of the objects or events being compared. The only 
means by which similarity can conceivably be defined or as­
sessed is by the enumeration of features held in common by the 
compared instances. Such features, because of their recurrence 
from object to object, are obviously primitive classes. It is most 
unfortunate that this analytic classification is covert and intui­
tive in grouping procedures, especially since there is no a priori 
reason why it must be. If, however, the underlying analytic 
classification were explicit, grouping procedures would appear 
not as means of creating units but as means of stating the dis­
tribution of classes (features) over a given set of objects. 

Be this as it may, two aspects of grouping must be empha­
sized: ( 1) Lacking a formal analytic step, groups cannot pro­
vide intensionally defined units which are capable of evaluation 
-the features upon which groups are based are assumed rather 
~a~ treated as hypotheses with the resulting organization pro­
VIdmg a test of the hypotheses as is the case With classification. 
And (2) because grouping counts and thu,s requires actual phe­
nomena, the products are groups restricted in their organizing 
capacity to the data upon which they are based. The precision 
obtained with grouping devices is superficial, being a precision 
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of mechanical manipulation rather than in meaning or utility. 
Those devices which employ similarity as the central con­

cept in group construction are generally polythetic, i.e., make 
use of a "large number" of features, or, more naively, "all fea­
tures." The assumption lying behind this approach appears to 
be that there is but a single scheme for the delineation of fea­
tures, so that number becomes a measure of "completeness." 
The notion of "all features" is, of course, contrary to our basic 
propositions about tbe phenomenological vvorld, but, most im­
portantly, it negates the basis for and the utility of the concept 
similarity, itself a means adapted specifically to deal with 
uniqueness and infinite (though not unpatterned) variability. 
For these reasons only the notion of '1arge number" requires any 
further attention. The necessity for "large numbers" of features 
derives from the reiative nature of similarity in relation to phe­
nomena. Given that similarity is a relative state, it must be 
assessed in degree rather than in absolute terms. Degree of 
similarity permits the "resemblance" of sets or pairs to be pre­
cisely compared and stated, and can be reckoned in many ways, 
usually in number of shared features or in percentage of shared 
features. Obviously the fineness of measure is a direct function 
of the number of features. The larger the number of features, 
the more discriminations of similarity that can be made, and 
the finer the measure of similarity, the more precision that can 
be achieved in creating and comparing groups. These simi­
larity-based grouping devices aim at universally useful cate­
gories; however, as noted in Chapter 1, as the number of 
features considered is increased, the conceptual space covered 
by any combination of features is proportionately decreased so 
that the absolute number of categories increases. As the number 
of features approaches "completeness" the number of categories 
approaches the perceived number of phenomena, and the ad­
vantages of categorization in the first place are lost. Categories 
are reintroduced into similarity-based grouping by considering 
degrees of similarity. Groups may be formed by associating sets 
of things which share a certain number or a certain percentage 
of the total enumerated features. As shown in Figure 8, while 
most members of the same group constructed in this manner 
will share a majority of the same features, it is not necessary 
that any two things hold in common any features, for sharing 
can be accomplished through intermediate phenomena. This 
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readily distinguishes classes and their denotata from groups. 
Groups do not necessarily have any constant, specifiable con­
tent analogous to the significatum of a class. It is for this reason 
that. intensional definitions of similarity-based groups are im­
possible. The only means of definition is enumeration of the 
object or event included in the group. 

. . The enumeration of shared features permits only the defi­
mtion of similarity in a given case. It provides the terms in 
which similarity may be discussed; however, "definition" of the 
term necessarily varies from one case to the next. Because 
similarity by virtue of counts is contingency-bound, it cannot be 

Figure 8. An extreme in group structure in which two objects (l 
and 2) do not hold any features in common (letters in circles). 

defined apart from each specific set of phenomena. Similarity 
when used herein, is thus to be understood as a quantitativ~ 
as~essment of the number of features shared by two or more 
obJects or events. Intuitive and non-quantitative assessments 
wh~e ~he .basis of everyday similarity, are not usefully treated 
as Similanty here, for their basis lies in a shared cultural back­
ground of the users and not in objective, overt statements. 

As has been implied, within the category of non-classi­
ficatory arrangement it is grouping devices rather than identi­
fication devices which are seriously confused with classification, 
fo~ ~oups .are the phenomenological analogues of classes. Im­
plicit, too, m the discussion of similarity and group concepts is 
that there are kinds of grouping devices as there are kinds of 
classification. Figure 9 presents a classification incorporating 
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Figure 9. A paradigmatic classification of unit formation methods. 

both classification and grouping, differentiating both in terms 
of the intemaljextemal source of limiting parameters used in 
the discussion of classification. The analogous nature of classi­
fication and grouping and of kinds of classification and group­
ing are obvious. The intemaljextemal contrast has alre_ady 
been explicated for classification. With reference to groupmg, 
this contrast separates those kinds of grouping devices which 
create units by combination or association of features and 
which are herein termed statistical clustering, and those group­
ing devices which divide fields of phenomena by means of 
degrees of similarity, herein called numerical taxonomy. In the 
first case, paralleling paradigmatic classification, any set of 
groups is essentially equivalent and unordered, while in the 
second case, paralleling taxonomy, the sets of groups are es­
sentially unequal and hierarchically ordered. 

With the recent increased availability of computer time, 
experimentation with grouping demanding large numbers of 
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calculations has resulted in a wide variety of techniques of 
grouping. For this reason, coupled with the fact that grouping 
as a whole is tangential to our main concern, the·consideration 
of each form is a highly restricted sample, restricted with an 
eye to providing a background for a consideration of grouping 
as used in prehistory. 

Statistical Clustering 
The heading statistical ciustering may be somewhat de­

ceptive since all groups have characteristics that could be called 
"clusters," and, further, the term "cluster" or cluster· analysis 
is not infrequently used. with reference to some of the methods 
which would here be included under the rubric "numerical tax­
onomy." Statistical clustering is restricted to those methods 
which examine the association of attributes. A number of 
methods are available which make use of attributes (features 
in terms of the distinctions drawn herein), as the basic data 
input and which further create groups by summarizing the 
manner in which these features combine with each other in one 
or another kind of larger unit, usually discrete objects. All in­
volve, overtly or covertly, some kind of "coefficient of associ­
ation" and make only secondary, if any, use of the notion of 
similarity as the main device for the actual creation of groups. 
Techniques of this sort, while not as important in science in 
general as those termed "numerical taxonomy," have seen im­
portant use or at least proposed use in prehistory. Because of its 
simplicity which makes for good illustration and because it 
has figured prominently in prehistory's literature, chi-square 
clustering or sorting will be treated in some detail. 

Like all of the techniques included as statistical clustering 
methods, chi-square clustering makes use of features as the 
initial input, features which must be mutually exclusive and 
dimensionally conceived. Ordinarily the operations involved are 
phrased as the discovery of consistently associated features, 
and thus the resultant groups are thought of as coherent bun­
dles or clusters of features. Some methods simply calculate 
(record) the observed frequency of combination of these fea­
tures and then examine these data for associations of high 
frequency relative to combinations and associations of low fre­
quency or non-occurrence, that is, positive and negative co-
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efficients of association. Chi-square clustering does essentially 
this, but additionally weighs the observed frequencies of combi­
nation of features in terms of the size of the sample being con­
sidered, taking into account sampling and the effect this has on 
association. Indeed, since grouping devices deal with phe­
nomena, they all must take into account sampling before their 
results can be evaluated. 

The basic procedures in chi-square clustering, once one 
has the sets of dimensional features to be used and once one 
has a bounded, finite sample, are fairly simpie. First the fre­
quency of occurrence of the features themselves is tabulated for 
all members of the sample. From this information can be cal­
culated the expected frequency of combination. The expected 
frequency is obviously based upon the frequency of occurrence 
of the features alone and states how many examples of a given 
combination of features one would expect to find in the sample 
given its size. Expected frequencies are calculated for all possi­
ble combinations of features. 

The second part of the procedure involves a tabuiation of 
the actual observed combinations of features in the sample. The 
observed frequencies of combination or associations can then 
be compared with the expected number of occurrences. The 
expected frequencies represent the situation in which there are 
no tendencies for features to combine preferentially with others 
and thus represent random association. 

The hypothesis made by chi-square clustering is that 
there are no patterned combinations in the sample. If the differ­
ences between each of the actual frequencies of association and 
the analogous expected frequencies are calculated in terms of 
units of standard deviation, the limits within which the ob­
served frequencies can be considered a function of the sample 
can be read from tables and converted into statements of proba­
bility. Those frequencies which lie beyond the range of devi­
ation attributable to the sample are then regarded as significant. 
If no frequencies occur which are significant, then the objects 
or events considered, in terms of the features used, are regarded 
as of the same kind. Both negative (frequencies significantly 
smaller than the expected number) and positive (frequencies 
significantly larger than the expected number) correlations 
may occur. In both cases special forces or rules are inferred to 
account for the non-random associations of features. 
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Non-randomness, then, is the discovery made by chi-square 
clustering. When put to the purposes of creating units, only the 
positive correlations are directly important, since the absence 
of a combination cannot serve as the basis of a group. The sig­
nificant positive correlations are regarded as "natural group­
ing," and the objects which are not part of the significant 
clusters are treated as anomalous, fortuitous, or intermediate 
combinations of features. Further examination of the combi­
nations of features using a covert notion of similarity can re­
duce the unaccounted for or anomalous combinations. On the 
basis of inspection those combinations which differ from the 
highly significant combinations in relatively few features may 
be grouped together with these latter, treating the less signifi­
cant combinations as atypical or abnormal sub-groups or va­
rieties. Ordinarily, a portion, sometimes substantial, of the 
original data remains unaccounted for as anomalous or inter­
mediate occurrences. 

The parallel of chi-square clustering with paradigmatic 
classification is apparent. Indeed, if viewed apart from its use 
in formulating groups of objects, chi-square clustering is noth­
ing more than a statistical summary of the frequency of occur­
rence of the denotata of a set of paradigmatic classes. It is in 
its use as a means to create units that difficulties arise, first by 
delimiting units upon the frequency of occurrence of attribute 
(feature) combinations, which inextricably binds the units to 
a particular body of phenomena, and secondly by the use of 
similarity to further group units, which voids the possibility of 
intensional definition. Insofar as the frequency of association 
is used to delimit units, the units themselves are the product of 
happenstance-the product, for example, of which site happens 
to be known first. 

While not structurally part of the method, the general atti­
tude of "discovery" as opposed to construction of units contrib­
utes measurably to the difficulties, principally in discouraging 
the explicit statement of a problem whereby the features chosen 
can be tested for utility or at least justified. While the mechanics 
of unit formation are lucid and testable, their meaning is not. 
Thus not infrequently are the resulting units labeled "natural" 
or non-arbitrary. Aside from begging the question of meaning 
and utility, recourse to such labeling can usually be taken as 
a sure sign that the units have no specifiable meaning, much 
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in the fashion that intuitive classifications are often called "de­
scriptive." As for being non-arbitrary, it is difficult to imagine 
a device based upon paradigmatic classification to be any less 
arbitrary than that classification, if not even more so. 

One further aspect of groups obtained by means of chi­
square clustering which may not be initially apparent, but which 
is of fundamental importance, is the requirement of a bounded, 
finite sample. Since the group is an aggregate of phenomena, it 
must have temporal and spatial boundaries, if only past time 
and known space. Such boundaries are required for chi-square 
sorting for the coherence of the clusters. Insofar as "definition" of 
such a group is possible (either intensional definition where the 
classification is overt or enumerative definition where the classi­
fication is covert), the definition is in large measure a direct 
function of the boundaries of the sample and not its formal 
characteristics. If any new data are acquired, both the expected 
and the observed frequencies of combinations of features change 
accordh1gly, and with this the difference between the two cal­
culated as units of standard deviation upon which the signifi­
cance of the groups is based. Axiomatically the set of groups is 
restricted in application to the set of data which they comprise. 
The difficulties which obtain in attempting to employ such 
clusters for anything more than a statement of the observed 
distribution of denotata over a set of classes in a given case will 
be treated in some detail in the second half of the book. It 
should suffice here simply to point out that any confusion be­
tween groups obtained by chi-square clustering and classifica­
tions is one on paper, for the units are so widely and funda­
mentally different that if the units are actually employed any 
similarity disappears. 

Numerical Taxonomy 
While "statistical clustering" begins with features and 

formulates groups as associations or bundles of features that 
co-occur, the method here termed "numerical taxonomy" begins 
with the total set of phonemena to be grouped and in essence 
compares the constituent entities (Operational Taxonomic Units 
-OTU's) with each other formulating groups on the basis of 
similarity. In this respect there is an obvious parallel to taxon­
omy proper which begins with the field, analogous to the set of 
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phenomena in numerical taxonomy, and divides and subdivides 
the field into classes. While numerical taxonomy, at least in 
primitive forms, has been employed in prehistory for thirty years 
or more, there is renewed interest in the application of the more 
explicit and sophisticated numerical taxonomy developed as an 
alternative to sloppy use of taxonomic classification in the bio­
logical sciences. 

There are a number of methods, and it can be expected that 
the number will grow, given serious interest, which make use of 
similarity and which can be used to create units. For the pur­
poses of illustration, numerical taxonomy making use of aver­
age linkage between operational units will be considered be­
cause it is currently the best candidate for application in pre­
history as a means of creating groups, and is the simplest form 
of these similarity-based devices. 

All of the similarity-based devices must begin by comparing 
in one manner or another all of the entities making up the set 
of phenomena to be grouped in terms of features. Similarity is 
assessed in terms of sharing of features between entities and 
expressed numerically as a coefficient of similarity. While some 
methods require one or another kind of coefficient, most are 
amenable to a variety of kinds. Thus the particular coefficient 
of similarity varies not only with the kind of device being used, 
but also with the ease with which it may be computed for a 
particular set of data or simply with a preference on the part of 
the investigators. The Brainerd-Robinson coefficient of agree­
ment is perhaps the most familiar to archaeology. As noted in 
discussing the notion of similarity, the more features upon which 
an assessment of similarity is based the finer the discrimina­
tions possible. The practitioners of numerical taxonomy ad­
monish the use of as many features as possible, not only to in­
crease the fineness of discrimination but also to avoid "favoring" 
any one kind of characteristic-a pragmatically useful, but 
theoretically naive, proposition. 

Coefficients of similarity are usually and conveniently ex­
pressed in a matrix in which each object or event is represented 
as a row and a column. The intersection of each row with each 
column is occupied with a coefficient expressing the similarity 
of the intersecting pair. The inteFsection of the row and the 
column representing the same object, of course, has the highest 
coefficient since it represents identity. There is an axis running 
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diagonally through a matrix of these coefficients of similarity 
representing the comparison of each object with itself. All the 
infonnation of a matrix is contained in half of the comparisons, 
on either side of the axis of identity, though for some purposes 
it is convenient to use the entire matrix. Numerical taxonomy 
is one of several methods of examining and reordering such 
matrices. 

The basic procedures in numerical taxonomy begin with 
the inspection, either visually or with the aid of a computer, of 
the matrix for the highest coefficient not on the axis of ideniity 
and the pair is joined as a first-order cluster. The procedure is 
repeated until one of the units involved in a coefficient has 
already linked with another. Here a choice is presented. The 
first-order clusters may be linked directly on the basis of highest 
similarity of any one member with any one member of the 
other cluster. More common, though more complicated, is the 
average linkage method in which the mean of the similarity 
coefficients of all members of the previous cluster is computed 
and the new unit added only if this mean is higher than any 
other coefficient in the matrix. The procedure is continued, 
linking previously unlinked units in descending order of the 
coefficients or in terms of the highest average coefficient if pre­
viously incorporated in a cluster, until the entire set of phe­
nomena is linked into a single cluster. The series of linkages 
can be conveniently recorded in "dendrograms" resembling taxo­
nomic hierarchies (Figure 10). Beginning with any branch, the 
history of linkages with other units can be traced through the 
last linkage, uniting all of the units into a single cluster. At this 
point, however, there is only the total set of phenomena which 
were to be grouped and the constituent members of the group­
which is just what you started with. The record of linkages 
made, however, provides the basis for segregating groups, and, 
since linkages are made in serial fashion, segregation is always 
potentially hierarchic. Groups may be created by vertical divi­
sions based on the coefficients of similarity so that clusters with 
linkages above X value can be considered first-order groups; 
those above Y but less than X, second-order groups; and so pro­
ducing a series of groups bearing a superficial resemblance to a 
taxonomic classification. Of course, unless some specific rela­
tionship between a given value for a coefficient of similarity and 
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a problem can be demonstrated, such grouping is entirely arbi­
trary in the common sense of the word. 

Another means of formulating groups is to inspect the 
dendrogram for disjunctions in degree of similarity and divide 
groups at these disjunctions irrespective of a given absolute 
value for the coefficients of similarity. Breaking the large cluster 
into groups which are intemally quite similar relative to other 
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Figure 10. A dendrogram such as produced by numerical taxonomy. 
The four groups (A-D) are a product of dividing in accord with a given 
level similarity (X). The vertical distances of the lines connecting 
OTU's .<O) represent the degree of similarity. 

such groups may initially seem to produce "natural" groups, 
and in a sense they are "natural," but only so within the finite 
set of phenomena grouped. Irrespective of the means chosen to 
formulate the actual groups, the set of groups is bound to the 
given set of phenomena. Any additional da:ta will change the 
composition of the groups, may alter the order of the linkages, 
and, particularly in the second kind of group fonnulation, 
change the entire pattern of groups. Definition presents serious 
problems too. Intensional definition is impossible for the mem­
bers of any group may or may not have a common set of distinc­
tive features. Indeed, as indicated in Figure 8, they may have no 
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common features. Hierarchic structuring of numerical taxo­
nomic groups is a function of choosing to break groups by level 
of similarity. Those formulated by breaking clusters at dis­
junctions are not necessarily hierarchic in relation to each other. 
The meaning of the groups obtained in either fashion is prob­
lematic. Without an overt classificatory basis, there is no means 
of assessing what similarity or resemblance means in a given 
case, whether or not it has been assessed L11 terms relevant for a 
given problem. With the tendency to polythetic treatment of 
features, alternative means of assessing similarity beyond using 
different kinds of coefficients are not usually considered; yet 
obviously, if the coefficients were based on an entirely or only 
partially different set of features, the entire structure of link­
ages in terms of the coefficients vvould be dh"ferent, and thus the 
groups different. As in the case of statistical clustering, even 
enumerative definitions of the groups resulting from numerical 
taxonomy are in part a direct function of t..'IJ.e bounda...~es of the 
set of phenomena grouped and not their formal characteristics. 
If at random half the units grouped were removed, the linkages 
would change; or if the number of entities treated were doubled, 
the linkages would change, and any change in the linkages 
would produce an altered set of groups. Thus, like statistical 
clustering, serious limitations are placed on numerical taxonomy 
as a means of creating units simply because the end-products 
have the characterictics of groups. By virtue of employing the 
notion of similarity, numerical taxonomy has further limita­
tions not necessarily imposed upon statistical clustering. Sta­
tistical clustering has a basis in paradigmatic classification, 
and, when this is overt, clusters can be given meaning; numeri­
cal taxonomy lacks a classificatory basis, having only a covert 
analytic step resulting in the features used in assessing simi­
larity, and thus cannot be given any meaning beyond the rather 
vacuous label "natural." 

Identification Devices 

This kind of non-classificatory arrangement can be con­
veniently separated from other kinds of arrangement in that 
identification devices are not a means of formulating units. As 
such they lie outside the general classification presented in Fig­
ure 9. Identification devices are of concern here only in that: 
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( 1) they superficially resemble both classificatory and grouping 
systems because they are comprised by ordered units and thus 
are easily confused with these kinds· of arrangements; and ( 2) 
they constitute a major means of actually employing other kinds 
of arrangement. 

The aim of an identification device is the assignment of 
events or objects to categories that are established through some 
other means. Given Lhat groups are restricted L.~ application to 
the data from which they are derived, it follows that identifica­
tion is a notion applicable only to the articulation of classifica­
tion and phenomena. The term identification device is thus 
to be understood as any formal structure designed to assign 
events or objects to previously defined classes. Bridging the dis­
tin.ction between the ideational and the phenomenoiogical, iden­
tification devices are highly variable in many of their formal 
characteristics. They must be adapted to specific data and classi­
fications that they serv"e to lLJk. l"~onetheless, all have more or 
less the form commonly called keys. Of importance here is the 
general nature of such devices and the role they play, enabling 
one to distinguish them from the formally similar unit-formu­
lating arrangements. This is perhaps best done by examining 
the construction of a key for a paradigmatic classification. 

Figure 11 shows a hypothetical paradigm of three dimen­
sions each comprised of three features with a root, I, a permuta­
tion of which yields 27 classes, each of which is denoted in the 
diagram by its definition written at the right. Many more classes 
than actually have denotata are generated; in this case only 11 
classes have denotata, those marked with boxes to the right. If 
a new object were to be assigned to this classification, its features 
would have to be compared until it was matched with an iden­
tical definition. This is obviously inefficient. The key presented 
in Figure 12 represents a more efficient way to locate the ap­
propriate classes for a given object. Through an ordered set of 
binary oppositions, those specific classes which have denotata 
can be quickly located. By examining the new object for each 
feature in the order in which those features occur in the key, 
the unprofitable comparison of the objects with inappropriate 
classes is avoided, and the investigator is led directly to the 
proper assignment. The ordered set of oppositions is simply a 
summary of what is known about the occurrence of denotata 
with respect to distinctive features and excludes all information 
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Figure 11. A paradigmatic classification of three dimensions with 
three features comprising each dimension. The boxes to the right of 
the class definitions indicate those classes which have denotata for 
the example in the text. 

in the paradigm not relevant to the assignment of objects. By 
means of binary opposition, keys can facilitate the identification 
of objects with taxonomic classes even though these are more 
elegant than paradigms. The utility of identification devices in­
creases with the complexity of a given classification and the 
number of possible class assignments. It is particularly useful 
for paradigms which generate a much larger number of classes 
than actually have denotata. Obviously in those cases in which 
the classification is simple and the number of possible. assign­
ments small, the time and effort involved in constructing an 
identification device is not justifiable, for there will be little 
appreciable increase in efficiency of identification. 

Since binary oppositions are employed, the key can be con­
sidered dimensional; however, the number of dimensions ( equiv­
alent to the number of oppositions) bears no direct relationship 
to those of the parent classification, nor need the features within 
a given dimension be the same. For example, in Figu~e ~2, i~ a 
given object displays Feature 1 it is necessary only to distmgUish 
Feature a rather than a, b, and c. If a is the quality of opaque­
ness, b translucence, and c transparency, it is necessary only to 
ascertain whether or not an object displaying Feature 1 is opaque 
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Figure 12. A key for those classes with denotata in Figure 11. 

to assign it to the proper class. Without the key, all new objects 
would have to be segregated into opaque, translucent, and trans­
par~nt, for in some cases all distinctions are required for proper 
assignment. 

When diagrammed, identification devices resemble classi­
fications; however, this similarity is superficial. Identification 
?evices provide only a series of steps to rapidly identify an ob­
Ject. The classes are not defined within it. A comparison of 
Figures 11 and 12 will show that the class definitions cannot be 
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derived from the oppositions used in the key. Further, there is 
no universal set of distinctive features. As is the case with 
taxonomies, the parsimony of the paradigm has been lost in 
achieving a more elegant system. In contrast with ta~onomy, 
keys, such as portrayed in the example, do not necessarily have 
fixed, non-permutable order. In the hypothetical key, the last 
two oppositions in the branch leading to classes. 1C2a and_1C2b 
--.. 1..:1 ; .. ~• n~ .,,.,.,;h, bo TC>VPT~Prl With nO alteration made ill the \...UU.lU JU"'l. a.OJo '-'u.~.u.} ...., ...,...,.., _____ ··---

identifications or in the efficiency of the scheme. Whether or not 
the order in a given key is fixed is not a function of the key itself 
but of the definitions of the classes for which it provides iden-
tification. 

While identification devices are not bound to any specific 
set of phenomena by virtue of their ideational element, they are 
restricted to phenomena assignable to classes previously known 
to have denotata. If an object assignable to a paradigmatic class 
not represented i.• t..'le key were to be identH1ed usin_g the key, it 
would be given an assignment not in agreement With the class 
definition. Because such an object is given an unambiguous as­
signment such misidentification easily escapes detecti~n. For 
this reason, identification devices are best used upon kmds of 
data which are well known. If the oppositions used in the key 
are not of the A/ A kind, that is, mutually exclusive and ex­
haustive, misidentification will be replaced by ambiguity or no 
identification, which in turn permits detection of the new class 
member. 

Keys or identifying devices can be constructed for any kind 
of classification and are restricted to classification; however, un­
less so doing increases the efficiency of identification over com­
parison with class definitions, there is little point to their con­
struction. They are not a necessary adjunct to classification, 
though they can be exceedingly useful in applying complic~ted 
classifications. Undoubtedly the greatest problem found m scien­
tific literature involving the use of keys is the substitution of :i. 

key for a classification. When the classification on whic~ a ke! 
is based is not made explicit, either in the mind of the mvestl­
gator or the work in which it is employed, it is difficult because 
of their similarity to detect which has been used, a problem 
especially difficult in written sources. A great deal of misunder­
standing and an inability to replicate other workers' results can 
be a consequence. 

Summary 
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To summarize non-classificatory arrangement it is well to 
look at the relationships that this kind of arrangement bears to 
c~as~ification.' In many formal aspects all arrangements are 
similar. All mvolve units or categories of one sort or another. 
All provide some kind of structuring between such units, and 
t~e _structurin_g, together with the units, appears as a system. 
S1m1lar graphic devices as well as similar language can be used 
to p_resent and manipulate all kinds of arrangements. Thus it is 
a simple matter to confuse one kind of arrangement with 
another, especially if the explication is less than complete. A 
comparison of the various kinds of arranl!ement shows that the 
consequences of such confusion can be ;eri~us Indeed, --~~d- i~ 
many cases difficult to detect. 

The initial problem faced by the student is the identifica­
tion of the various kinds of arrangement as they are expressed, 
often covertly, in the literature. Classification can be distin­
guished by: ( 1 ) the lack of objective existence of the units 
giving them an ahistorical character and permitting the simul: 
t~e~us ~ccurrence or sharing of their denotata recognizable as 
di~t:Ibutions-only classes can have distributions; and (2) the 
ability to provide intensional definitions for the units. Not a 
f:a~ure to ~e fo~nd i~ every case, but one of utility in recog­
m~ng classificati_ons, IS the presence of specifiable problems to 
~hiCh they are dnected. Grouping devices may be readily iden­
tified by: ( 1 )_ the fact that the units always consist of ag­
gregates ?f O~J_ects or events with locations in time and space; 
( 2) the mability of the units to include additional members 
without redefinitiqn; and (3) "definitions" which derive from 
the histo_rical boun~aries of the sample used in the original 
formulation and which take the form of enumeration or sum­
mary of the content of the units. Identification devices are 
easily distinguished in that they have neither members nor 
definitions. Classes are all form, groups are all content, and iden­
tification devices have neither (or both, as you care to view it). 
. These ~lu~s to. the ~arious kinds of arrangement only par­
tial~y ~ermit Iden~fi~ation, for when investigators have not 
mamtamed such dlstinctiops in their work they often will shift 
from one form to another as a matter of convenience. This is 
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certainly true, as will become apparent, for prehistory and its 
literature, and it means that each work must be carefully 
examined for consistency in matters of arrangement. 

Since the focus of our concern is the creation of units and 
not their manipulation and use, identification devices can be 
disposed of quickly, for they do not formulate unit~ nor is ~t 
likely that they can be confused with unit. formulation. Tl~err 
relationship to classification is simple and dnect. ~hey fu~cnon 
to aid the identification of new objects or events w1th prev1ously 
established classes. They are useful when and only when: ( 1) 
the classification is large, and there are many possible assign­
ments; (2) the number of classes without denotata is large: a~d 
( 3) the body of phenomena being identified is well known m Its 
general characteristics. . . . . 

The relationship of grouping devices to classification IS like-
wise simple but not nearly so obvious. Class denotata once as­
sembled by identification always constitute a group; however, 
t."'J.is is quite different from grouping objects or events to .co~­
struct units. Statistical clustering has a fairly patent basis m 
paradigmatic classification, and, the claims of its users not­
withstanding, it simply selects some of the paradigma~ic classes 
as important in a given historical case. ~urther, .less Important 
classes (numerically) may be merged w1th the 1mporta~t ones 
utilizing covertly the notion of similarity. Both th~ s~lection and 
merging are based upon counts deriving ~r~m a paru~~lar set of 
data, and it is just this feature which limits the utility of sta­
tistical clustering. Groups so produced cannot be defined. save 
by drawing a line around them-they are what they are simply 
because they are. Such clusters have locations in ti~e an~ space 
and cannot be used to measure variation in either d1menswn. To 
attempt to employ such units in an examination of ~ariation is 
not terribly unlike measuring with a rubber yardstick of con­
tinually varying calibration. These cri~cism~ apply only to 
statistical clustering as a means of creating uruts. If the un?er­
lying classification is explicit, these same procedures result m a 
statement of the frequency of occurrence of the denotata of a 
classification in a given historical case, evaluated in t~:ms. of the 
sample size. Such procedures have demonstrable. u~ty m ma­
nipulating classes and in formulating ~nd te~ting mfere~ces 
about their behavior. The kind of groupmg device termed sta­
tistical clustering" cannot be regarded as a legitimate means of 
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unit .formulation, but it is a highly useful means of manipulating 
prevwusly formulated classificatory units. 

The relationship of numerical taxonomy to classification is 
less obvious. The notion of similarity is the basic point of differ­
ence, for there is no question that numerical taxonomy can for­
mulate units. As with other kinds of grouping, however, there is 
no wa! to dis~over, at least programmatically, what the groups 
mean ~ relation to a problem. The units so produced as groups 
are subJect to all the criticisms voiced of statistical clustering. 
The meaning, the kinds of inferences which may be based upon 
such units, is problematic and intuitive (thus the labels "nat­
ural" or "descriptive"). The situation which has given rise to 
the development of numerical taxonomy, the abuse of taxo­
nomic classification, is certainly in need of correction· however 
it is difficult to see how a similaritv-based ~rroun of bo~es is an~ 
i~provement. The context of its ;ecent d~vel~pment-d~e~ .p;~­
vide a key to its relationship with classification. If treated not as 
a means of creating groups, but as a means of treatinl! the 
denotata of pre-existing gr~ups, a useful relationship with"'clas­
sification can be stipulated. In this case numerical taxonomy 
summarizes' the occurrence of both distinctive and non-distinc­
tive features over the denotata of a classification. As in the case 
of statistical clustering, numerical taxonomy provides a valu­
abl~ me~ns of manipulating class denotata and formulating and 
testmg mferences about their behavior. With an overt classifi­
cation establishing the groups, the arbitrariness in breaking 
groups at levels of similarity or using disjunctions in the sample 
is eliminated. The notion of similarity functions quite ade­
quately in the realm of finite historical data but cannot serve as 
a means of creating units to frame ahistorical laws governing 
the behavior of phenomena. 

Classification remains the only legitimate means of con­
structing units for scientific purposes. The procedures used in 
grouping devices, while not useful for the construction of units 
are useful in the manipulation of class denotata. Identi.ficatio~ 
provides the means of creating groups of utility. The develop­
ment of grouping devices as substitutes for classification is a 
function of the misuse and poor explication of classificatory 
systems. 

With a few notable exceptions, the new archaeology em­
ploys the methods described here as grouping devices in their 
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proper roles as means of stating and correlating the occurrence 
and distribution of denotata of otherwise defined classes. Ar­
chaeology's predilection for borrowing from other disciplines 
does not bode well in this respect, for particularly in the bio­
logical sciences have grouping devices gained some currency. 
The temptation to employ these mechanically lucid devices to 
create units is deceptively enhanced by their explicit accounts 
of what is already known. Where they fail is less obvious; they 
cannot be employed heuristically, and they are not testable in 
any meaningful sense beyond their mechanics. 

part 11 
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