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A acceptor
AA anthranilic acid

2-AA 2-acetylanthracene
Ac acetonitrile
Ac acetone or acridine

ACF acriflavine
AcH acridinium cation

ACTH adrenocorticotropin hormone
Alexa-Bz Alexa-labeled benzodiazepine

ADC analog-to-digital converter
Adx adrenodoxin

I-AEDANS 5-((((2-iodoacetyl)amino)ethyl)amino)-
naphthalene-1-sulfonic acid

AFA aminofluoranthene
AN anthracene

2-AN 2-anilinonaphthalene
2,6-ANS 6-(anilino)naphthalene-2-sulfonic acid

AO acridine orange or acoustooptic
2-AP 2-aminopurine
4-AP 4-aminophthalimide
APC allophycocyanin

APDs avalanche photodiodes
9-AS 9-anthroyloxy stearic acid
ASEs asymptotic standard errors

AT antithrombin

B benzene
BABAPH 2-(sulfonatobutyl)-7-(dibutylamino)-2-aza-

phenanthrene
BABP sulfonatobutyl)-4-[4'-(dibutylamino)-

phenyl]pyridine
BCECF 7'-bis(2-carboxyethyl)-5(6)-carboxyfluores-

cein
BSA bovine serum albumin

BODIPY refers to a family of dyes based on 1,3,5,7,8-
pentamethyl pyrromethene-BF2, or 4,4-
difluoro-4-bora-3a,4a-diaza-s-indacene;
BODIPY is a trademark of Molecular 
Probes Inc.

β-PE β-phycoerythrin
BPTI bovine pancreatic trypsin inhibitor

Bromo-PCs brominated phosphatidylcholines
Bu butanol

C102 coumarin 102
C152 coumarin 152
C153 coumarin 153
9-CA 9-cyanoanthracene
CaM calmodulin

cAMP cyclic AMP
CFD constant fraction discriminator

CG calcium green
CHO Chinese hamster ovary

CC closed circular
CCDs charged-coupled devices

CH cyclohexane
Chol cholesterol

CLSM confocal laser scanning microscopy
CNF carboxynaphthofluorescein

ConA concanavalin A
CRABPI cellular retinoic acid binding protein I

CSR continuous spectral relaxation
CT charge transfer

CW continuous wave

D donor
Dansyl 5-dimethylaminonaphthalene-1-sulfonic acid

DAPI 4',6-diamidino-2-phenylindole
DAS decay-associated spectra
DBS 4-dimethylamino-4'-bromostilbene

DC deoxycytosine
DDQ distance-dependent quenching
DEA diethylaniline
DEE diethyl ether
DHE dihydroequilenin
DHP dihexadecyl phosphate

DiI or DiIC12 1,1'-didodecyl-3,3,3',3'-tetramethy lindo-
carbocyanine

DM dodecylmaltoside
DMA dimethylaniline

DMAS N-dimethylaniline sulfonate
DMF dimethylformamide

DMPC dimyristoyl-L-α-phosphatidylcholine
DMP dimethyldiazaperopyrenium

DMSO dimethyl sulfoxide
DMQ 2,2'-dimethyl-p-quaterphenyl

10-DN 10-doxylnonadecane
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DNS dansyl or 4-dimethylamino-4'-nitrostilbene
DNS-Cl dansyl chloride

DOS trans-4-dimethylamino-4'-(1-oxobutyl) 
stilbene

DPA 9,10-diphenylanthracene
DPA dipicolinic acid
DPE dansyl-labeled phosphatidylethanolamine
DPH 1,6-diphenyl-1,3,5-hexatriene
DPO 2,5-diphenyloxazole

DPPC dipalmitoyl-L-α-phosphatidylcholine
DPPC dipalmitoylphosphatidylcholine

DP(M,O)PC(E) dipalmitoyl(myrisotyl, oleayl)-L-α-
phosphatidylcholine (ethanolamine)

DTAC dodecyltrimethylammonium chloride

EA ethyl acetate
EA ethanol

EAN ethylaniline
EB ethidium bromide
EC ethylcellulose

ECFP enhanced cyan fluorescent protein
EDT 1,2-ethanedithiol

EG ethylene glycol
ELISA enzyme-linked immunoadsorbent assays

eosin-PE eosin-phosphatidylethanolamine
EP 1-ethylpyrene

EPE eosin-labeled phosphatidylethanolamine
ESIPT excited-state intramolecular proton transfer

ESR excited-state reaction
EO electrooptic

EYFP enhanced yellow fluorescent protein

F single-letter code for phenylalanine
Fl fluorescein

Fl-C fluorescein-labeled catalytic subunit
FABPs fatty acid binding proteins

FAD flavin adenine dinucleotide
FC fura-2 with calcium

FCS fluorescence correlation spectroscopy
FD frequency domain
Fn fibronectin
Fs femtosecond

FITC fluorescein-5-isothiocyanate
FLIM fluorescence-lifetime imaging microscopy
FMN flavin mononucleotide

FR folate receptor
FRET fluorescence-resonance energy transfer

FWHM full width of half-maximum intensity
4FW 4-fluorotryptophan

GADPH glyceraldehyde-3-phosphate dehydrogenase
GFP green fluorescent protein

GGBP glucose-galactose binding protein
GM Goppert-Mayer
GOI gated optical image intensifier
GP generalized polarization

GPD glyceraldehyde-3-phosphate dehydrogenase
GPI glycosylphosphatidylinositol

GuHCI guanidine hydrochloride
GUVs giant unilamellar vesicles

H n-hexane
HDL high-density lipoprotein

HeCd helium–cadmium
HG harmonic generator

HITCI hexamethylindotricarbocyanine iodide
HLH human luteinizing hormone

HO highest occupied
HpRz hairpin ribozyme
HPTS 1-hydroxypyrene-3,6,8-trisulfonate

hrIFN-γ human recombinant interferon γ
HSA human serum albumin

17β-HSD 17β-hydroxysteroid dehydrogenase
hw half-width

IAEDANS 5-(((2-iodoacetyl)amino)ethyl)amino)-
naphthalene-1-sulfonic acid

IAF 5-iodoacetamidofluorescein
ICT internal charge transfer
IM insertion mutant

Indo-1-C18 indo-1 with a C18 chain
IRF instrument response function
IXP isoxanthopterin

KF Klenow fragment
KSI 3-ketosteroid isomerase

LADH liver alcohol dehydrogenase
LCAT lecithin:cholesterol acyltransferase

LDs laser diodes
LE locally excited

LEDs light-emitting diodes
LU lowest unoccupied

M monomer
MAI N-methylquinolinium iodide
MBP maltose-binding protein
MCA multichannel analyzer
MCP microchannel plate

Me methanol
MEM method-of-moments

met RS methionyl-tRNA synthetase
3-MI 3-methyl indole
MLC metal–ligand complex, usually of a transition

metal, Ru, Rh or Os
MLCK myosin light chain kinase
MLCT metal–ligand charge transfer (state)

MLE maximum likelihood estimates
MPE multiphoton excitation

MPM multiphoton microscopy
MQAE 6-methoxy-quinolyl acetoethyl ester

MRI magnetic resonance imaging
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NADH reduced nicotinamide adenine dinucleotide
NATA N-acetyl-L-tryptophanamide

NATyrA N-acetyl-L-tyrosinamide
NB Nile blue

NBD N-(7-nitrobenz-2-oxa-1,3-diazol-4-yl)
NBD-DG 1-oleoyl-2-hexanoyl-NBD-glycerol
Nd:YAG neodymium:YAG

NIR near infrared
NLLS nonlinear least squares
NMA N-methylanthraniloyl amide

NO nitric oxide
NPN N-phenyl-1-naphthylamine

NR neutral red
NRP neuronal receptor peptide
5-NS 5-doxylstearate

OG Oregon green
OPO optical parameter oscillator
ORB octadecyl rhodamine B

Os osmium

PBFI potassium-binding benzofuran isophthalate
PC phosphatidylcholine

PCSC photon-counting streak camera
PDA pyrene dodecanoic acid
PDs photodiodes
PE phycoerythrin
PE phosphatidylethanolamine

1PE one-photon
2PE two-photon
3PE three-photon
PET photoinduced electron transfer

PeCN 3-cyanoperylene
PG propylene glycol

PGK phosphoglycerate kinase
Phe(F) phenylalanine

PK protein kinase
PKI protein kinase inhibitor

PMMA poly(methylmethacrylate)
PMT photomultiplier tube

POPC 1-palmitoyl-2-oleoylphosphatidylcholine
POPOP 1,4-bis(5-phenyloxazol-2-yl)benzene

PP pulse picker
PPD 2,5-diphenyl-1,3,4-oxadizole
PPi pyrophosphate

PPO 2,5-diphenyloxazole
PRODAN 6-propionyl-2-(dimethylamino)-

naphthalene
ps picosecond

PSDF phase-sensitive detection of fluorescence
PTP phosphoryl-transfer protein
Py2 pyridine 2

QDs quantum dots
QTH quartz–tungsten halogen

RBC radiation boundary condition
RBL rat basophilic leukemia
R-PE R-phycoerythrin

REES red-edge excitation shifts
Re I rhenium
RET resonance energy transfer

RF radio frequency
RFP red fluorescent protein

Rh rhodamine
RhB rhodamine B
RhG rhodamine green
R6G rhodamine 6G

RNase T1 ribonuclease T1

RR rhodamine red
Ru ruthenium

SAS species-associated spectra
SBFI sodium-binding benzofuran isophthalate
SBP steroid-binding protein
SBS substrate-binding strand

SC subtilisin Carlsberg
SDS sodium dodecylsulfate

SEDA dapoxyl sulfonyl ethylenediamine
SMD single-molecule detection

SNAFLs seminophthofluoresceins
SNARFs seminaphthorhodafluors

SP short-pass
SPQ 6-methoxy-N-[3-sulfopyropyl]quinoline

T tetramer
TAC time-to-amplitude converter
TCE trichloroethanol

t-COPA 16-octadecapentaenoic acid
TCSPC time-correlated single photon counting

TD time-domain
TEOS tetraethylorthosilicate

TFA trifluoroacetamide
TFE trifluoroethanol
THF tetrahydrofuron

TICT twisted internal charge transfer
TK thymidine kinase
TL tear lipocalin

TMA donor alone
TMR tetramethylrhodamine
TnC troponin C
TNS 6-(p-toluidinyl)naphthalene-2-sulfonic acid

TOAH tetraoctylammonium hydroxide
TOE tryptophan octyl ester
TPI triosephosphate isomerase
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TRES time-resolved emission spectra
TrpNH2 tryptophanamide
TRITC tetramethylrhodamine-5-(and-6)-isothio-

cyanate
tRNAfMet methionine tRNA

trp(w) tryptophan
TTS transit time spread

TU2D donor–acceptor pair
tyr(y) tyrosine

U uridine
7- UmP 7-umbelliferyl phosphate

w single-letter code for tryptophan
W water

WT wild type
WD window discriminator

Xe xenon
y single-letter code for tryptophan

YFP yellow fluorescent protein
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A acceptor or absorption
Bi brightness of a fluorophore
c speed of light

C0 characteristic acceptor concentration in RET
C(t) correlation function for spectral relaxation

D donor, or diffusion coefficient, or rotational
diffusion coefficient

D|| or D⊥ rate of rotation diffusion around or 
(displacing) the symmetry axis of an 
ellipsoid of revolution

D(τ) part of the autocorrelation function for 
diffusion containing the diffusion-
dependent terms

E efficiency of energy transfer
F steady-state intensity or fluorescence

Fχ ratio of χR
2 values, used to calculate 

parameter confidence intervals
F(λ) emission spectrum

fi fractional steady-state intensities in a 
multi-exponential intensity decay

fQ efficiency of collisional quenching
G correction factor for anisotropy 

measurements
G(τ) autocorrelation function of fluorescence 

fluctuations
hw half-width in a distance or lifetime 

distribution
I(t) intensity decay, typically the impulse

response function
knr non-radiative decay rate
ks solvent relaxation rate
kT transfer rate in resonance energy transfer
kst rate of singlet to triplet intersystem crossing
kts rate of return to the singlet ground state 

from the triplet state
mω modulation at a light modulation 

frequency ω
n refractive index, when used in consideration

of solvent effects
N number of observed molecules in FCS

N(tk) number of counts per channel, in time-
correlation single-photon counting

P(r) probability function for a distance (r)
distribution

pKa acid dissociation constant, negative 
logarithm

q efficiency for detection of emitted photons,
typically for FCS

Q quantum yield
r anisotropy (sometimes distance in a distance

distribution)
r� average distance in a distance distribution

r(0) time-zero anisotropy
r(t) anisotropy decay

rc distance of closest approach between 
donors and acceptors in resonance 
energy transfer, or fluorophores and
quenchers

r0i or r0gi fractional amplitudes in a multi-exponential
anisotropy decay

r0 fundamental anisotropy in the absence of
rotational diffusion

r0i anisotropy amplitudes in a multi-exponential
anisotropy decay

r∞ long-time anisotropy in an anisotropy decay
rω modulated anisotropy
R0 Förster distance in resonance energy 

transfer
T temperature

TP phase transition temperature for a 
membrane

αi pre-exponential factors in a multi-exponential
intensity decay

β angle between absorption and emission 
transition moments

γ inverse of the decay time, γ = 1/τ
Γ radiative decay rate
ε dielectric constant or extinction coefficient

εA or ε molar extinction coefficient for absorption
θ rotational correlation time

θc critical angle for total internal reflection
κ2 orientation factor in resonance energy 

transfer
λ wavelength

λem emission wavelength
λem

max maximum emission wavelength
λex excitation wavelength

xiii
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λex
max maximum excitation or absorption wave-

length for the lowest S0 → S1 transition
λmax emission maxima

Λ? ratio of the modulated amplitudes of 
the polarized components of the emission

η viscosity
µE excited-state dipole moment
µG ground-state dipole moment

µm micron

ν� specific gravity or wavelength in cm–1

ν�cg center of gravity of an emission spectrum 
in cm–1

σ or σA optical cross-section for absorption
σS optical cross-section for scattering

τ lifetime or time-delay in FCS
τD diffusion time in FCS
τs solvent or spectral relaxation time

xiv GLOSSARY OF MATHEMATICAL TERMS



1. Introduction to Fluorescence

1.1.  Phenomena of Fluorescence..................................... 1
1.2.  Jablonski Diagram.................................................... 3
1.3.  Characteristics of Fluorescence Emission................ 6

1.3.1.  The Stokes Shift ............................................ 6
1.3.2.  Emission Spectra Are Typically Independent 

of the Excitation Wavelength ........................ 7
1.3.3.  Exceptions to the Mirror-Image Rule ........... 8

1.4.  Fluorescence Lifetimes and Quantum Yields........... 9
1.4.1.  Fluorescence Quenching ............................... 11
1.4.2.  Timescale of Molecular Processes 

in Solution ..................................................... 12
1.5.  Fluorescence Anisotropy .......................................... 12
1.6.  Resonance Energy Transfer...................................... 13
1.7.  Steady-State and Time-Resolved Fluorescence ....... 14

1.7.1.  Why Time-Resolved Measurements?............ 15
1.8.  Biochemical Fluorophores ....................................... 15

1.8.1.  Fluorescent Indicators ................................... 16
1.9.  Molecular Information from Fluorescence .............. 17

1.9.1.  Emission Spectra and the Stokes Shift ......... 17
1.9.2.  Quenching of Fluorescence........................... 18
1.9.3.  Fluorescence Polarization or Anisotropy ...... 19
1.9.4.  Resonance Energy Transfer........................... 19

1.10.  Biochemical Examples of Basic Phenomena........... 20
1.11.  New Fluorescence Technologies .............................. 21

1.11.1.  Multiphoton Excitation ............................... 21
1.11.2.  Fluorescence Correlation Spectroscopy...... 22
1.11.3.  Single-Molecule Detection.......................... 23

1.12.  Overview of Fluorescence Spectroscopy ................. 24
References ................................................................ 25
Problems ................................................................... 25

2. Instrumentation for Fluorescence 
Spectroscopy

2.1.  Spectrofluorometers ................................................... 27
2.1.1.  Spectrofluorometers for Spectroscopy 

Research ........................................................ 27
2.1.2.  Spectrofluorometers for High Throughput ... 29
2.1.3.  An Ideal Spectrofluorometer ......................... 30
2.1.4.  Distortions in Excitation and Emission 

Spectra ........................................................... 30

2.2.  Light Sources ........................................................... 31
2.2.1.  Arc Lamps and Incandescent 

Xenon Lamps ................................................ 31
2.2.2.  Pulsed Xenon Lamps .................................... 32
2.2.3.  High-Pressure Mercury (Hg) Lamps ............ 33
2.2.4.  Xe–Hg Arc Lamps ........................................ 33
2.2.5.  Quartz–Tungsten Halogen (QTH) Lamps..... 33
2.2.6.  Low-Pressure Hg and Hg–Ar Lamps............ 33
2.2.7.  LED Light Sources........................................ 33
2.2.8.  Laser Diodes.................................................. 34

2.3.  Monochromators ...................................................... 34
2.3.1.  Wavelength Resolution and Emission 

Spectra ........................................................... 35
2.3.2.  Polarization Characteristics of 

Monochromators ........................................... 36
2.3.3.  Stray Light in Monochromators.................... 36
2.3.4.  Second-Order Transmission in 

Monochromators ........................................... 37
2.3.5.  Calibration of Monochromators.................... 38

2.4.  Optical Filters........................................................... 38
2.4.1.  Colored Filters............................................... 38
2.4.2.  Thin-Film Filters ........................................... 39
2.4.3.  Filter Combinations....................................... 40
2.4.4.  Neutral-Density Filters.................................. 40
2.4.5.  Filters for Fluorescence Microscopy............. 41

2.5.  Optical Filters and Signal Purity.............................. 41
2.5.1.  Emission Spectra Taken through Filters ....... 43

2.6.  Photomultiplier Tubes .............................................. 44
2.6.1.  Spectral Response of PMTs .......................... 45
2.6.2.  PMT Designs and Dynode Chains................ 46
2.6.3.  Time Response of Photomultiplier Tubes ..... 47
2.6.4.  Photon Counting versus Analog Detection 

of Fluorescence ............................................. 48
2.6.5.  Symptoms of PMT Failure............................ 49
2.6.6.  CCD Detectors .............................................. 49

2.7.  Polarizers .................................................................. 49
2.8.  Corrected Excitation Spectra.................................... 51

2.8.1.  Corrected Excitation Spectra Using 
a Quantum Counter ....................................... 51

2.9.  Corrected Emission Spectra ..................................... 52
2.9.1.  Comparison with Known Emission 

Spectra ........................................................... 52
2.9.2.  Corrections Using a Standard Lamp............. 53
2.9.3.  Correction Factors Using a Quantum 

Counter and Scatterer.................................... 53

Contents

xv



2.9.4.  Conversion between Wavelength and 
Wavenumber.................................................. 53

2.10.  Quantum Yield Standards ......................................... 54
2.11.  Effects of Sample Geometry .................................... 55
2.12.  Common Errors in Sample Preparation ................... 57
2.13.  Absorption of Light and Deviation from the 

Beer-Lambert Law.................................................... 58
2.13.1.  Deviations from Beer's Law........................ 59

2.14.  Conclusions .............................................................. 59
References ................................................................ 59
Problems ................................................................... 60

3. Fluorophores

3.1.  Intrinsic or Natural Fluorophores............................. 63
3.1.1.  Fluorescence Enzyme Cofactors ................... 63
3.1.2.  Binding of NADH to a Protein ..................... 65

3.2.  Extrinsic Fluorophores ............................................. 67
3.2.1.  Protein-Labeling Reagents ............................ 67
3.2.2.  Role of the Stokes Shift in Protein 

Labeling......................................................... 69
3.2.3.  Photostability of Fluorophores...................... 70
3.2.4.  Non-Covalent Protein-Labeling 

Probes ............................................................ 71
3.2.5.  Membrane Probes.......................................... 72
3.2.6.  Membrane Potential Probes .......................... 72

3.3.  Red and Near-Infrared (NIR) Dyes.......................... 74
3.4.  DNA Probes ............................................................. 75

3.4.1.  DNA Base Analogues ................................... 75
3.5.  Chemical Sensing Probes......................................... 78
3.6.  Special Probes .......................................................... 79

3.6.1.  Fluorogenic Probes........................................ 79
3.6.2.  Structural Analogues of Biomolecules.......... 80
3.6.3.  Viscosity Probes ............................................ 80

3.7.  Green Fluorescent Proteins ...................................... 81
3.8.  Other Fluorescent Proteins....................................... 83

3.8.1.  Phytofluors: A New Class of 
Fluorescent Probes ........................................ 83

3.8.2.  Phycobiliproteins........................................... 84
3.8.3.  Specific Labeling of Intracellular 

Proteins.......................................................... 86
3.9.  Long-Lifetime Probes .............................................. 86

3.9.1.  Lanthanides ................................................... 87
3.9.2.  Transition Metal–Ligand Complexes ............ 88

3.10.  Proteins as Sensors ................................................... 88
3.11.  Conclusion................................................................ 89

References ................................................................ 90
Problems ................................................................... 94

4. Time-Domain Lifetime Measurements

4.1.  Overview of Time-Domain and Frequency-
Domain Measurements............................................. 98
4.1.1.  Meaning of the Lifetime or Decay Time ...... 99
4.1.2.  Phase and Modulation Lifetimes .................. 99

4.1.3.  Examples of Time-Domain and 
Frequency-Domain Lifetimes ....................... 100

4.2.  Biopolymers Display Multi-Exponential or 
Heterogeneous Decays ............................................. 101
4.2.1.  Resolution of Multi-Exponential 

Decays Is Difficult ........................................ 103
4.3.  Time-Correlated Single-Photon Counting ............... 103

4.3.1.  Principles of TCSPC ..................................... 104
4.3.2.  Example of TCSPC Data .............................. 105
4.3.3.  Convolution Integral...................................... 106

4.4.  Light Sources for TCSPC ........................................ 107
4.4.1.  Laser Diodes and Light-Emitting Diodes ..... 107
4.4.2.  Femtosecond Titanium Sapphire Lasers ....... 108
4.4.3.  Picosecond Dye Lasers ................................. 110
4.4.4.  Flashlamps..................................................... 112
4.4.5.  Synchrotron Radiation .................................. 114

4.5.  Electronics for TCSPC............................................. 114
4.5.1.  Constant Fraction Discriminators ................. 114
4.5.2.  Amplifiers...................................................... 115
4.5.3.  Time-to-Amplitude Converter (TAC) 

and Analyte-to-Digital Converter (ADC)...... 115
4.5.4.  Multichannel Analyzer .................................. 116
4.5.5.  Delay Lines ................................................... 116
4.5.6.  Pulse Pile-Up................................................. 116

4.6.  Detectors for TCSPC................................................ 117
4.6.1.  Microchannel Plate PMTs............................. 117
4.6.2.  Dynode Chain PMTs..................................... 118
4.6.3.  Compact PMTs.............................................. 118
4.6.4.  Photodiodes as Detectors .............................. 118
4.6.5.  Color Effects in Detectors............................. 119
4.6.6.  Timing Effects of Monochromators .............. 121

4.7.  Multi-Detector and Multidimensional TCSPC ........ 121
4.7.1.  Multidimensional TCSPC and 

DNA Sequencing........................................... 123
4.7.2.  Dead Times, Repetition Rates, and 

Photon Counting Rates.................................. 124
4.8.  Alternative Methods for Time-Resolved 

Measurements........................................................... 124
4.8.1.  Transient Recording ...................................... 124
4.8.2.  Streak Cameras.............................................. 125
4.8.3.  Upconversion Methods.................................. 128
4.8.4.  Microsecond Luminescence Decays ............. 129

4.9.  Data Analysis: Nonlinear Least Squares.................. 129
4.9.1.  Assumptions of Nonlinear Least Squares ..... 130
4.9.2.  Overview of Least-Squares Analysis ............ 130
4.9.3.  Meaning of the Goodness-of-Fit ................... 131
4.9.4.  Autocorrelation Function .............................. 132

4.10.  Analysis of Multi-Exponential Decays .................... 133
4.10.1.  p-Terphenyl and Indole: Two Widely 

Spaced Lifetimes ......................................... 133
4.10.2.  Comparison of χR

2 Values: F Statistic ........ 133
4.10.3.  Parameter Uncertainty: Confidence 

Intervals ....................................................... 134
4.10.4.  Effect of the Number of Photon Counts ..... 135
4.10.5.  Anthranilic Acid and 2-Aminopurine:

Two Closely Spaced Lifetimes.................... 137

xvi CONTENTS



4.10.6.  Global Analysis: Multi-Wavelength 
Measurements.............................................. 138

4.10.7.  Resolution of Three Closely Spaced 
Lifetimes...................................................... 138

4.11.  Intensity Decay Laws ............................................... 141
4.11.1.  Multi-Exponential Decays .......................... 141
4.11.2.  Lifetime Distributions ................................. 143
4.11.3.  Stretched Exponentials................................ 144
4.11.4.  Transient Effects.......................................... 144

4.12.  Global Analysis ........................................................ 144
4.13.  Applications of TCSPC ............................................ 145

4.13.1.  Intensity Decay for a Single Tryptophan 
Protein ......................................................... 145

4.13.2.  Green Fluorescent Protein: Systematic 
Errors in the Data ........................................ 145

4.13.3.  Picosecond Decay Time .............................. 146
4.13.4.  Chlorophyll Aggregates in Hexane ............. 146
4.13.5.  Intensity Decay of Flavin Adenine 

Dinucleotide (FAD)..................................... 147
4.14.  Data Analysis: Maximum Entropy Method ............. 148

References ................................................................ 149
Problems ................................................................... 154

5. Frequency-Domain Lifetime 
Measurements

5.1.  Theory of Frequency-Domain Fluorometry............. 158
5.1.1.  Least-Squares Analysis of Frequency-

Domain Intensity Decays .............................. 161
5.1.2.  Global Analysis of Frequency-Domain 

Data ............................................................... 162
5.2.  Frequency-Domain Instrumentation ........................ 163

5.2.1.  History of Phase-Modulation 
Fluorometers.................................................. 163

5.2.2.  An MHz Frequency-Domain Fluorometer.... 164
5.2.3.  Light Modulators........................................... 165
5.2.4.  Cross-Correlation Detection.......................... 166
5.2.5.  Frequency Synthesizers................................. 167
5.2.6.  Radio Frequency Amplifiers ......................... 167
5.2.7.  Photomultiplier Tubes ................................... 167
5.2.8.  Frequency-Domain Measurements ............... 168

5.3.  Color Effects and Background Fluorescence........... 168
5.3.1.  Color Effects in Frequency-Domain 

Measurements................................................ 168
5.3.2.  Background Correction in Frequency-

Domain Measurements.................................. 169
5.4.  Representative Frequency-Domain Intensity 

Decays ...................................................................... 170
5.4.1.  Exponential Decays....................................... 170
5.4.2.  Multi-Exponential Decays of 

Staphylococcal Nuclease and Melittin.......... 171
5.4.3.  Green Fluorescent Protein: One- and 

Two-Photon Excitation.................................. 171
5.4.4.  SPQ: Collisional Quenching of a 

Chloride Sensor ............................................. 171
5.4.5.  Intensity Decay of NADH............................. 172
5.4.6.  Effect of Scattered Light ............................... 172

5.5.  Simple Frequency-Domain Instruments .................. 173
5.5.1.  Laser Diode Excitation.................................. 174
5.5.2.  LED Excitation.............................................. 174

5.6.  Gigahertz Frequency-Domain Fluorometry ............. 175
5.6.1.  Gigahertz FD Measurements ........................ 177
5.6.2.  Biochemical Examples of Gigahertz 

FD Data ......................................................... 177
5.7.  Analysis of Frequency-Domain Data ....................... 178

5.7.1.  Resolution of Two Widely Spaced 
Lifetimes........................................................ 178

5.7.2.  Resolution of Two Closely Spaced 
Lifetimes........................................................ 180

5.7.3.  Global Analysis of a Two-Component
Mixture .......................................................... 182

5.7.4.  Analysis of a Three-Component Mixture:
Limits of Resolution...................................... 183

5.7.5.  Resolution of a Three-Component 
Mixture with a Tenfold Range of 
Decay Times.................................................. 185

5.7.6.  Maximum Entropy Analysis of FD Data ...... 185
5.8.  Biochemical Examples of Frequency-Domain 

Intensity Decays ....................................................... 186
5.8.1.  DNA Labeled with DAPI.............................. 186
5.8.2.  Mag-Quin-2: A Lifetime-Based Sensor 

for Magnesium .............................................. 187
5.8.3.  Recovery of Lifetime Distributions from 

Frequency-Domain Data ............................... 188
5.8.4.  Cross-Fitting of Models: Lifetime 

Distributions of Melittin................................ 188
5.8.5.  Frequency-Domain Fluorescence 

Microscopy with an LED Light Source ........ 189
5.9.  Phase-Angle and Modulation Spectra...................... 189

5.10.  Apparent Phase and Modulation Lifetimes .............. 191
5.11.  Derivation of the Equations for Phase-

Modulation Fluorescence ......................................... 192
5.11.1.  Relationship of the Lifetime to the 

Phase Angle and Modulation ...................... 192
5.11.2.  Cross-Correlation Detection........................ 194

5.12.  Phase-Sensitive Emission Spectra............................ 194
5.12.1.  Theory of Phase-Sensitive Detection 

of Fluorescence ........................................... 195
5.12.2.  Examples of PSDF and Phase 

Suppression ................................................. 196
5.12.3.  High-Frequency or Low-Frequency 

Phase-Sensitive Detection ........................... 197
5.13.  Phase-Modulation Resolution of Emission 

Spectra ...................................................................... 197
5.13.1.  Resolution Based on Phase or Modulation 

Lifetimes...................................................... 198
5.13.2.  Resolution Based on Phase Angles 

and Modulations.......................................... 198
5.13.3.  Resolution of Emission Spectra from 

Phase and Modulation Spectra.................... 198
References ................................................................ 199
Problems ................................................................... 203

PRINCIPLES OF FLUORESCENCE SPECTROSCOPY xvii



6. Solvent and Environmental Effects
6.1.  Overview of Solvent Polarity Effects....................... 205

6.1.1.  Effects of Solvent Polarity ............................ 205
6.1.2.  Polarity Surrounding a Membrane-Bound 

Fluorophore ................................................... 206
6.1.3.  Other Mechanisms for Spectral Shifts .......... 207

6.2.  General Solvent Effects: The Lippert-Mataga 
Equation ................................................................... 208
6.2.1.  Derivation of the Lippert Equation ............... 210
6.2.2.  Application of the Lippert Equation ............. 212

6.3.  Specific Solvent Effects ........................................... 213
6.3.1.  Specific Solvent Effects and Lippert Plots ... 215

6.4.  Temperature Effects ................................................. 216
6.5.  Phase Transitions in Membranes ............................. 217
6.6.  Additional Factors that Affect Emission Spectra ..... 219

6.6.1.  Locally Excited and Internal 
Charge-Transfer States .................................. 219

6.6.2.  Excited-State Intramolecular Proton 
Transfer (ESIPT) ........................................... 221

6.6.3.  Changes in the Non-Radiative 
Decay Rates................................................... 222

6.6.4.  Changes in the Rate of Radiative Decay ...... 223
6.7.  Effects of Viscosity .................................................. 223

6.7.1.  Effect of Shear Stress on Membrane 
Viscosity ........................................................ 225

6.8.  Probe–Probe Interactions ......................................... 225
6.9.  Biochemical Applications of Environment-

Sensitive Fluorophores ............................................. 226
6.9.1.  Fatty-Acid-Binding Proteins ......................... 226
6.9.2.  Exposure of a Hydrophobic Surface 

on Calmodulin ............................................... 226
6.9.3.  Binding to Cyclodextrin Using a 

Dansyl Probe ................................................. 227
6.10.  Advanced Solvent-Sensitive Probes ......................... 228
6.11.  Effects of Solvent Mixtures...................................... 229
6.12.  Summary of Solvent Effects..................................... 231

References ................................................................ 232
Problems ................................................................... 235

7. Dynamics of Solvent and Spectral Relaxation

7.1.  Overview of Excited-State Processes....................... 237
7.1.1.  Time-Resolved Emission Spectra ................. 239

7.2.  Measurement of Time-Resolved Emission 
Spectra (TRES) ........................................................ 240
7.2.1.  Direct Recording of TRES............................ 240
7.2.2.  TRES from Wavelength-Dependent 

Decays ........................................................... 241
7.3.  Spectral Relaxation in Proteins ................................ 242

7.3.1.  Spectral Relaxation of Labeled 
Apomyoglobin............................................... 243

7.3.2.  Protein Spectral Relaxation around a 
Synthetic Fluorescent Amino Acid ............... 244

7.4.  Spectral Relaxation in Membranes .......................... 245
7.4.1.  Analysis of Time-Resolved Emission 

Spectra ........................................................... 246
7.4.2.  Spectral Relaxation of Membrane-Bound 

Anthroyloxy Fatty Acids ............................... 248

7.5.  Picosecond Relaxation in Solvents .......................... 249
7.5.1.  Theory for Time-Dependent Solvent 

Relaxation...................................................... 250
7.5.2.  Multi-Exponential Relaxation in Water ........ 251

7.6.  Measurement of Multi-Exponential Spectral 
Relaxation................................................................. 252

7.7.  Distinction between Solvent Relaxation 
and Formation of Rotational Isomers ...................... 253

7.8.  Comparison of TRES and Decay-Associated 
Spectra ...................................................................... 255

7.9.  Lifetime-Resolved Emission Spectra ....................... 255
7.10.  Red-Edge Excitation Shifts ...................................... 257

7.10.1.  Membranes and Red-Edge 
Excitation Shifts .......................................... 258

7.10.2.  Red-Edge Excitation Shifts and 
Energy Transfer ........................................... 259

7.11.  Excited-State Reactions............................................ 259
7.11.1.  Excited-State Ionization of Naphthol.......... 260

7.12.  Theory for a Reversible Two-State Reaction ........... 262
7.12.1.  Steady-State Fluorescence of a 

Two-State Reaction ..................................... 262
7.12.2.  Time-Resolved Decays for the 

Two-State Model ......................................... 263
7.12.3.  Differential Wavelength Methods ............... 264

7.13.  Time-Domain Studies of Naphthol Dissociation ..... 264
7.14.  Analysis of Excited-State Reactions by 

Phase-Modulation Fluorometry................................ 265
7.14.1.  Effect of an Excited-State Reaction

on the Apparent Phase and Modulation 
Lifetimes...................................................... 266

7.14.2.  Wavelength-Dependent Phase and 
Modulation Values for an Excited-State 
Reaction....................................................... 267

7.14.3.  Frequency-Domain Measurement of 
Excimer Formation...................................... 269

7.15.  Biochemical Examples of Excited-State 
Reactions .................................................................. 270
7.15.1.  Exposure of a Membrane-Bound 

Cholesterol Analogue .................................. 270
References ................................................................ 270
Problems ................................................................... 275

8. Quenching of Fluorescence

8.1.  Quenchers of Fluorescence ...................................... 278
8.2.  Theory of Collisional Quenching............................. 278

8.2.1.  Derivation of the Stern-Volmer Equation ..... 280
8.2.2.  Interpretation of the Bimolecular 

Quenching Constant ...................................... 281
8.3.  Theory of Static Quenching ..................................... 282
8.4.  Combined Dynamic and Static Quenching.............. 282
8.5.  Examples of Static and Dynamic Quenching .......... 283
8.6.  Deviations from the Stern-Volmer Equation:

Quenching Sphere of Action .................................... 284
8.6.1.  Derivation of the Quenching Sphere 

of Action........................................................ 285

xviii CONTENTS



8.7.  Effects of Steric Shielding and Charge on 
Quenching ................................................................ 286
8.7.1.  Accessibility of DNA-Bound Probes 

to Quenchers.................................................. 286
8.7.2.  Quenching of Ethenoadenine Derivatives..... 287

8.8.  Fractional Accessibility to Quenchers...................... 288
8.8.1.  Modified Stern-Volmer Plots ........................ 288
8.8.2.  Experimental Considerations 

in Quenching ................................................. 289
8.9.  Applications of Quenching to Proteins .................... 290

8.9.1.  Fractional Accessibility of Tryptophan 
Residues in Endonuclease III ........................ 290

8.9.2.  Effect of Conformational Changes 
on Tryptophan Accessibility.......................... 291

8.9.3.  Quenching of the Multiple Decay 
Times of Proteins .......................................... 291

8.9.4.  Effects of Quenchers on Proteins.................. 292
8.9.5.  Correlation of Emission Wavelength 

and Accessibility: Protein Folding of 
Colicin E1...................................................... 292

8.10.  Application of Quenching to Membranes ................ 293
8.10.1.  Oxygen Diffusion in Membranes................ 293
8.10.2.  Localization of Membrane-Bound 

Tryptophan Residues by Quenching ........... 294
8.10.3.  Quenching of Membrane Probes 

Using Localized Quenchers ........................ 295
8.10.4.  Parallax and Depth-Dependent 

Quenching in Membranes ........................... 296
8.10.5.  Boundary Lipid Quenching......................... 298
8.10.6.  Effect of Lipid–Water Partitioning 

on Quenching .............................................. 298
8.10.7.  Quenching in Micelles ................................ 300

8.11.  Lateral Diffusion in Membranes .............................. 300
8.12.  Quenching-Resolved Emission Spectra ................... 301

8.12.1.  Fluorophore Mixtures.................................. 301
8.12.2.  Quenching-Resolved Emission Spectra 

of the E. Coli Tet Repressor ........................ 302
8.13.  Quenching and Association Reactions ..................... 304

8.13.1.  Quenching Due to Specific Binding 
Interactions .................................................. 304

8.14.  Sensing Applications of Quenching ......................... 305
8.14.1.  Chloride-Sensitive Fluorophores................. 306
8.14.2.  Intracellular Chloride Imaging.................... 306
8.14.3.  Chloride-Sensitive GFP............................... 307
8.14.4.  Amplified Quenching .................................. 309

8.15.  Applications of Quenching to Molecular 
Biology ..................................................................... 310
8.15.1.  Release of Quenching upon 

Hybridization............................................... 310
8.15.2.  Molecular Beacons in Quenching 

by Guanine .................................................. 311
8.15.3.  Binding of Substrates to Ribozymes........... 311
8.15.4.  Association Reactions and Accessibility 

to Quenchers................................................ 312
8.16.  Quenching on Gold Surfaces.................................... 313

8.16.1.  Molecular Beacons Based on Quenching 
by Gold Colloids ......................................... 313

8.16.2.  Molecular Beacons Based on Quenching 
by a Gold Surface........................................ 314

8.17.  Intramolecular Quenching........................................ 314
8.17.1.  DNA Dynamics by Intramolecular 

Quenching ................................................... 314
8.17.2.  Electron-Transfer Quenching in a 

Flavoprotein................................................. 315
8.17.3.  Sensors Based on Intramolecular 

PET Quenching ........................................... 316
8.18.  Quenching of Phosphorescence ............................... 317

References ................................................................ 318
Problems ................................................................... 327

9. Mechanisms and Dynamics of 
Fluorescence Quenching

9.1.  Comparison of Quenching and Resonance 
Energy Transfer ........................................................ 331
9.1.1.  Distance Dependence of RET 

and Quenching .............................................. 332
9.1.2.  Encounter Complexes and Quenching 

Efficiency ...................................................... 333
9.2.  Mechanisms of Quenching....................................... 334

9.2.1.  Intersystem Crossing..................................... 334
9.2.2.  Electron-Exchange Quenching...................... 335
9.2.3.  Photoinduced Electron Transfer.................... 335

9.3.  Energetics of Photoinduced Electron Transfer ........ 336
9.3.1.  Examples of PET Quenching........................ 338
9.3.2.  PET in Linked Donor–Acceptor Pairs .......... 340

9.4.  PET Quenching in Biomolecules............................. 341
9.4.1.  Quenching of Indole by Imidazolium........... 341
9.4.2.  Quenching by DNA Bases and 

Nucleotides.................................................... 341
9.5.  Single-Molecule PET ............................................... 342
9.6.  Transient Effects in Quenching................................ 343

9.6.1.  Experimental Studies of Transient 
Effects............................................................ 346

9.6.2.  Distance-Dependent Quenching 
in Proteins...................................................... 348

References ................................................................ 348
Problems ................................................................... 351

10. Fluorescence Anisotropy

10.1.  Definition of Fluorescence Anisotropy .................... 353
10.1.1.  Origin of the Definitions of 

Polarization and Anisotropy........................ 355
10.2.  Theory for Anisotropy .............................................. 355

10.2.1.  Excitation Photoselection of Fluorophores . 357
10.3.  Excitation Anisotropy Spectra.................................. 358

10.3.1.  Resolution of Electronic States from 
Polarization Spectra .................................... 360

10.4.  Measurement of Fluorescence Anisotropies ............ 361
10.4.1.  L-Format or Single-Channel Method.......... 361
10.4.2.  T-Format or Two-Channel Anisotropies...... 363
10.4.3.  Comparison of T-Format and 

L-Format Measurements ............................. 363

PRINCIPLES OF FLUORESCENCE SPECTROSCOPY xix



10.4.4.  Alignment of Polarizers............................... 364
10.4.5.  Magic-Angle Polarizer Conditions ............. 364
10.4.6.  Why is the Total Intensity 

Equal to I|| + 2I⊥ .......................................... 364
10.4.7.  Effect of Resonance Energy Transfer 

on the Anisotropy ........................................ 364
10.4.8.  Trivial Causes of Depolarization................. 365
10.4.9.  Factors Affecting the Anisotropy ................ 366

10.5.  Effects of Rotational Diffusion on Fluorescence
Anisotropies: The Perrin Equation........................... 366
10.5.1.  The Perrin Equation: Rotational 

Motions of Proteins ..................................... 367
10.5.2.  Examples of a Perrin Plot ........................... 369

10.6.  Perrin Plots of Proteins............................................. 370
10.6.1.  Binding of tRNA to tRNA Synthetase........ 370
10.6.2.  Molecular Chaperonin cpn60 (GroEL)....... 371
10.6.3.  Perrin Plots of an Fab Immunoglobulin 

Fragment...................................................... 371
10.7.  Biochemical Applications of Steady-State 

Anisotropies.............................................................. 372
10.7.1.  Peptide Binding to Calmodulin................... 372
10.7.2.  Binding of the Trp Repressor to DNA........ 373
10.7.3.  Helicase-Catalyzed DNA Unwinding ......... 373
10.7.4.  Melittin Association Detected from 

Homotransfer............................................... 374
10.8.  Anisotropy of Membranes and Membrane-

Bound Proteins ......................................................... 374
10.8.1.  Membrane Microviscosity........................... 374
10.8.2.  Distribution of Membrane-Bound 

Proteins........................................................ 375
10.9.  Transition Moments.................................................. 377

References ................................................................ 378
Additional Reading on the Application 

of Anisotropy ...................................................... 380
Problems ................................................................... 381

11. Time-Dependent Anisotropy Decays

11.1.  Time-Domain and Frequency-Domain 
Anisotropy Decays ................................................... 383

11.2.  Anisotropy Decay Analysis ...................................... 387
11.2.1.  Early Methods for Analysis of 

TD Anisotropy Data .................................... 387
11.2.2.  Preferred Analysis of TD 

Anisotropy Data .......................................... 388
11.2.3.  Value of r0.................................................... 389

11.3.  Analysis of Frequency-Domain 
Anisotropy Decays ................................................... 390

11.4.  Anisotropy Decay Laws ........................................... 390
11.4.1.  Non-Spherical Fluorophores ....................... 391
11.4.2.  Hindered Rotors .......................................... 391
11.4.3.  Segmental Mobility of a Biopolymer-

Bound Fluorophore ..................................... 392
11.4.4.  Correlation Time Distributions ................... 393
11.4.5.  Associated Anisotropy Decays.................... 393

11.4.6.  Example Anisotropy Decays of 
Rhodamine Green and Rhodamine 
Green-Dextran ............................................. 394

11.5.  Time-Domain Anisotropy Decays of Proteins ......... 394
11.5.1.  Intrinsic Tryptophan Anisotropy Decay 

of Liver Alcohol Dehydrogenase ................ 395
11.5.2.  Phospholipase A2......................................... 395
11.5.3.  Subtilisin Carlsberg ..................................... 395
11.5.4.  Domain Motions of Immunoglobulins........ 396
11.5.5.  Effects of Free Probe on Anisotropy 

Decays ......................................................... 397
11.6.  Frequency-Domain Anisotropy Decays 

of Proteins................................................................. 397
11.6.1.  Apomyoglobin: A Rigid Rotor.................... 397
11.6.2.  Melittin Self-Association and 

Anisotropy Decays ...................................... 398
11.6.3.  Picosecond Rotational Diffusion 

of Oxytocin.................................................. 399
11.7.  Hindered Rotational Diffusion in Membranes ......... 399

11.7.1.  Characterization of a New 
Membrane Probe ......................................... 401

11.8.  Anisotropy Decays of Nucleic Acids ....................... 402
11.8.1.  Hydrodynamics of DNA Oligomers ........... 403
11.8.2.  Dynamics of Intracellular DNA.................. 403
11.8.3.  DNA Binding to HIV Integrase Using 

Correlation Time Distributions ................... 404
11.9.  Correlation Time Imaging ........................................ 406
11.10.  Microsecond Anisotropy Decays............................ 408

11.10.1.  Phosphorescence Anisotropy Decays........ 408
11.10.2.  Long-Lifetime Metal–Ligand 

Complexes ................................................. 408
References ................................................................ 409
Problems ................................................................... 412

12. Advanced Anisotropy Concepts

12.1.  Associated Anisotropy Decay................................... 413
12.1.1.  Theory for Associated Anisotropy 

Decay........................................................... 414
12.1.2.  Time-Domain Measurements of 

Associated Anisotropy Decays.................... 415
12.2.  Biochemical Examples of Associated 

Anisotropy Decays ................................................... 417
12.2.1.  Time-Domain Studies of DNA 

Binding to the Klenow Fragment 
of DNA Polymerase .................................... 417

12.2.2.  Frequency-Domain Measurements 
of Associated Anisotropy Decays ............... 417

12.3.  Rotational Diffusion of Non-Spherical 
Molecules: An Overview.......................................... 418
12.3.1.  Anisotropy Decays of Ellipsoids................. 419

12.4.  Ellipsoids of Revolution ........................................... 420
12.4.1.  Simplified Ellipsoids of Revolution............ 421
12.4.2.  Intuitive Description of Rotational 

Diffusion of an Oblate Ellipsoid ................. 422

xx CONTENTS



12.4.3.  Rotational Correlation Times for 
Ellipsoids of Revolution.............................. 423

12.4.4.  Stick-versus-Slip Rotational Diffusion ....... 425
12.5.  Complete Theory for Rotational Diffusion 

of Ellipsoids.............................................................. 425
12.6.  Anisotropic Rotational Diffusion ............................. 426

12.6.1.  Time-Domain Studies.................................. 426
12.6.2.  Frequency-Domain Studies of 

Anisotropic Rotational Diffusion ................ 427
12.7.  Global Anisotropy Decay Analysis .......................... 429

12.7.1.  Global Analysis with Multi-Wavelength 
Excitation .................................................... 429

12.7.2.  Global Anisotropy Decay Analysis with 
Collisional Quenching................................. 430

12.7.3.  Application of Quenching to Protein 
Anisotropy Decays ...................................... 431

12.8.  Intercalated Fluorophores in DNA........................... 432
12.9.  Transition Moments.................................................. 433

12.9.1.  Anisotropy of Planar Fluorophores 
with High Symmetry ................................... 435

12.10.  Lifetime-Resolved Anisotropies............................. 435
12.10.1.  Effect of Segmental Motion on the 

Perrin Plots .............................................. 436
12.11.  Soleillet's Rule: Multiplication of Depolarized 

Factors .................................................................... 436
12.12.  Anisotropies Can Depend on Emission 

Wavelength ............................................................. 437
References .............................................................. 438
Problems ................................................................. 441

13. Energy Transfer

13.1.  Characteristics of Resonance Energy Transfer ........ 443
13.2.  Theory of Energy Transfer for a 

Donor–Acceptor Pair................................................ 445
13.2.1.  Orientation Factor κ2................................... 448
13.2.2.  Dependence of the Transfer Rate on 

Distance (r), the Overlap 
Integral (J), and τ2 ....................................... 449

13.2.3.  Homotransfer and Heterotransfer................ 450
13.3.  Distance Measurements Using RET ........................ 451

13.3.1.  Distance Measurements in α-Helical
Melittin ........................................................ 451

13.3.2.  Effects of Incomplete Labeling................... 452
13.3.3.  Effect of κ2 on the Possible Range 

of Distances ................................................. 452
13.4.  Biochemical Applications of RET ........................... 453

13.4.1.  Protein Folding Measured by RET ............. 453
13.4.2.  Intracellular Protein Folding ....................... 454
13.4.3.  RET and Association Reactions.................. 455
13.4.4.  Orientation of a Protein-Bound Peptide...... 456
13.4.5.  Protein Binding to Semiconductor 

Nanoparticles............................................... 457
13.5.  RET Sensors ............................................................. 458

13.5.1.  Intracellular RET Indicator 
for Estrogens ............................................... 458

13.5.2.  RET Imaging of Intracellular Protein 
Phosphorylation........................................... 459

13.5.3.  Imaging of Rac Activation in Cells............. 459
13.6.  RET and Nucleic Acids ............................................ 459

13.6.1.  Imaging of Intracellular RNA ..................... 460
13.7.  Energy-Transfer Efficiency from 

Enhanced Acceptor Fluorescence............................. 461
13.8.  Energy Transfer in Membranes ................................ 462

13.8.1.  Lipid Distributions around Gramicidin....... 463
13.8.2.  Membrane Fusion and Lipid Exchange ...... 465

13.9.  Effect of τ2 on RET .................................................. 465
13.10.  Energy Transfer in Solution ................................... 466

13.10.1.  Diffusion-Enhanced Energy Transfer........ 467
13.11.  Representative R0 Values ........................................ 467

References ................................................................ 468
Additional References on Resonance 

Energy Transfer................................................... 471
Problems ................................................................... 472

14. Time-Resolved Energy Transfer and 
Conformational Distributions of Biopolymers

14.1.  Distance Distributions .............................................. 477
14.2.  Distance Distributions in Peptides ........................... 479

14.2.1.  Comparison for a Rigid and Flexible 
Hexapeptide................................................. 479

14.2.2.  Crossfitting Data to Exclude 
Alternative Models ...................................... 481

14.2.3.  Donor Decay without Acceptor .................. 482
14.2.4.  Effect of Concentration of the 

D–A Pairs .................................................... 482
14.3.  Distance Distributions in Peptides ........................... 482

14.3.1.  Distance Distributions in Melittin............... 483
14.4.  Distance-Distribution Data Analysis ........................ 485

14.4.1.  Frequency-Domain Distance-Distribution 
Analysis ....................................................... 485

14.4.2.  Time-Domain Distance-Distribution 
Analysis ....................................................... 487

14.4.3.  Distance-Distribution Functions ................. 487
14.4.4.  Effects of Incomplete Labeling................... 487
14.4.5.  Effect of the Orientation Factor κ2.............. 489
14.4.6.  Acceptor Decays.......................................... 489

14.5.  Biochemical Applications of Distance 
Distributions ............................................................. 490
14.5.1.  Calcium-Induced Changes in the 

Conformation of Troponin C ...................... 490
14.5.2.  Hairpin Ribozyme ....................................... 493
14.5.3.  Four-Way Holliday Junction in DNA ......... 493
14.5.4.  Distance Distributions and Unfolding 

of Yeast Phosphoglycerate Kinase .............. 494
14.5.5.  Distance Distributions in a Glycopeptide ... 495
14.5.6.  Single-Protein-Molecule Distance 

Distribution.................................................. 496
14.6.  Time-Resolved RET Imaging................................... 497
14.7.  Effect of Diffusion for Linked D–A Pairs................ 498

PRINCIPLES OF FLUORESCENCE SPECTROSCOPY xxi



14.7.1.  Simulations of FRET for a Flexible 
D–A Pair...................................................... 499

14.7.2.  Experimental Measurement of D–A 
Diffusion for a Linked D–A Pair ................ 500

14.7.3.  FRET and Diffusive Motions in 
Biopolymers ................................................ 501

14.8.  Conclusion................................................................ 501
References ................................................................ 501
Representative Publications on Measurement

of Distance Distributions .................................... 504
Problems ................................................................... 505

15. Energy Transfer to Multiple Acceptors in 
One,Two, or Three Dimensions

15.1.  RET in Three Dimensions........................................ 507
15.1.1.  Effect of Diffusion on FRET with 

Unlinked Donors and Acceptors ................. 508
15.1.2.  Experimental Studies of RET in 

Three Dimensions ....................................... 509
15.2.  Effect of Dimensionality on RET ............................ 511

15.2.1.  Experimental FRET in Two Dimensions .... 512
15.2.2.  Experimental FRET in One Dimension...... 514

15.3.  Biochemical Applications of RET with 
Multiple Acceptors ................................................... 515
15.3.1.  Aggregation of β-Amyloid Peptides ........... 515
15.3.2.  RET Imaging of Fibronectin ....................... 516

15.4.  Energy Transfer in Restricted Geometries ............... 516
15.4.1.  Effect of Excluded Area on Energy 

Transfer in Two Dimensions ....................... 518
15.5.  RET in the Presence of Diffusion ............................ 519
15.6.  RET in the Rapid Diffusion Limit ........................... 520

15.6.1.  Location of an Acceptor in 
Lipid Vesicles .............................................. 521

15.6.2.  Locaion of Retinal in Rhodopsin
Disc Membranes.......................................... 522

15.7.  Conclusions .............................................................. 524
References ................................................................ 524
Additional References on RET between 

Unlinked Donor and Acceptor ............................ 526
Problems ................................................................... 527

16. Protein Fluorescence

16.1.  Spectral Properties of the Aromatic Amino Acids ... 530
16.1.1.  Excitation Polarization Spectra of 

Tyrosine and Tryptophan............................. 531
16.1.2.  Solvent Effects on Tryptophan Emission 

Spectra ......................................................... 533
16.1.3.  Excited-State Ionization of Tyrosine........... 534
16.1.4.  Tyrosinate Emission from Proteins ............. 535

16.2.  General Features of Protein Fluorescence................ 535

16.3.  Tryptophan Emission in an Apolar 
Protein Environment................................................. 538
16.3.1.  Site-Directed Mutagenesis of a 

Single-Tryptophan Azurin........................... 538
16.3.2.  Emission Spectra of Azurins with 

One or Two Tryptophan Residues............... 539
16.4.  Energy Transfer and Intrinsic Protein 

Fluorescence ............................................................. 539
16.4.1.  Tyrosine-to-Tryptophan Energy Transfer 

in Interferon-γ.............................................. 540
16.4.2.  Quantitation of RET Efficiencies 

in Proteins.................................................... 541
16.4.3.  Tyrosine-to-Tryptophan RET in 

a Membrane-Bound Protein ........................ 543
16.4.4.  Phenylalanine-to-Tyrosine 

Energy Transfer ........................................... 543
16.5.  Calcium Binding to Calmodulin Using 

Phenylalanine and Tyrosine Emission...................... 545
16.6.  Quenching of Tryptophan Residues in Proteins....... 546

16.6.1.  Effect of Emission Maximum on 
Quenching ................................................... 547

16.6.2.  Fractional Accessibility to Quenching 
in Multi-Tryptophan Proteins...................... 549

16.6.3.  Resolution of Emission Spectra by 
Quenching ................................................... 550

16.7.  Association Reaction of Proteins ............................. 551
16.7.1.  Binding of Calmodulin to a 

Target Protein .............................................. 551
16.7.2.  Calmodulin: Resolution of the 

Four Calcium-Binding Sites Using 
Tryptophan-Containing Mutants ................. 552

16.7.3.  Interactions of DNA with Proteins.............. 552
16.8.  Spectral Properties of Genetically Engineered 

Proteins ..................................................................... 554
16.8.1.  Single-Tryptophan Mutants of 

Triosephosphate Isomerase ......................... 555
16.8.2.  Barnase: A Three-Tryptophan Protein ........ 556
16.8.3.  Site-Directed Mutagenesis of 

Tyrosine Proteins......................................... 557
16.9.  Protein Folding ......................................................... 557

16.9.1.  Protein Engineering of Mutant 
Ribonuclease for Folding Experiments....... 558

16.9.2.  Folding of Lactate Dehydrogenase ............. 559
16.9.3.  Folding Pathway of CRABPI...................... 560

16.10.  Protein Structure and Tryptophan Emission .......... 560
16.10.1.  Tryptophan Spectral Properties 

and Structural Motifs............................... 561
16.11.  Tryptophan Analogues............................................ 562

16.11.1.  Tryptophan Analogues............................. 564
16.11.2.  Genetically Inserted Amino-Acid 

Analogues ................................................ 565
16.12.  The Challenge of Protein Fluorescence ................. 566

References .............................................................. 567
Problems ................................................................. 573

xxii CONTENTS



17. Time-Resolved Protein Fluorescence

17.1.  Intensity Decays of Tryptophan:
The Rotamer Model ................................................. 578

17.2.  Time-Resolved Intensity Decays of 
Tryptophan and Tyrosine.......................................... 580
17.2.1.  Decay-Associated Emission Spectra 

of Tryptophan .............................................. 581
17.2.2.  Intensity Decays of Neutral Tryptophan 

Derivatives................................................... 581
17.2.3.  Intensity Decays of Tyrosine and 

Its Neutral Derivatives................................. 582
17.3.  Intensity and Anisotropy Decays of Proteins........... 583

17.3.1.  Single-Exponential Intensity and 
Anisotropy Decay of Ribonuclease T1........ 584

17.3.2.  Annexin V: A Calcium-Sensitive 
Single-Tryptophan Protein .......................... 585

17.3.3.  Anisotropy Decay of a Protein with 
Two Tryptophans......................................... 587

17.4.  Protein Unfolding Exposes the Tryptophan 
Residue to Water....................................................... 588
17.4.1.  Conformational Heterogeneity Can 

Result in Complex Intensity and 
Anisotropy Decays ...................................... 588

17.5.  Anisotropy Decays of Proteins................................. 589
17.5.1.  Effects of Association Reactions on 

Anisotropy Decays: Melittin ....................... 590
17.6.  Biochemical Examples Using Time-Resolved 

Protein Fluorescence ................................................ 591
17.6.1.  Decay-Associated Spectra of Barnase ........ 591
17.6.2.  Disulfide Oxidoreductase DsbA ................. 591
17.6.3.  Immunophilin FKBP59-I: Quenching 

of Tryptophan Fluorescence by 
Phenylalanine .............................................. 592

17.6.4.  Trp Repressor: Resolution of the Two 
Interacting Tryptophans .............................. 593

17.6.5.  Thermophilic β-Glycosidase:
A Multi-Tryptophan Protein........................ 594

17.6.6.  Heme Proteins Display Useful 
Intrinsic Fluorescence ................................. 594

17.7.  Time-Dependent Spectral Relaxation of 
Tryptophan................................................................ 596

17.8.  Phosphorescence of Proteins .................................... 598
17.9.  Perspectives on Protein Fluorescence ...................... 600

References ................................................................ 600
Problems ................................................................... 605

18. Multiphoton Excitation and Microscopy

18.1.  Introduction to Multiphoton Excitation ................... 607
18.2.  Cross-Sections for Multiphoton Absorption ............ 609
18.3.  Two-Photon Absorption Spectra............................... 609
18.4.  Two-Photon Excitation of a DNA-Bound 

Fluorophore .............................................................. 610
18.5.  Anisotropies with Multiphoton Excitation ............... 612

18.5.1.  Excitation Photoselection for 
Two-Photon Excitation................................ 612

18.5.2.  Two-Photon Anisotropy of DPH................. 612
18.6.  MPE for a Membrane-Bound Fluorophore .............. 613
18.7.  MPE of Intrinsic Protein Fluorescence .................... 613
18.8.  Multiphoton Microscopy.......................................... 616

18.8.1.  Calcium Imaging......................................... 616
18.8.2.  Imaging of NAD(P)H and FAD .................. 617
18.8.3.  Excitation of Multiple Fluorophores........... 618
18.8.4.  Three-Dimensional Imaging of Cells.......... 618
References ................................................................ 619
Problems ................................................................... 621

19. Fluorescence Sensing

19.1.  Optical Clinical Chemistry and Spectral 
Observables .............................................................. 623

19.2.  Spectral Observables for Fluorescence Sensing....... 624
19.2.1.  Optical Properties of Tissues ...................... 625
19.2.2.  Lifetime-Based Sensing .............................. 626

19.3.  Mechanisms of Sensing............................................ 626
19.4.  Sensing by Collisional Quenching ........................... 627

19.4.1.  Oxygen Sensing .......................................... 627
19.4.2.  Lifetime-Based Sensing of Oxygen ............ 628
19.4.3.  Mechanism of Oxygen Selectivity .............. 629
19.4.4.  Other Oxygen Sensors ................................ 629
19.4.5.  Lifetime Imaging of Oxygen ...................... 630
19.4.6.  Chloride Sensors ......................................... 631
19.4.7.  Lifetime Imaging of Chloride 

Concentrations............................................. 632
19.4.8.  Other Collisional Quenchers ....................... 632

19.5.  Energy-Transfer Sensing .......................................... 633
19.5.1.  pH and pCO2 Sensing by 

Energy Transfer ........................................... 633
19.5.2.  Glucose Sensing by Energy Transfer .......... 634
19.5.3.  Ion Sensing by Energy Transfer.................. 635
19.5.4.  Theory for Energy-Transfer Sensing........... 636

19.6.  Two-State pH Sensors .............................................. 637
19.6.1.  Optical Detection of Blood Gases .............. 637
19.6.2.  pH Sensors .................................................. 637

19.7.  Photoinduced Electron Transfer (PET) Probes 
for Metal Ions and Anion Sensors............................ 641

19.8.  Probes of Analyte Recognition................................. 643
19.8.1.  Specificity of Cation Probes ....................... 644
19.8.2.  Theory of Analyte Recognition Sensing ..... 644
19.8.3.  Sodium and Potassium Probes .................... 645
19.8.4.  Calcium and Magnesium Probes ................ 647
19.8.5.  Probes for Intracellular Zinc ....................... 650

19.9.  Glucose-Sensitive Fluorophores............................... 650
19.10.  Protein Sensors ....................................................... 651

19.10.1.  Protein Sensors Based on RET ................ 652
19.11.  GFP Sensors ........................................................... 654

19.11.1.  GFP Sensors Using RET.......................... 654
19.11.2.  Intrinsic GFP Sensors............................... 655

PRINCIPLES OF FLUORESCENCE SPECTROSCOPY xxiii



19.12.  New Approaches to Sensing................................... 655
19.12.1.  Pebble Sensors and Lipobeads................. 655

19.13.  In-Vivo Imaging ..................................................... 656
19.14.  Immunoassays ........................................................ 658

19.14.1.  Enzyme-Linked Immunosorbent Assays
(ELISA) ................................................... 659

19.14.2.  Time-Resolved Immunoassays................ 659
19.14.3.  Energy-Transfer Immunoassays.............. 660
19.14.4.  Fluorescence Polarization 

Immunoassays ......................................... 661
References .............................................................. 663
Problems ................................................................. 672

20. Novel Fluorophores

20.1.  Semiconductor Nanoparticles................................... 675
20.1.1.  Spectral Properties of QDots ...................... 676
20.1.2.  Labeling Cells with QDots.......................... 677
20.1.3.  QDots and Resonance Energy Transfer ...... 678

20.2.  Lanthanides............................................................... 679
20.2.1.  RET with Lanthanides ................................ 680
20.2.2.  Lanthanide Sensors ..................................... 681
20.2.3.  Lanthanide Nanoparticles............................ 682
20.2.4.  Near-Infrared Emitting Lanthanides ........... 682
20.2.5.  Lanthanides and Fingerprint Detection....... 683

20.3.  Long-Lifetime Metal–Ligand Complexes................ 683
20.3.1.  Introduction to Metal–Ligand Probes ......... 683
20.3.2.  Anisotropy Properties of 

Metal–Ligand Complexes ........................... 685
20.3.3.  Spectral Properties of MLC Probes ............ 686
20.3.4.  The Energy Gap Law .................................. 687
20.3.5.  Biophysical Applications of 

Metal–Ligand Probes .................................. 688
20.3.6.  MLC Immunoassays ................................... 691
20.3.7.  Metal–Ligand Complex Sensors ................. 694

20.4.  Long-Wavelength Long-Lifetime 
Fluorophores............................................................. 695
References ................................................................ 697
Problems ................................................................... 702

21. DNA Technology

21.1.  DNA Sequencing...................................................... 705
21.1.1.  Principle of DNA Sequencing..................... 705
21.1.2.  Examples of DNA Sequencing ................... 706
21.1.3.  Nucleotide Labeling Methods..................... 707
21.1.4.  Example of DNA Sequencing..................... 708
21.1.5.  Energy-Transfer Dyes for DNA 

Sequencing .................................................. 709
21.1.6.  DNA Sequencing with NIR Probes ............ 710
21.1.7.  DNA Sequencing Based on Lifetimes ........ 712

21.2.  High-Sensitivity DNA Stains ................................... 712
21.2.1.  High-Affinity Bis DNA Stains.................... 713
21.2.2.  Energy-Transfer DNA Stains ...................... 715

21.2.3.  DNA Fragment Sizing by 
Flow Cytometry........................................... 715

21.3.  DNA Hybridization .................................................. 715
21.3.1.  DNA Hybridization Measured with 

One-Donor- and Acceptor-Labeled 
DNA Probe .................................................. 717

21.3.2.  DNA Hybridization Measured by 
Excimer Formation...................................... 718

21.3.3.  Polarization Hybridization Arrays .............. 719
21.3.4.  Polymerase Chain Reaction ........................ 720

21.4.  Molecular Beacons ................................................... 720
21.4.1.  Molecular Beacons with 

Nonfluorescent Acceptors ........................... 720
21.4.2.  Molecular Beacons with 

Fluorescent Acceptors ................................. 722
21.4.3.  Hybridization Proximity Beacons............... 722
21.4.4.  Molecular Beacons Based on 

Quenching by Gold ..................................... 723
21.4.5.  Intracellular Detection of mRNA 

Using Molecular Beacons ........................... 724
21.5.  Aptamers................................................................... 724

21.5.1.  DNAzymes .................................................. 726
21.6.  Multiplexed Microbead Arrays:

Suspension Arrays .................................................... 726
21.7.  Fluorescence In-Situ Hybridization ......................... 727

21.7.1.  Preparation of FISH Probe DNA ................ 728
21.7.2.  Applications of FISH .................................. 729

21.8.  Multicolor FISH and Spectral Karyotyping............. 730
21.9.  DNA Arrays.............................................................. 732

21.9.1.  Spotted DNA Microarrays .......................... 732
21.9.2.  Light-Generated DNA Arrays ..................... 734
References ................................................................ 734
Problems ................................................................... 740

22. Fluorescence-Lifetime Imaging Microscopy

22.1.  Early Methods for Fluorescence-Lifetime 
Imaging..................................................................... 743
22.1.1.  FLIM Using Known Fluorophores ............. 744

22.2.  Lifetime Imaging of Calcium Using Quin-2............ 744
22.2.1.  Determination of Calcium Concentration 

from Lifetime .............................................. 744
22.2.2.  Lifetime Images of Cos Cells ..................... 745

22.3.  Examples of Wide-Field Frequency-Domain 
FLIM......................................................................... 746
22.3.1.  Resonance Energy-Transfer FLIM 

of Protein Kinase C Activation ................... 746
22.3.2.  Lifetime Imaging of Cells Containing 

Two GFPs .................................................... 747
22.4.  Wide-Field FLIM Using a Gated-Image 

Intensifier.................................................................. 747
22.5.  Laser Scanning TCSPC FLIM ................................. 748

22.5.1.  Lifetime Imaging of Cellular 
Biomolecules ............................................... 750

22.5.2.  Lifetime Images of Amyloid Plaques ......... 750

xxiv CONTENTS



22.6.  Frequency-Domain Laser Scanning Microscopy..... 750
22.7.  Conclusions .............................................................. 752

References ................................................................ 752
Additional Reading on Fluorescence-Lifetime 

Imaging Microscopy ........................................... 753
Problem..................................................................... 755

23. Single-Molecule Detection

23.1.  Detectability of Single Molecules ............................ 759
23.2.  Total Internal Reflection and Confocal Optics......... 760

23.2.1.  Total Internal Reflection.............................. 760
23.2.2.  Confocal Detection Optics .......................... 761

23.3.  Optical Configurations for SMD.............................. 762
23.4.  Instrumentation for SMD ......................................... 764

23.4.1.  Detectors for Single-Molecule Detection ... 765
23.4.2.  Optical Filters for SMD .............................. 766

23.5.  Single-Molecule Photophysics ................................. 768
23.6.  Biochemical Applications of SMD .......................... 770

23.6.1.  Single-Molecule Enzyme Kinetics.............. 770
23.6.2.  Single-Molecule ATPase Activity ............... 770
23.6.3.  Single-Molecule Studies of a 

Chaperonin Protein...................................... 771
23.7.  Single-Molecule Resonance Energy Transfer .......... 773
23.8.  Single-Molecule Orientation and Rotational 

Motions..................................................................... 775
23.8.1.  Orientation Imaging of R6G and GFP........ 777
23.8.2.  Imaging of Dipole Radiation Patterns......... 778

23.9.  Time-Resolved Studies of Single Molecules ........... 779
23.10.  Biochemical Applications....................................... 780

23.10.1.  Turnover of Single Enzyme Molecules... 780
23.10.2.  Single-Molecule Molecular Beacons ...... 782
23.10.3.  Conformational Dynamics of a 

Holliday Junction .................................... 782
23.10.4.  Single-Molecule Calcium Sensor............ 784
23.10.5.  Motions of Molecular Motors ................. 784

23.11.  Advanced Topics in SMD....................................... 784
23.11.1.  Signal-to-Noise Ratio in 

Single-Molecule Detection...................... 784
23.11.2.  Polarization of Single Immobilized 

Fluorophores............................................ 786
23.11.3.  Polarization Measurements 

and Mobility of Surface-Bound 
Fluorophores............................................ 786

23.11.4.  Single-Molecule Lifetime Estimation ..... 787
23.12.  Additional Literature on SMD ............................... 788

References .............................................................. 788
Additional References on Single-Molecule 

Detection ........................................................... 791
Problem................................................................... 795

24. Fluorescence Correlation Spectroscopy

24.1.  Principles of Fluorescence Correlation 
Spectroscopy............................................................. 798

24.2.  Theory of FCS.......................................................... 800
24.2.1.  Translational Diffusion and FCS................. 802
24.2.2.  Occupation Numbers and Volumes 

in FCS.......................................................... 804
24.2.3.  FCS for Multiple Diffusing Species ........... 804

24.3.  Examples of FCS Experiments ................................ 805
24.3.1.  Effect of Fluorophore Concentration .......... 805
24.3.2.  Effect of Molecular Weight on 

Diffusion Coefficients ................................. 806
24.4.  Applications of FCS to Bioaffinity Reactions.......... 807

24.4.1.  Protein Binding to the 
Chaperonin GroEL ...................................... 807

24.4.2.  Association of Tubulin Subunits ................. 807
24.4.3.  DNA Applications of FCS .......................... 808

24.5.  FCS in Two Dimensions: Membranes ..................... 810
24.5.1.  Biophysical Studies of Lateral 

Diffusion in Membranes ............................. 812
24.5.2.  Binding to Membrane-Bound 

Receptors ..................................................... 813
24.6.  Effects of Intersystem Crossing ............................... 815

24.6.1.  Theory for FCS and Intersystem 
Crossing....................................................... 816

24.7.  Effects of Chemical Reactions ................................. 816
24.8.  Fluorescence Intensity Distribution Analysis........... 817
24.9.  Time-Resolved FCS ................................................. 819
24.10.  Detection of Conformational Dynamics 

in Macromolecules ................................................. 820
24.11.  FCS with Total Internal Reflection ........................ 821
24.12.  FCS with Two-Photon Excitation........................... 822

24.12.1.  Diffusion of an Intracellular 
Kinase Using FCS with 
Two-Photon Excitation............................ 823

24.13.  Dual-Color Fluorescence Cross-Correlation 
Spectroscopy........................................................... 823
24.13.1.  Instrumentation for Dual-Color 

FCCS ....................................................... 824
24.13.2.  Theory of Dual-Color FCCS................... 824
24.13.3.  DNA Cleavage by a 

Restriction Enzyme ................................. 826
24.13.4.  Applications of Dual-Color FCCS .......... 826

24.14.  Rotational Diffusion and Photo Antibunching ....... 828
24.15.  Flow Measurements Using FCS............................. 830
24.16.  Additional References on FCS ............................... 832

References .............................................................. 832
Additional References to FCS and 

Its Applications ................................................. 837
Problems ................................................................. 840

25. Radiative Decay Engineering:
Metal-Enhanced Fluorescence

25.1.  Radiative Decay Engineering ................................... 841
25.1.1.  Introduction to RDE.................................... 841
25.1.2.  Jablonski Diagram for Metal-

Enhanced Fluorescence ............................... 842
25.2.  Review of Metal Effects on Fluorescence................ 843

PRINCIPLES OF FLUORESCENCE SPECTROSCOPY xxv



25.3.  Optical Properties of Metal Colloids ....................... 845
25.4.  Theory for Fluorophore–Colloid Interactions .......... 846
25.5.  Experimental Results on Metal-Enhanced 

Fluorescence ............................................................. 848
25.5.1.  Application of MEF to DNA Analysis........ 848

25.6.  Distance-Dependence of Metal-Enhanced 
Fluorescence ............................................................. 851

25.7.  Applications of Metal-Enhanced Fluorescence........ 851
25.7.1.  DNA Hybridization Using MEF ................. 853
25.7.2.  Release of Self-Quenching.......................... 853
25.7.3.  Effect of Silver Particles on RET................ 854

25.8.  Mechanism of MEF.................................................. 855
25.9.  Perspective on RET .................................................. 856

References ................................................................ 856
Problem..................................................................... 859

26. Radiative Decay Engineering:
Surface Plasmon-Coupled Emission

26.1.  Phenomenon of SPCE .............................................. 861
26.2.  Surface-Plasmon Resonance .................................... 861

26.2.1.  Theory for Surface-Plasmon Resonance..... 863
26.3.  Expected Properties of SPCE................................... 865
26.4.  Experimental Demonstration of SPCE..................... 865
26.5.  Applications of SPCE............................................... 867
26.6.  Future Developments in SPCE................................. 868

References ................................................................ 870

Appendix I. Corrected Emission Spectra

1.  Emission Spectra Standards from 300 to 800 nm......... 873
2. β-Carboline Derivatives as Fluorescence Standards ..... 873
3.  Corrected Emission Spectra of 9,10-Diphenyl-

anthracene, Quinine, and Fluorescein ........................... 877
4.  Long-Wavelength Standards.......................................... 877
5.  Ultraviolet Standards ..................................................... 878
6.  Additional Corrected Emission Spectra ........................ 881

References ..................................................................... 881

Appendix II. Fluorescent Lifetime Standards

1.  Nanosecond Lifetime Standards.................................... 883
2.  Picosecond Lifetime Standards ..................................... 884
3.  Representative Frequency-Domain 

Intensity Decays ............................................................ 885
4.  Time-Domain Lifetime Standards................................. 886

Appendix III. Additional Reading

1.  Time-Resolved Measurements .................................... 889
2.  Spectra Properties of Fluorophores............................. 889
3.  Theory of Fluorescence and Photophysics.................. 889
4.  Reviews of Fluorescence Spectroscopy ...................... 889
5.  Biochemical Fluorescence .......................................... 890
6.  Protein Fluorescence ................................................... 890
7.  Data Analysis and Nonlinear Least Squares ............... 890
8.  Photochemistry............................................................ 890
9.  Flow Cytometry........................................................... 890

10.  Phosphorescence.......................................................... 890
11.  Fluorescence Sensing .................................................. 890
12.  Immunoassays ............................................................. 891
13.  Applications of Fluorescence ...................................... 891
14.  Multiphoton Excitation................................................ 891
15.  Infrared and NIR Fluorescence ................................... 891
16.  Lasers........................................................................... 891
17.  Fluorescence Microscopy............................................ 891
18.  Metal–Ligand Complexes and Unusual 

Lumophores ................................................................. 891
19.  Single-Molecule Detection.......................................... 891
20.  Fluorescence Correlation Spectroscopy ...................... 892
21.  Biophotonics................................................................ 892
22.  Nanoparticles ............................................................... 892
23.  Metallic Particles ......................................................... 892
24.  Books on Fluorescence................................................ 892

Answers to Problems  . . . . . . . . . . . . . . . . . . . . . 893

Index  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 923

xxvi CONTENTS



During the past 20 years there has been a remarkable
growth in the use of fluorescence in the biological sciences.
Fluorescence spectroscopy and time-resolved fluorescence
are considered to be primarily research tools in biochem-
istry and biophysics. This emphasis has changed, and the
use of fluorescence has expanded. Fluorescence is now a
dominant methodology used extensively in biotechnology,
flow cytometry, medical diagnostics, DNA sequencing,
forensics, and genetic analysis, to name a few. Fluorescence
detection is highly sensitive, and there is no longer the need
for the expense and difficulties of handling radioactive trac-
ers for most biochemical measurements. There has been
dramatic growth in the use of fluorescence for cellular and
molecular imaging. Fluorescence imaging can reveal the
localization and measurements of intracellular molecules,
sometimes at the level of single-molecule detection.

Fluorescence technology is used by scientists from
many disciplines. This volume describes the principles of
fluorescence that underlie its uses in the biological and
chemical sciences. Throughout the book we have included
examples that illustrate how the principles are used in dif-
ferent applications.

1.1. PHENOMENA OF FLUORESCENCE

Luminescence is the emission of light from any substance,
and occurs from electronically excited states. Lumines-
cence is formally divided into two categories—fluores-
cence and phosphorescence—depending on the nature of
the excited state. In excited singlet states, the electron in the
excited orbital is paired (by opposite spin) to the second
electron in the ground-state orbital. Consequently, return to
the ground state is spin allowed and occurs rapidly by emis-
sion of a photon. The emission rates of fluorescence are
typically 108 s–1, so that a typical fluorescence lifetime is
near 10 ns (10 x 10–9 s). As will be described in Chapter 4,
the lifetime (τ) of a fluorophore is the average time between
its excitation and return to the ground state. It is valuable to
consider a 1-ns lifetime within the context of the speed of

light. Light travels 30 cm, or about one foot, in one
nanosecond. Many fluorophores display subnanosecond
lifetimes. Because of the short timescale of fluorescence,
measurement of the time-resolved emission requires
sophisticated optics and electronics. In spite of the added
complexity, time-resolved fluorescence is widely used
because of the increased information available from the
data, as compared with stationary or steady-state measure-
ments. Additionally, advances in technology have made
time-resolved measurements easier, even when using mi-
croscopes.

Phosphorescence is emission of light from triplet excit-
ed states, in which the electron in the excited orbital has the
same spin orientation as the ground-state electron. Transi-
tions to the ground state are forbidden and the emission
rates are slow (103 to 100 s–1), so that phosphorescence life-
times are typically milliseconds to seconds. Even longer
lifetimes are possible, as is seen from "glow-in-the-dark"
toys. Following exposure to light, the phosphorescence sub-
stances glow for several minutes while the excited phospho-
rs slowly return to the ground state. Phosphorescence is
usually not seen in fluid solutions at room temperature. This
is because there exist many deactivation processes that
compete with emission, such as non-radiative decay and
quenching processes. It should be noted that the distinction
between fluorescence and phosphorescence is not always
clear. Transition metal–ligand complexes (MLCs), which
contain a metal and one or more organic ligands, display
mixed singlet–triplet states. These MLCs display interme-
diate lifetimes of hundreds of nanoseconds to several
microseconds. In this book we will concentrate mainly on
the more rapid phenomenon of fluorescence.

Fluorescence typically occurs from aromatic mole-
cules. Some typical fluorescent substances (fluorophores)
are shown in Figure 1.1. One widely encountered fluo-
rophore is quinine, which is present in tonic water. If one
observes a glass of tonic water that is exposed to sunlight, a
faint blue glow is frequently visible at the surface. This
glow is most apparent when the glass is observed at a right
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angle relative to the direction of the sunlight, and when the
dielectric constant is decreased by adding less polar sol-
vents like alcohols. The quinine in tonic water is excited by
the ultraviolet light from the sun. Upon return to the ground
state the quinine emits blue light with a wavelength near
450 nm. The first observation of fluorescence from a qui-
nine solution in sunlight was reported by Sir John Frederick
William Herschel (Figure 1.2) in 1845.1 The following is an
excerpt from this early report:

On a case of superficial colour presented by a homo-
geneous liquid internally colourless. By Sir John

Frederick William Herschel, Philosophical Translation
of the Royal Society of London (1845) 135:143–145.

Received January 28, 1845 — Read February 13, 1845.

"The sulphate of quinine is well known to be of
extremely sparing solubility in water. It is however
easily and copiously soluble in tartaric acid. Equal
weights of the sulphate and of crystallised tartaric
acid, rubbed up together with addition of a very little
water, dissolve entirely and immediately. It is this
solution, largely diluted, which exhibits the optical
phenomenon in question. Though perfectly transparent
and colourless when held between the eye and the

light, or a white object, it yet exhibits in certain
aspects, and under certain incidences of the light, an
extremely vivid and beautiful celestial blue colour,
which, from the circumstances of its occurrence,
would seem to originate in those strata which the light
first penetrates in entering the liquid, and which, if not
strictly superficial, at least exert their peculiar power
of analysing the incident rays and dispersing those
which compose the tint in question, only through a
very small depth within the medium.

To see the colour in question to advantage, all
that is requisite is to dissolve the two ingredients
above mentioned in equal proportions, in about a
hundred times their joint weight of water, and
having filtered the solution, pour it into a tall nar-
row cylindrical glass vessel or test tube, which is
to be set upright on a dark coloured substance
before an open window exposed to strong day-
light or sunshine, but with no cross lights, or any
strong reflected light from behind. If we look
down perpendicularly into the vessel so that the
visual ray shall graze the internal surface of the
glass through a great part of its depth, the whole
of that surface of the liquid on which the light
first strikes will appear of a lively blue, ...

If the liquid be poured out into another vessel,
the descending stream gleams internally from all
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Figure 1.1. Structures of typical fluorescent substances.

Figure 1.2. Sir John Fredrich William Herschel, March 7, 1792 to
May 11, 1871. Reproduced courtesy of the Library and Information
Centre, Royal Society of Chemistry.



its undulating inequalities, with the same lively
yet delicate blue colour, ... thus clearly demon-
strating that contact with a denser medium has no
share in producing this singular phenomenon.

The thinnest film of the liquid seems quite as
effective in producing this superficial colour as a
considerable thickness. For instance, if in pour-
ing it from one glass into another, ... the end of
the funnel be made to touch the internal surface
of the vessel well moistened, so as to spread the
descending stream over an extensive surface, the
intensity of the colour is such that it is almost
impossible to avoid supposing that we have a
highly coloured liquid under our view."

It is evident from this early description that Sir Her-
schel recognized the presence of an unusual phenomenon
that could not be explained by the scientific knowledge of
the time. To this day the fluorescence of quinine remains
one of the most used and most beautiful examples of fluo-
rescence. Herschel was from a distinguished family of sci-
entists who lived in England but had their roots in Ger-
many.2 For most of his life Sir Herschel did research in
astronomy, publishing only a few papers on fluorescence.

It is interesting to notice that the first known fluo-
rophore, quinine, was responsible for stimulating the devel-
opment of the first spectrofluorometers that appeared in the
1950s. During World War II, the Department of War was
interested in monitoring antimalaria drugs, including qui-
nine. This early drug assay resulted in a subsequent pro-
gram at the National Institutes of Health to develop the first
practical spectrofluorometer.3

Many other fluorophores are encountered in daily life.
The green or red-orange glow sometimes seen in antifreeze
is due to trace quantities of fluorescein or rhodamine,
respectively (Figure 1.1). Polynuclear aromatic hydrocar-
bons, such as anthracene and perylene, are also fluorescent,
and the emission from such species is used for environmen-
tal monitoring of oil pollution. Some substituted organic
compounds are also fluorescent. For example 1,4-bis(5-
phenyloxazol-2-yl)benzene (POPOP) is used in scintilla-
tion counting and acridine orange is often used as a DNA
stain. Pyridine 1 and rhodamine are frequently used in dye
lasers.

Numerous additional examples of probes could be pre-
sented. Instead of listing them here, examples will appear
throughout the book, with a description of the spectral
properties of the individual fluorophores. An overview of
fluorophores used for research and fluorescence sensing is
presented in Chapter 3. In contrast to aromatic organic mol-

ecules, atoms are generally nonfluorescent in condensed
phases. One notable exception is the group of elements
commonly known as the lanthanides.4 The fluorescence
from europium and terbium ions results from electronic
transitions between f orbitals. These orbitals are shielded
from the solvent by higher filled orbitals. The lanthanides
display long decay times because of this shielding and low
emission rates because of their small extinction coeffi-
cients.

Fluorescence spectral data are generally presented as
emission spectra. A fluorescence emission spectrum is a
plot of the fluorescence intensity versus wavelength
(nanometers) or wavenumber (cm–1). Two typical fluores-
cence emission spectra are shown in Figure 1.3. Emission
spectra vary widely and are dependent upon the chemical
structure of the fluorophore and the solvent in which it is
dissolved. The spectra of some compounds, such as pery-
lene, show significant structure due to the individual vibra-
tional energy levels of the ground and excited states. Other
compounds, such as quinine, show spectra devoid of vibra-
tional structure.

An important feature of fluorescence is high sensitivi-
ty detection. The sensitivity of fluorescence was used in
1877 to demonstrate that the rivers Danube and Rhine were
connected by underground streams.5 This connection was
demonstrated by placing fluorescein (Figure 1.1) into the
Danube. Some sixty hours later its characteristic green flu-
orescence appeared in a small river that led to the Rhine.
Today fluorescein is still used as an emergency marker for
locating individuals at sea, as has been seen on the landing
of space capsules in the Atlantic Ocean. Readers interested
in the history of fluorescence are referred to the excellent
summary by Berlman.5

1.2. JABLONSKI DIAGRAM

The processes that occur between the absorption and emis-
sion of light are usually illustrated by the Jablonski6 dia-
gram. Jablonski diagrams are often used as the starting
point for discussing light absorption and emission. Jablon-
ski diagrams are used in a variety of forms, to illustrate var-
ious molecular processes that can occur in excited states.
These diagrams are named after Professor Alexander
Jablonski (Figure 1.4), who is regarded as the father of flu-
orescence spectroscopy because of his many accomplish-
ments, including descriptions of concentration depolariza-
tion and defining the term "anisotropy" to describe the
polarized emission from solutions.7,8
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Brief History of Alexander Jablonski

Professor Jablonski was born February 26, 1898 in
Voskresenovka, Ukraine. In 1916 he began his study
of atomic physics at the University of Kharkov, which
was interrupted by military service first in the Russian
Army and later in the newly organized Polish Army
during World War I. At the end of 1918, when an inde-
pendent Poland was re-created after more than 120
years of occupation by neighboring powers, Jablonski
left Kharkov and arrived in Warsaw, where he entered
the University of Warsaw to continue his study of
physics. His study in Warsaw was again interrupted in
1920 by military service during the Polish-Bolshevik
war.

An enthusiastic musician, Jablonski played
first violin at the Warsaw Opera from 1921
to 1926 while studying at the university under
Stefan Pienkowski. He received his doctorate in
1930 for work "On the influence of the change of
wavelengths of excitation light on the fluores-
cence spectra." Although Jablonski left the opera
in 1926 and devoted himself entirely to scientific
work, music remained his great passion until the
last days of his life.

Throughout the 1920s and 30s the Depart-
ment of Experimental Physics at Warsaw Univer-
sity was an active center for studies on lumines-
cence under S. Pienkowski. During most of this
period Jablonski worked both theoretically and
experimentally on the fundamental problems of
photoluminescence of liquid solutions as well as
on the pressure effects on atomic spectral lines in
gases. A problem that intrigued Jablonski for
many years was the polarization of photolumi-
nescence of solutions. To explain the experimen-
tal facts he distinguished the transition moments
in absorption and in emission and analyzed vari-
ous factors responsible for the depolarization of
luminescence.

Jablonski's work was interrupted once again
by a world war. From 1939 to 1945 Jablonski
served in the Polish Army, and spent time as a
prisoner of first the German Army and then the
Soviet Army. In 1946 he returned to Poland to
chair a new Department of Physics in the new
Nicholas Copernicus University in Torun. This
beginning occurred in the very difficult postwar
years in a country totally destroyed by World
War II. Despite all these difficulties, Jablonski
with great energy organized the Department of
Physics at the university, which became a scien-
tific center for studies in atomic and molecular
physics.
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Figure 1.3. Absorption and fluorescence emission spectra of perylene
and quinine. Emission spectra cannot be correctly presented on both
the wavelength and wavenumber scales. The wavenumber presenta-
tion is correct in this instance. Wavelengths are shown for conven-
ience. See Chapter 3. Revised from [5].

Figure 1.4. Professor Alexander Jablonski (1898–1980), circa 1935.
Courtesy of his daughter, Professor Danuta Frackowiak.



His work continued beyond his retirement in
1968. Professor Jablonski created a spectroscop-
ic school of thought that persists today through
his numerous students, who now occupy posi-
tions at universities in Poland and elsewhere.
Professor Jablonski died on September 9, 1980.
More complete accounts of his accomplishments
are given in [7] and [8].

A typical Jablonski diagram is shown in Figure 1.5. The
singlet ground, first, and second electronic states are depict-
ed by S0, S1, and S2, respectively. At each of these electron-
ic energy levels the fluorophores can exist in a number of
vibrational energy levels, depicted by 0, 1, 2, etc. In this
Jablonski diagram we excluded a number of interactions that
will be discussed in subsequent chapters, such as quenching,
energy transfer, and solvent interactions. The transitions
between states are depicted as vertical lines to illustrate the
instantaneous nature of light absorption. Transitions occur in
about 10–15 s, a time too short for significant displacement of
nuclei. This is the Franck-Condon principle.

The energy spacing between the various vibrational
energy levels is illustrated by the emission spectrum of
perylene (Figure 1.3). The individual emission maxima
(and hence vibrational energy levels) are about 1500 cm–1

apart. At room temperature thermal energy is not adequate
to significantly populate the excited vibrational states.
Absorption and emission occur mostly from molecules with
the lowest vibrational energy. The larger energy difference
between the S0 and S1 excited states is too large for thermal
population of S1. For this reason we use light and not heat
to induce fluorescence.

Following light absorption, several processes usually
occur. A fluorophore is usually excited to some higher
vibrational level of either S1 or S2. With a few rare excep-
tions, molecules in condensed phases rapidly relax to the
lowest vibrational level of S1. This process is called internal
conversion and generally occurs within 10–12 s or less. Since
fluorescence lifetimes are typically near 10–8 s, internal
conversion is generally complete prior to emission. Hence,
fluorescence emission generally results from a thermally
equilibrated excited state, that is, the lowest energy vibra-
tional state of S1.

Return to the ground state typically occurs to a higher
excited vibrational ground state level, which then quickly
(10–12 s) reaches thermal equilibrium (Figure 1.5). Return to
an excited vibrational state at the level of the S0 state is the
reason for the vibrational structure in the emission spectrum
of perylene. An interesting consequence of emission to
higher vibrational ground states is that the emission spec-

trum is typically a mirror image of the absorption spectrum
of the S0 6 S1 transition. This similarity occurs because
electronic excitation does not greatly alter the nuclear
geometry. Hence the spacing of the vibrational energy lev-
els of the excited states is similar to that of the ground state.
As a result, the vibrational structures seen in the absorption
and the emission spectra are similar.

Molecules in the S1 state can also undergo a spin con-
version to the first triplet state T1. Emission from T1 is
termed phosphorescence, and is generally shifted to longer
wavelengths (lower energy) relative to the fluorescence.
Conversion of S1 to T1 is called intersystem crossing. Tran-
sition from T1 to the singlet ground state is forbidden, and
as a result the rate constants for triplet emission are several
orders of magnitude smaller than those for fluorescence.
Molecules containing heavy atoms such as bromine and
iodine are frequently phosphorescent. The heavy atoms
facilitate intersystem crossing and thus enhance phospho-
rescence quantum yields.

1.3. CHARACTERISTICS OF FLUORESCENCE
EMISSION

The phenomenon of fluorescence displays a number of gen-
eral characteristics. Exceptions are known, but these are
infrequent. Generally, if any of the characteristics described
in the following sections are not displayed by a given fluo-
rophore, one may infer some special behavior for this com-
pound.

1.3.1. The Stokes Shift

Examination of the Jablonski diagram (Figure 1.5) reveals
that the energy of the emission is typically less than that of
absorption. Fluorescence typically occurs at lower energies
or longer wavelengths. This phenomenon was first observed
by Sir. G. G. Stokes in 1852 at the University of Cam-
bridge.9 These early experiments used relatively simple
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instrumentation (Figure 1.6). The source of ultraviolet exci-
tation was provided by sunlight and a blue glass filter,
which was part of a stained glass window. This filter selec-
tively transmitted light below 400 nm, which was absorbed
by quinine (Figure 1.6). The incident light was prevented
from reaching the detector (eye) by a yellow glass (of wine)
filter. Quinine fluorescence occurs near 450 nm and is
therefore easily visible.

It is interesting to read Sir George's description of the
observation. The following is from his report published in
1852:9

On the Change of Refrangibility of Light. By G. G. 

Stokes, M.A., F.R.S., Fellow of Pembroke College,

and Lucasian Professor of Mathematics in the 

University of Cambridge. Phil. Trans. Royal 

Society of London (1852) pp. 463-562. 

Received May 11, — Read May 27, 1852.

"The following researches originated in a considera-
tion of the very remarkable phenomenon discovered
by Sir John Herschel in a solution of sulphate of qui-
nine, and described by him in two papers printed in the
Philosophical Transactions for 1845, entitled "On a
Case of Superficial Colour presented by a Homoge-
neous Liquid internally colourless," and "On the
Epipolic Dispersion of Light." The solution of quinine,
though it appears to be perfectly transparent and
colourless, like water, when viewed by transmitted
light, exhibits nevertheless in certain aspects, and
under certain incidences of the light, a beautiful celes-
tial blue colour. It appears from the experiments of Sir
John Herschel that the blue colour comes only from a
stratum of fluid of small but finite thickness adjacent
to the surface by which the light enters. After passing
through this stratum, the incident light, though not
sensibly enfeebled nor coloured, has lost the power of
producing the same effect, and therefore may be con-

sidered as in some way or other qualitatively different
from the original light."

Careful reading of this paragraph reveals several
important characteristics of fluorescent solutions. The qui-
nine solution is colorless because it absorbs in the ultravio-
let, which we cannot see. The blue color comes only from a
region near the surface. This is because the quinine solution
was relatively concentrated and absorbed all of the UV in
the first several millimeters. Hence Stokes observed the
inner filter effect. After passing through the solution the
light was "enfeebled" and no longer capable of causing the
blue glow. This occurred because the UV was removed and
the "enfeebled" light could no longer excite quinine. How-
ever, had Sir George used a second solution of fluorescein,
rather than quinine, it would have still been excited because
of the longer absorption wavelength of fluorescein.

Energy losses between excitation and emission are
observed universally for fluorescent molecules in solution.
One common cause of the Stokes shift is the rapid decay to
the lowest vibrational level of S1. Furthermore, fluo-
rophores generally decay to higher vibrational levels of S0

(Figure 1.5), resulting in further loss of excitation energy by
thermalization of the excess vibrational energy. In addition
to these effects, fluorophores can display further Stokes
shifts due to solvent effects, excited-state reactions, com-
plex formation, and/or energy transfer.

Brief History of Sir. G. G. Stokes:

Professor Stokes was born in Ireland, August 3, 1819
(Figure 1.7). He entered Pembroke College, Cam-
bridge, in 1837, and was elected as a fellow of Pem-
broke immediately upon his graduation in 1841. In
1849 Stokes became Lucasian Professor at Cam-
bridge, a chair once held by Newton. Because of poor
endowment for the chair, he also worked in the Gov-
ernment School of Mines.

Stokes was involved with a wide range of sci-
entific problems, including hydrodynamics, elas-
ticity of solids, and diffraction of light. The wave
theory of light was already known when he
entered Cambridge. In his classic paper on qui-
nine, he understood that light of a higher "refran-
gibility" or frequency was responsible for the
blue glow of lower refrangibility or frequency.
Thus invisible ultraviolet rays were absorbed to
produce the blue light at the surface. Stokes later
suggested using optical properties such as
absorption, colored reflection, and fluorescence,
to identify organic substances.
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Figure 1.6. Experimental schematic for detection of the Stokes shift.
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Later in life Stokes was universally honored
with degrees and medals. He was knighted in
1889 and became Master of Pembroke College in
1902. After the 1850s, Stokes became involved
in administrative matters, and his scientific pro-
ductivity decreased. Some things never change.
Professor Stokes died February 1, 1903.

1.3.2. Emission Spectra Are Typically Independent 
of the Excitation Wavelength

Another general property of fluorescence is that the same
fluorescence emission spectrum is generally observed irre-
spective of the excitation wavelength. This is known as
Kasha's rule,10 although Vavilov reported in 1926 that quan-
tum yields were generally independent of excitation wave-
length.5 Upon excitation into higher electronic and vibra-
tional levels, the excess energy is quickly dissipated, leav-
ing the fluorophore in the lowest vibrational level of S1.
This relaxation occurs in about 10–12 s, and is presumably a
result of a strong overlap among numerous states of nearly
equal energy. Because of this rapid relaxation, emission
spectra are usually independent of the excitation wave-
length. Exceptions exist, such as fluorophores that exist in
two ionization states, each of which displays distinct
absorption and emission spectra. Also, some molecules are
known to emit from the S2 level, but such emission is rare
and generally not observed in biological molecules.

It is interesting to ask why perylene follows the mirror-
image rule, but quinine emission lacks the two peaks seen
in its excitation spectrum at 315 and 340 nm (Figure 1.3).
In the case of quinine, the shorter wavelength absorption
peak is due to excitation to the second excited state (S2),
which relaxes rapidly to S1. Emission occurs predominant-
ly from the lowest singlet state (S1), so emission from S2 is
not observed. The emission spectrum of quinine is the mir-
ror image of the S0 6 S1 absorption of quinine, not of its
total absorption spectrum. This is true for most fluo-
rophores: the emission is the mirror image of S0 6 S1

absorption, not of the total absorption spectrum.
The generally symmetric nature of these spectra is a

result of the same transitions being involved in both absorp-
tion and emission, and the similar vibrational energy levels
of S0 and S1. In most fluorophores these energy levels are
not significantly altered by the different electronic distribu-
tions of S0 and S1. Suppose the absorption spectrum of a
fluorophore shows distinct peaks due to the vibrational
energy levels. Such peaks are seen for anthracene in Figure

1.8. These peaks are due to transitions from the lowest
vibrational level of the S0 state to higher vibrational levels
of the S1 state. Upon return to the S0 state the fluorophore
can return to any of the ground state vibrational levels.
These vibrational energy levels have similar spacing to
those in the S1 state. The emission spectrum shows the
same vibrational energy spacing as the absorption spec-
trum. According to the Franck-Condon principle, all elec-
tronic transitions are vertical, that is, they occur without
change in the position of the nuclei. As a result, if a partic-
ular transition probability (Franck-Condon factor) between
the 0th and 1st vibrational levels is largest in absorption,
the reciprocal transition is also most probable in emission
(Figure 1.8).

A rigorous test of the mirror-image rule requires that
the absorption and emission spectra be presented in appro-
priate units.12 The closest symmetry should exist between
the modified spectra ε(ν�)/ν� and F(ν�)/ν�3 , where ε(ν�) is the
extinction coefficient at wavenumber (ν�), and F(ν�) is the
relative photon flux over a  wavenumber increment ∆ν�.
Agreement between these spectra is generally found for
polynuclear aromatic hydrocarbons.
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Figure 1.7. Sir George Gabriel Stokes, 1819–1903, Lucasian
Professor at Cambridge. Reproduced courtesy of the Library and
Information Centre, Royal Society of Chemistry.



1.3.3. Exceptions to the Mirror-Image Rule

Although often true, many exceptions to the mirror-image
rule occur. This is illustrated for the pH-sensitive fluo-
rophore 1-hydroxypyrene-3,6,8-trisulfonate (HPTS) in Fig-
ure 1.9. At low pH the hydroxyl group is protonated. The
absorption spectrum at low pH shows vibrational structure
typical of an aromatic hydrocarbon. The emission spectrum
shows a large Stokes shift and none of the vibrational struc-
ture seen in the absorption spectrum. The difference
between the absorption emission spectra is due to ionization
of the hydroxyl group. The dissociation constant (pKa) of
the hydroxyl group decreases in the excited state, and this
group becomes ionized. The emission occurs from a differ-
ent molecular species, and this ionized species displays a
broad spectrum. This form of HPTS with an ionized
hydroxyl group can be formed at pH 13. The emission spec-
trum is a mirror image of the absorption of the high pH
form of HPTS.

Changes in pKa in the excited state also occur for bio-
chemical fluorophores. For example, phenol and tyrosine
each show two emissions, the long-wavelength emission
being favored by a high concentration of proton acceptors.
The pKa of the phenolic hydroxyl group decreases from 11
in the ground state to 4 in the excited state. Following exci-
tation, the phenolic proton is lost to proton acceptors in the
solution. Depending upon the concentration of these accep-
tors, either the phenol or the phenolate emission may dom-
inate the emission spectrum.

Excited-state reactions other than proton dissociation
can also result in deviations from the mirror symmetry rule.
One example is shown in Figure 1.10, which shows the
emission spectrum of anthracene in the presence of diethyl-
aniline.13 The structured emission at shorter wavelengths is
a mirror image of the absorption spectrum of anthracene.
The unstructured emission at longer wavelengths is due to
formation of a charge-transfer complex between the excited
state of anthracene and diethylaniline. The unstructured
emission is from this complex. Many polynuclear aromatic
hydrocarbons, such as pyrene and perylene, also form
charge-transfer complexes with amines. These excited-state
complexes are referred to as exciplexes.

Some fluorophores can also form complexes with
themselves. The best known example is pyrene. At low con-
centrations pyrene displays a highly structured emission
(Figure 1.11). At higher concentrations the previously invis-
ible UV emission of pyrene becomes visible at 470 nm.
This long-wavelength emission is due to excimer forma-
tion. The term "excimer" is an abbreviation for an excited-
state dimer.

1.4. FLUORESCENCE LIFETIMES AND 
QUANTUM YIELDS

The fluorescence lifetime and quantum yield are perhaps
the most important characteristics of a fluorophore. Quan-
tum yield is the number of emitted photons relative to the
number of absorbed photons. Substances with the largest
quantum yields, approaching unity, such as rhodamines,
display the brightest emissions. The lifetime is also impor-
tant, as it determines the time available for the fluorophore
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Figure 1.8. Mirror-image rule and Franck-Condon factors. The ab-
sorption and emission spectra are for anthracene. The numbers 0, 1,
and 2 refer to vibrational energy levels. From [11].

Figure 1.9. Absorption (pH 1, 7.64, and 13) and emission spectra (pH
7) of 1-hydroxypyrene-3,6,8-trisulfonate in water. From [11].



to interact with or diffuse in its environment, and hence the
information available from its emission.

The meanings of quantum yield and lifetime are best
represented by a simplified Jablonski diagram (Figure
1.12). In this diagram we do not explicitly illustrate the

individual relaxation processes leading to the relaxed S1

state. Instead, we focus on those processes responsible for
return to the ground state. In particular, we are interested in
the emissive rate of the fluorophore (Γ) and its rate of non-
radiative decay to S0 (knr).

The fluorescence quantum yield is the ratio of the num-
ber of photons emitted to the number absorbed. The rate
constants Γ and knr both depopulate the excited state. The
fraction of fluorophores that decay through emission, and
hence the quantum yield, is given by

(1.1)

The quantum yield can be close to unity if the radia-
tionless decay rate is much smaller than the rate of radiative
decay, that is knr < Γ. We note that the energy yield of fluo-
rescence is always less than unity because of Stokes losses.
For convenience we have grouped all possible non-radiative
decay processes with the single rate constant knr.

The lifetime of the excited state is defined by the aver-
age time the molecule spends in the excited state prior to
return to the ground state. Generally, fluorescence lifetimes
are near 10 ns. For the fluorophore illustrated in Figure 1.12
the lifetime is

(1.2)

Fluorescence emission is a random process, and few
molecules emit their photons at precisely t = τ. The lifetime
is an average value of the time spent in the excited state. For
a single exponential decay (eq. 1.13) 63% of the molecules
have decayed prior to t = τ and 37% decay at t > τ.

An example of two similar molecules with different
lifetimes and quantum yields is shown in Figure 1.13. The
differences in lifetime and quantum yield for eosin and ery-
throsin B are due to differences in non-radiative decay rates.
Eosin and erythrosin B have essentially the same extinction
coefficient and the same radiative decay rate (see eq. 1.4).
Heavy atoms such as iodine typically result in shorter life-
times and lower quantum yields.

The lifetime of the fluorophore in the absence of non-
radiative processes is called the intrinsic or natural lifetime,
and is given by

(1.3)

In principle, the natural lifetime τn can be calculated
from the absorption spectra, extinction coefficient, and

τn �
1

Γ

τ �
1

Γ � knr

Q �
Γ

Γ � knr
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Figure 1.10. Emission spectrum of anthracene in toluene containing
0.2 M diethylaniline. The dashed lines show the emission spectra of
anthracene or its exciplex with diethylaniline. Figure revised from
[13], photo from [14].

Figure 1.11. Emission spectra of pyrene and its excimer. The relative
intensity of the excimer peak (470 nm) decreases as the total concen-
tration of pyrene is decreased from 6 x 10–3 M (top) to 0.9 x 10–4 M
(bottom). Reproduced with permission from John Wiley and Sons Inc.
From [12].



emission spectra of the fluorophore. The radiative decay
rate Γ can be calculated using15,16

(1.4)

where F(ν�) is the emission spectrum plotted on the
wavenumber (cm–1) scale, ε(ν�) is the absorption spectrum,
and n is the refractive index of the medium. The integrals
are calculated over the S0 : S1 absorption and emission
spectra. In many cases this expression works rather well,
particularly for solutions of polynuclear aromatic hydrocar-
bons. For instance, the calculated value15 of Γ for perylene
is 1.8 x 108 s–1, which yields a natural lifetime of 5.5 ns.
This value is close to that observed for perylene, which dis-
plays a quantum yield near unity. However, there are
numerous reasons why eq. 1.4 can fail. This expression
assumes no interaction with the solvent, does not consider
changes in the refractive index (n) between the absorption

and emission wavelength, and assumes no change in excit-
ed-state geometry. A more complete form of eq. 1.4 (not
shown) includes a factor G = gl/gu on the right-hand side,
where gl and gu are the degeneracies of the lower and upper
states, respectively. For fluorescence transitions G = 1, for
phosphorescence transitions G = 1/3.

The natural lifetime can be calculated from the meas-
ured lifetime (τ) and quantum yield

(1.5)

which can be derived from eqs. 1.2 and 1.3. Many biochem-
ical fluorophores do not behave as predictably as unsubsti-
tuted aromatic compounds. Hence, there is often poor
agreement between the value of τn calculated from eq. 1.5
and that calculated from its absorption and emission spec-
tra (eq. 1.4). These discrepancies occur for a variety of
unknown and known reasons, such as a fraction of the flu-
orophores located next to quenching groups, which some-
times occurs for tryptophan residues in proteins.

The quantum yield and lifetime can be modified by
factors that affect either of the rate constants (Γ or knr). For
example, a molecule may be nonfluorescent as a result of a
large rate of internal conversion or a slow rate of emission.
Scintillators are generally chosen for their high quantum
yields. These high yields are a result of large Γ values.
Hence, the lifetimes are generally short: near 1 ns. The flu-
orescence emission of aromatic substances containing
–NO2 groups are generally weak, primarily as a result of
large knr values. The quantum yields of phosphorescence are
extremely small in fluid solutions at room temperature. The
triplet-to-singlet transition is forbidden by symmetry, and
the rates of spontaneous emission are about 103 s–1 or small-
er. Since knr values are near 109 s–1, the quantum yields of
phosphorescence are small at room temperature. From eq.
1.1 one can predict phosphorescence quantum yields of
10–6.

Comparison of the natural lifetime, measured lifetime,
and quantum yield can be informative. For example, in the
case of the widely used membrane probe 1,6-diphenyl-
1,3,5-hexatriene (DPH) the measured lifetime near 10 ns is
much longer than that calculated from eq. 1.4, which is near
1.5 ns.17 In this case the calculation based on the absorption
spectrum of DPH is incorrect because the absorption transi-
tion is to a state of different electronic symmetry than the
emissive state. Such quantum-mechanical effects are rarely
seen in more complex fluorophores with heterocyclic
atoms.

τn � τ /Q

� 2.88 � 109n2<ν�3> �1� ε(ν ) dν
ν

Γ � 2.88 � 109 n2
�F(ν )  dν

�F(ν )dν / ν3 � ε(ν )
ν

dν
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Figure 1.12. A simplified Jablonski diagram to illustrate the meaning
of quantum yields and lifetimes.

Figure 1.13. Emission spectra of eosin and erythrosin B (ErB).



1.4.1. Fluorescence Quenching

The intensity of fluorescence can be decreased by a wide
variety of processes. Such decreases in intensity are called
quenching. Quenching can occur by different mechanisms.
Collisional quenching occurs when the excited-state fluo-
rophore is deactivated upon contact with some other mole-
cule in solution, which is called the quencher. Collisional
quenching is illustrated on the modified Jablonski diagram
in Figure 1.14. In this case the fluorophore is returned to the
ground state during a diffusive encounter with the quencher.
The molecules are not chemically altered in the process. For
collisional quenching the decrease in intensity is described
by the well-known Stern-Volmer equation:

(1.6)

In this expression K is the Stern-Volmer quenching
constant, kq is the bimolecular quenching constant, τ0 is the
unquenched lifetime, and [Q] is the quencher concentration.
The Stern-Volmer quenching constant K indicates the sen-
sitivity of the fluorophore to a quencher. A fluorophore
buried in a macromolecule is usually inaccessible to water-
soluble quenchers, so that the value of K is low. Larger val-
ues of K are found if the fluorophore is free in solution or
on the surface of a biomolecule.

A wide variety of molecules can act as collisional
quenchers. Examples include oxygen, halogens, amines,
and electron-deficient molecules like acrylamide. The
mechanism of quenching varies with the fluoro-
phore–quencher pair. For instance, quenching of indole by
acrylamide is probably due to electron transfer from indole
to acrylamide, which does not occur in the ground state.
Quenching by halogen and heavy atoms occurs due to
spin–orbit coupling and intersystem crossing to the triplet
state (Figure 1.5).

Aside from collisional quenching, fluorescence quench-
ing can occur by a variety of other processes. Fluorophores
can form nonfluorescent complexes with quenchers. This
process is referred to as static quenching since it occurs in the
ground state and does not rely on diffusion or molecular col-
lisions. Quenching can also occur by a variety of trivial, i.e.,
non-molecular mechanisms, such as attenuation of the inci-
dent light by the fluorophore itself or other absorbing species.

1.4.2. Timescale of Molecular Processes 
in Solution

The phenomenon of quenching provides a valuable context
for understanding the role of the excited-state lifetime in

allowing fluorescence measurements to detect dynamic
processes in solution or in macromolecules. The basic idea
is that absorption is an instantaneous event. According to
the Franck-Condon principle, absorption occurs so fast that
there is no time for molecular motion during the absorption
process. Absorption occurs in the time it takes a photon to
travel the length of a photon: in less than 10–15 s. As a result,
absorption spectroscopy can only yield information on the
average ground state of the molecules that absorb light.
Only solvent molecules that are immediately adjacent to the
absorbing species will affect its absorption spectrum.
Absorption spectra are not sensitive to molecular dynamics
and can only provide information on the average solvent
shell adjacent to the chromophore.

In contrast to absorption, emission occurs over a longer
period of time. The length of time fluorescent molecules
remain in the excited state provides an opportunity for
interactions with other molecules in solution. Collisional
quenching of fluorescence by molecular oxygen is an excel-
lent example of the expansion of time and distance provid-
ed by the fluorescence lifetime. If a fluorophore in the
excited state collides with an oxygen molecule, then the flu-
orophore returns to the ground state without emission of a
photon. The diffusion coefficient (D) of oxygen in water at
25EC is 2.5 x 10–5 cm2/s. Suppose a fluorophore has a life-
time of 10 ns. Although 10 ns may appear to be a brief time
span, it is in fact quite long relative to the motions of small
molecules in fluid solution. The average distance (∆x2)1/2 an
oxygen molecule can diffuse in 10–8 s or 10 ns is given by
the Einstein equation:

(1.7)

The distance is about 70 Å, which is comparable to the
thickness of a biological membrane or the diameter of a
protein. Some fluorophores have lifetimes as long as 400

∆x2 � 2Dτ

F0

F
� 1 � K �Q� � 1 � kqτ0 

�Q �
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Figure 1.14. Jablonski diagram with collisional quenching and fluo-
rescence resonance energy transfer (FRET). The term Σki is used to
represent non-radiative paths to the ground state aside from quenching
and FRET.



ns, and hence diffusion of oxygen molecules may be
observed over distances of 450 Å. Absorption measure-
ments are only sensitive to the immediate environment
around the fluorophore, and then only sensitive to the
instantaneously averaged environment.

Other examples of dynamic processes in solution
involve fluorophore–solvent interactions and rotational dif-
fusion. As was observed by Stokes, most fluorophores dis-
play emission at lower energies than their absorption. Most
fluorophores have larger dipole moments in the excited
state than in the ground state. Rotational motions of small
molecules in fluid solution are rapid, typically occurring on
a timescale of 40 ps or less. The relatively long timescale of
fluorescence allows ample time for the solvent molecules to
reorient around the excited-state dipole, which lowers its
energy and shifts the emission to longer wavelengths. This
process is called solvent relaxation and occurs within 10–10

s in fluid solution (Figure 1.14). It is these differences
between absorption and emission that result in the high sen-
sitivity of emission spectra to solvent polarity, and the
smaller spectral changes seen in absorption spectra. Solvent
relaxation can result in substantial Stokes shifts. In proteins,
tryptophan residues absorb light at 280 nm, and their fluo-
rescence emission occurs near 350 nm.

1.5. FLUORESCENCE ANISOTROPY

Anisotropy measurements are commonly used in the bio-
chemical applications of fluorescence. Anisotropy measure-
ments provide information on the size and shape of proteins
or the rigidity of various molecular environments. Anisotro-
py measurements have been used to measure protein–pro-
tein associations, fluidity of membranes, and for immuno-
assays of numerous substances.

Anisotropy measurements are based on the principle of
photoselective excitation of fluorophores by polarized light.
Fluorophores preferentially absorb photons whose electric
vectors are aligned parallel to the transition moment of the
fluorophore. The transition moment has a defined orienta-
tion with respect to the molecular axis. In an isotropic solu-
tion, the fluorophores are oriented randomly. Upon excita-
tion with polarized light, one selectively excites those fluo-
rophore molecules whose absorption transition dipole is
parallel to the electric vector of the excitation (Figure 1.15).
This selective excitation results in a partially oriented pop-
ulation of fluorophores (photoselection), and in partially
polarized fluorescence emission. Emission also occurs with
the light polarized along a fixed axis in the fluorophore. The

relative angle between these moments determines the max-
imum measured anisotropy [r0, see eq. 10.19]. The fluores-
cence anisotropy (r) and polarization (P) are defined by

(1.8)

(1.9)

where I|| and Iz are the fluorescence intensities of the verti-
cally (||) and horizontally (z) polarized emission, when the
sample is excited with vertically polarized light. Anisotropy
and polarization are both expressions for the same phenom-
enon, and these values can be interchanged using eqs. 10.3
and 10.4.

Several phenomena can decrease the measured
anisotropy to values lower than the maximum theoretical
values. The most common cause is rotational diffusion
(Figure 1.15). Such diffusion occurs during the lifetime of
the excited state and displaces the emission dipole of the
fluorophore. Measurement of this parameter provides infor-
mation about the relative angular displacement of the fluo-
rophore between the times of absorption and emission. In
fluid solution most fluorophores rotate extensively in 50 to
100 ps. Hence, the molecules can rotate many times during
the 1–10 ns excited-state lifetime, and the orientation of the
polarized emission is randomized. For this reason fluo-
rophores in non-viscous solution typically display
anisotropies near zero. Transfer of excitation between fluo-
rophores also results in decreased anisotropies.

The effects of rotational diffusion can be decreased if
the fluorophore is bound to a macromolecule. For instance,
it is known that the rotational correlation time for the pro-
tein human serum albumin (HSA) is near 50 ns. Suppose
HSA is covalently labeled with a fluorophore whose life-
time is 50 ns. Assuming no other processes result in loss of
anisotropy, the expected anisotropy is given by the Perrin
equation:18

(1.10)

where r0 is the anisotropy that would be measured in the
absence of rotational diffusion, and θ is the rotational cor-
relation time for the diffusion process. In this case binding
of the fluorophore to the protein has slowed the probe's rate
of rotational motion. Assuming r0 = 0.4, the anisotropy is
expected to be 0.20. Smaller proteins have shorter correla-

r �
r0

1 � (τ / θ )

P �
I|| � I�
I|| � I�

r �
I|| � I�
I|| � 2I�
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tion times and are expected to yield lower anisotropies. The
anisotropies of larger proteins can also be low if they are
labeled with long-lifetime fluorophores. The essential point
is that the rotational correlation times for most proteins are
comparable to typical fluorescence lifetimes. As a result,
measurements of fluorescence anisotropy will be sensitive
to any factor that affects the rate of rotational diffusion. The
rotational rates of fluorophores in cell membranes also
occur on the nanoscale timescale, and the anisotropy values
are thus sensitive to membrane composition. For these rea-
sons, measurements of fluorescence polarization are wide-
ly used to study the interactions of biological macromole-
cules.

1.6. RESONANCE ENERGY TRANSFER

Another important process that occurs in the excited state is
resonance energy transfer (RET). This process occurs
whenever the emission spectrum of a fluorophore, called
the donor, overlaps with the absorption spectrum of anoth-
er molecule, called the acceptor.19 Such overlap is illustrat-
ed in Figure 1.16. The acceptor does not need to be fluores-
cent. It is important to understand that RET does not
involve emission of light by the donor. RET is not the result
of emission from the donor being absorbed by the acceptor.
Such reabsorption processes are dependent on the overall
concentration of the acceptor, and on non-molecular factors
such as sample size, and thus are of less interest. There is
no intermediate photon in RET. The donor and acceptor
are coupled by a dipole–dipole interaction. For these rea-
sons the term RET is preferred over the term fluores-
cence resonance energy transfer (FRET), which is also in
common use.

The extent of energy transfer is determined by the dis-
tance between the donor and acceptor, and the extent of
spectral overlap. For convenience the spectral overlap (Fig-
ure 1.16) is described in terms of the Förster distance (R0).
The rate of energy transfer kT(r) is given by

(1.11)

where r is the distance between the donor (D) and acceptor
(A) and τD is the lifetime of the donor in the absence of
energy transfer. The efficiency of energy transfer for a sin-
gle donor–acceptor pair at a fixed distance is

(1.12)

Hence the extent of transfer depends on distance (r).
Fortunately, the Förster distances are comparable in size to
biological macromolecules: 30 to 60 Å. For this reason
energy transfer has been used as a "spectroscopic ruler" for
measurements of distance between sites on proteins.20 The
value of R0 for energy transfer should not be confused with
the fundamental anisotropies (r0).

The field of RET is large and complex. The theory is
different for donors and acceptors that are covalently
linked, free in solution, or contained in the restricted
geometries of membranes or DNA. Additionally, depending
on donor lifetime, diffusion can increase the extent of ener-
gy transfer beyond that predicted by eq. 1.12.

E �
R6

0

R6
0 � r6

kT 
(r ) �

1

τD
 (R0

r
) 6
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Figure 1.15. Effects of polarized excitation and rotational diffusion on
the polarization or anisotropy of the emission.

Figure 1.16. Spectral overlap for fluorescence resonance energy
transfer (RET).



1.7. STEADY-STATE AND TIME-RESOLVED 
FLUORESCENCE

Fluorescence measurements can be broadly classified into
two types of measurements: steady-state and time-resolved.
Steady-state measurements, the most common type, are
those performed with constant illumination and observa-
tion. The sample is illuminated with a continuous beam of
light, and the intensity or emission spectrum is recorded
(Figure 1.17). Because of the ns timescale of fluorescence,
most measurements are steady-state measurements. When
the sample is first exposed to light, steady state is reached
almost immediately.

The second type of measurement is time-resolved,
which is used for measuring intensity decays or anisotropy
decays. For these measurements the sample is exposed to a
pulse of light, where the pulse width is typically shorter
than the decay time of the sample (Figure 1.17). This inten-
sity decay is recorded with a high-speed detection system
that permits the intensity or anisotropy to be measured on
the ns timescale.

It is important to understand the relationship between
steady-state and time-resolved measurements. A steady-
state observation is simply an average of the time-resolved
phenomena over the intensity decay of the sample. For
instance, consider a fluorophore that displays a single decay
time (τ) and a single rotational correlation time (θ). The
intensity and anisotropy decays are given by

(1.13)

(1.14)

where I0 and r0 are the intensities and anisotropies at t = 0,
immediately following the excitation pulse, respectively.

Equations 1.13 and 1.14 can be used to illustrate how
the decay time determines what can be observed using flu-
orescence. The steady-state anisotropy (r) is given by the
average of r(t) weighted by I(t):

(1.15)

In this equation the denominator is present to normalize the
anisotropy to be independent of total intensity. In the
numerator the anisotropy at any time t contributes to the
steady-state anisotropy according to the intensity at time t.

Substitution of eqs. 1.13 and 1.14 into 1.15 yields the Per-
rin equation, 1.10.

Perhaps a simpler example is how the steady-state
intensity (ISS) is related to the decay time. The steady-state
intensity is given by

(1.16)

The value of I0 can be considered to be a parameter that
depends on the fluorophore concentration and a number
of instrumental parameters. Hence, in molecular terms,
the steady-state intensity is proportional to the lifetime.
This makes sense in consideration of eqs. 1.1 and 1.2,
which showed that the quantum yield is proportional to
the lifetime.

1.7.1. Why Time-Resolved Measurements?

While steady-state fluorescence measurements are simple,
nanosecond time-resolved measurements typically require
complex and expensive instrumentation. Given the relation-
ship between steady-state and time-resolved measurements,
what is the value of these more complex measurements? It
turns out that much of the molecular information available
from fluorescence is lost during the time averaging process.
For example, anisotropy decays of fluorescent macromole-
cules are frequently more complex than a single exponen-
tial (eq. 1.14). The precise shape of the anisotropy decay
contains information about the shape of the macromolecule
and its flexibility. Unfortunately, this shape information is
lost during averaging of the anisotropy over the decay time
(eq. 1.15). Irrespective of the form of r(t), eq. 1.15 yields a

ISS � �
∞

0

 I0 e� t/τ
 dt � I0τ

r �
�∞

0  r(t)I(t)dt

�∞
0  I(t)dt

r(t) � r0 e
� t/θ

I(t) � I0 e
� t/τ
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Figure 1.17. Comparison of steady-state and time-resolved fluores-
cence spectroscopy.



single steady-state anisotropy. In principle, the value of r
still reflects the anisotropy decay and shape of the mole-
cule. In practice, the information from r alone is not suffi-
cient to reveal the form of r(t) or the shape of the molecule.

The intensity decays also contain information that is
lost during the averaging process. Frequently, macromole-
cules can exist in more than a single conformation, and the
decay time of a bound probe may depend on conformation.
The intensity decay could reveal two decay times, and thus
the presence of more than one conformational state. The
steady-state intensity will only reveal an average intensity
dependent on a weighted averaged of the two decay times.

There are numerous additional reasons for measuring
time-resolved fluorescence. In the presence of energy trans-
fer, the intensity decays reveal how acceptors are distributed
in space around the donors. Time-resolved measurements
reveal whether quenching is due to diffusion or to complex
formation with the ground-state fluorophores. In fluores-
cence, much of the molecular information content is avail-
able only by time-resolved measurements.

1.8. BIOCHEMICAL FLUOROPHORES

Fluorophores are divided into two general classes—intrin-
sic and extrinsic. Intrinsic fluorophores are those that occur
naturally. Extrinsic fluorophores are those added to a sam-
ple that does not display the desired spectral properties. In
proteins, the dominant fluorophore is the indole group of
tryptophan (Figure 1.18). Indole absorbs near 280 nm, and
emits near 340 nm. The emission spectrum of indole is
highly sensitive to solvent polarity. The emission of indole
may be blue shifted if the group is buried within a native
protein (N), and its emission may shift to longer wave-
lengths (red shift) when the protein is unfolded (U).

Membranes typically do not display intrinsic fluores-
cence. For this reason it is common to label membranes
with probes which spontaneously partition into the nonpo-
lar side chain region of the membranes. One of the most
commonly used membrane probes is diphenylhexatriene
(DPH). Because of its low solubility and quenched emis-
sion in water, DPH emission is only seen from membrane-
bound DPH (Figure 1.18). Other lipid probes include fluo-
rophores attached to lipid or fatty acid chains.

While DNA contains nitrogenous bases that look like
fluorophores, DNA is weakly or nonfluorescent. However,
a wide variety of dyes bind spontaneously to DNA—such
as acridines, ethidium bromide, and other planar cationic
species. For this reason staining of cells with dyes that bind
to DNA is widely used to visualize and identify chromo-
somes. One example of a commonly used DNA probe is

4',6-diamidino-2-phenolindole (DAPI). There is a wide
variety of fluorophores that spontaneously bind to DNA.

A great variety of other substances display significant
fluorescence. Among biological molecules, one can observe
fluorescence from reduced nicotinamide adenine dinu-
cleotide (NADH), from oxidized flavins (FAD, the adenine
dinucleotide, and FMN, the mononucleotide), and pyri-
doxyl phosphate, as well as from chlorophyll. Occasional-
ly, a species of interest is not fluorescent, or is not fluores-
cent in a convenient region of the UV visible spectrum. A
wide variety of extrinsic probes have been developed for
labeling the macromolecules in such cases. Two of the most
widely used probes, dansyl chloride DNS-Cl, which stands
for 1-dimethylamino-5-naphthylsulfonyl chloride, and fluo-
rescein isothiocyanate (FITC), are shown in Figure 1.19.
These probes react with the free amino groups of proteins,
resulting in proteins that fluoresce at blue (DNS) or green
(FITC) wavelengths.

Proteins can also be labeled on free sulfhydryl groups
using maleimide reagents such as Bodipi 499/508
maleimide. It is frequently useful to use longer-wavelength
probes such as the rhodamine dye Texas Red. Cyanine dyes
are frequently used for labeling nucleic acids, as shown for
the labeled nucleotide Cy3-4-dUTP. A useful fluorescent
probe is one that displays a high intensity, is stable during
continued illumination, and does not substantially perturb
the biomolecule or process being studied.

1.8.1. Fluorescent Indicators

Another class of fluorophores consists of the fluorescent
indicators. These are fluorophores whose spectral proper-
ties are sensitive to a substance of interest. One example is
Sodium Green, which is shown in Figure 1.20. This fluo-
rophore contains a central azacrown ether, which binds Na+.
Upon binding of sodium the emission intensity of Sodium
Green increases, allowing the amount of Na+ to be deter-
mined. Fluorescent indicators are presently available for a
variety of substances, including Ca2+, Mg2+, Na+, Cl–, and
O2, as well as pH. The applications of fluorescence to
chemical sensing is described in Chapter 19.

1.9. MOLECULAR INFORMATION FROM 
FLUORESCENCE

1.9.1. Emission Spectra and the Stokes Shift

The most dramatic aspect of fluorescence is its occurrence
at wavelengths longer than those at which absorption
occurs. These Stokes shifts, which are most dramatic for
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polar fluorophores in polar solvents, are due to interactions
between the fluorophore and its immediate environment.
The indole group of tryptophan residues in proteins is one
such solvent-sensitive fluorophore, and the emission spec-
tra of indole can reveal the location of tryptophan residues
in proteins. The emission from an exposed surface residue
will occur at longer wavelengths than that from a trypto-
phan residue in the protein's interior. This phenomenon was
illustrated in the top part of Figure 1.18, which shows a shift
in the spectrum of a tryptophan residue upon unfolding of a
protein and the subsequent exposure of the tryptophan
residue to the aqueous phase. Prior to unfolding, the residue
is shielded from the solvent by the folded protein.

A valuable property of many fluorophores is their sen-
sitivity to the surrounding environment. The emission spec-
tra and intensities of extrinsic probes are often used to
determine a probe's location on a macromolecule. For
example, one of the widely used probes for such studies is

6-(p-toluidinyl)naphthalene-2-sulfonate (TNS), which dis-
plays the favorable property of being very weakly fluores-
cent in water (Figure 1.21). The green emission of TNS in
the absence of protein is barely visible in the photographs.
Weak fluorescence in water and strong fluorescence when
bound to a biomolecule is a convenient property shared by
other widely used probes, including many DNA stains. The
protein apomyoglobin contains a hydrophobic pocket that
binds the heme group. This pocket can also bind other non-
polar molecules. Upon the addition of apomyoglobin to a
solution of TNS, there is a large increase in fluorescence
intensity, as well as a shift of the emission spectrum to
shorter wavelengths. This increase in TNS fluorescence
reflects the nonpolar character of the heme-binding site of
apomyoglobin. TNS also binds to membranes (Figure
1.21). The emission spectrum of TNS when bound to
model membranes of dimyristoyl-L-"-phosphatidylcholine
(DMPC) is somewhat weaker and at longer wavelengths
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Figure 1.18. Absorption and emission spectra of biomolecules. Top, tryptophan emission from proteins. Middle, spectra of extrinsic membrane probe
DPH. Bottom, spectra of the DAPI bound to DNA (– – –). DNA itself displays very weak emission. Reprinted with permission by Wiley-VCH, STM.
From [21].



compared to that of apomyoglobin. This indicates that the
TNS binding sites on the surface of the membrane are more
polar. From the emission spectrum it appears that TNS
binds to the polar head group region of the membranes,
rather than to the nonpolar acyl side chain region. Hence,
the emission spectra of solvent-sensitive fluorophores pro-
vide information on the location of the binding sites on the
macromolecules.

1.9.2. Quenching of Fluorescence

As described in Section 1.4.1, a wide variety of small mol-
ecules or ions can act as quenchers of fluorescence, that is,
they decrease the intensity of the emission. These sub-
stances include iodide (I–), oxygen, and acrylamide. The
accessibility of fluorophores to such quenchers can be used
to determine the location of probes on macromolecules, or
the porosity of proteins and membranes to quenchers. This

concept is illustrated in Figure 1.22, which shows the emis-
sion intensity of a protein- or membrane-bound fluorophore
in the presence of the water-soluble quencher iodide, I–. As
shown on the right-hand side of the figure, the emission
intensity of a tryptophan on the protein's surface (W2), or on
the surface of a cell membrane (P2, right), will be decreased
in the presence of a water-soluble quencher. The intensity
of a buried tryptophan residue (W1) or of a probe in the
membrane interior (P1) will be less affected by the dis-
solved iodide (left). The iodide Stern-Volmer quenching
constant K in eq. 1.6 will be larger for the exposed fluo-
rophores than for the buried fluorophores. Alternatively,
one can add lipid-soluble quenchers, such as brominated
fatty acids, to study the interior acyl side chain region of
membranes, by measurement from the extent of quenching
by the lipid-soluble quencher.

1.9.3. Fluorescence Polarization or Anisotropy

As described in Section 1.5, fluorophores absorb light along
a particular direction with respect to the molecular axes. For
example, DPH only absorbs light polarized along its long
axis (Figure 1.18). The extent to which a fluorophore
rotates during the excited-state lifetime determines its
polarization or anisotropy. The phenomenon of fluores-
cence polarization can be used to measure the apparent vol-
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Figure 1.19. Fluorophores for covalent labeling of biomolecules.

Figure 1.20. Effects of sodium on the emission of Sodium Green.
From [22].



ume (or molecular weight) of proteins. This measurement is
possible because larger proteins rotate more slowly. Hence,
if a protein binds to another protein, the rotational rate
decreases, and the anisotropy(s) increases (Figure 1.23).
The rotational rate of a molecule is often described by its
rotational correlation time θ, which is related to

(1.17)

where η is the viscosity, V is the molecular volume, R is the
gas constant, and T is the temperature in EK. Suppose a pro-
tein is labeled with DNS-Cl (Figure 1.23). If the protein
associates with another protein, the volume increases and so
does the rotational correlation time. This causes the
anisotropy to increase because of the relationship between
the steady-state anisotropy r to the rotational correlation
time θ (eq. 1.10).

Fluorescence polarization measurements have also
been used to determine the apparent viscosity of the side
chain region (center) of membranes. Such measurements of
microviscosity are typically performed using a hydrophobic
probe like DPH (Figure 1.23), which partitions into the
membrane. The viscosity of membranes is known to
decrease in the presence of unsaturated fatty acid side

chains. Hence, an increase in the amount of unsaturated
fatty acid is expected to decrease the anisotropy. The appar-
ent microviscosity of the membrane is determined by com-
paring the polarization of the probe measured in the mem-
brane with that observed in solutions of known viscosity.

Anisotropy measurements are widely used in biochem-
istry, and are even used for clinical immunoassays. One rea-
son for this usage is the ease with which these absolute val-
ues can be measured and compared between laboratories.

1.9.4. Resonance Energy Transfer

Resonance energy transfer (RET), sometimes called fluo-
rescence resonance energy transfer (FRET), provides an
opportunity to measure the distances between sites on
macromolecules. Förster distances are typically in the range
of 15 to 60 Å, which is comparable to the diameter of many
proteins and to the thickness of membranes. According to
eq. 1.12, the distance between a donor and acceptor can be
calculated from the transfer efficiency.

θ �
ηV
RT
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Figure 1.21. Emission spectra of TNS in water, bound to apomyoglo-
bin, and bound to lipid vesicles.

Figure 1.22. Accessibility of fluorophores to the quencher (Q).
Reprinted with permission by Wiley-VCH, STM. From [21].



The use of RET to measure protein association and dis-
tance is shown in Figure 1.24 for two monomers that asso-
ciate to form a dimer. Suppose one monomer contains a
tryptophan residue, and the other a dansyl group. The
Förster distance is determined by the spectral overlap of the
trp donor emission with the dansyl acceptor absorption.
Upon association RET will occur, which decreases the
intensity of the donor emission (Figure 1.24). The extent of
donor quenching can be used to calculate the donor-to-
acceptor distance in the dimer (eq. 1.12). It is also impor-
tant to notice that RET provides a method to measure pro-
tein association because it occurs whenever the donor and
acceptor are within the Förster distance.

1.10. BIOCHEMICAL EXAMPLES OF 
BASIC PHENOMENA

The uses of fluorescence in biochemistry can be illustrated
by several simple examples. The emission spectra of pro-
teins are often sensitive to protein structure. This sensitivi-
ty is illustrated by melittin,23 which is a 26-amino-acid pep-
tide containing a single tryptophan residue. Depending
upon the solution conditions, melittin can exist as a
monomer or self-associate to form a tetramer. When this
occurs the tryptophan emission maximum shifts to shorter
wavelengths (Figure 1.25). These spectra show that a pro-
tein association reaction can be followed in dilute solution
using simple measurements of the emission spectra.

Association reactions can also be followed by
anisotropy measurements. Figure 1.26 shows anisotropy
measurements of melittin upon addition of calmodulin.24

Calmodulin does not contain any tryptophan, so the total
tryptophan emission is only due to melittin. Upon addition
of calmodulin the melittin anisotropy increases about
twofold. This effect is due to slower rotational diffusion of
the melittin–calmodulin complex as compared to melittin
alone. The emission spectra of melittin show that the tryp-
tophan residue becomes shielded from the solvent upon
binding to calmodulin. The tryptophan residue is probably
located at the interface between the two proteins.

Resonance energy transfer can also be used to study
DNA hybridization.25 Figure 1.27 shows complementary
DNA oligomers labeled with either fluorescein (Fl) or rho-
damine (Rh). Hybridization results in increased RET from
fluorescein to rhodamine, and decreased fluorescein inten-
sities (lower panel). Disassociation of the oligomers results
in less RET and increased fluorescein intensities. The
extent of hybridization can be followed by simple intensity
measurements.

RET can also be used to study gene expression. One
approach is to use donor- and acceptor-labeled DNA
oligomers (Figure 1.28). If a complementary mRNA is
present, the oligomers can bind close to each other.26 The
RET will result in increased emission intensity from the
acceptor. The lower panels show fluorescence microscopy
images of human dermal fibroblasts. The cells on the left
were not stimulated and did not produce the K-ras gene
product. The cells on the right were stimulated to cause
expression of the K-ras oncogene. Mutations in the gene are
associated with human colorectal cancer.27 The images
show the emission intensity of the acceptor. Significant
acceptor intensity is only found in the stimulated cells
where the mRNA for K-ras is present. RET is now widely
used in cellular imaging to detect many types of gene
expression and the intracellular proximity of biomolecules.

1.11. NEW FLUORESCENCE TECHNOLOGIES

1.11.1. Multiphoton Excitation

During the past several years technological advances have
provided new uses of fluorescence. These technologies
have been quickly adopted and are becoming mainstream
methods. One of these technologies is two-photon or multi-
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Figure 1.23. Effect of protein association and membrane microviscos-
ity on the fluorescence anisotropy. From [21].



photon excitation and multiphoton microscopy.28–30 Fluo-
rescence is usually excited by absorption of a single photon
with a wavelength within the absorption band of the fluo-
rophore. Pulse lasers with femtosecond pulse widths can
excite fluorophores by two-photon absorption. Such lasers
have become easy to use and available with microscopes. If
the laser intensity is high, a fluorophore can simultaneous-
ly absorb two long-wavelength photons to reach the first
singlet state (Figure 1.29). This process depends strongly
on the light intensity and occurs only at the focal point of
the laser beam. This can be seen in the photo, where emis-
sion is occurring only from a single spot within the sample.
Fluorophores outside the focal volume are not excited.

Localized excitation from two-photon excitation has
found widespread use in fluorescence microscopy. Multi-
photon excitations allow imaging from only the focal plane
of a microscope. This is an advantage because fluorescence

images are otherwise distorted from fluorescence from
above and below the focal plane. Figure 1.30 shows an
example of the remarkably sharp images obtainable with
multiphoton excitation. The cells were labeled with three
probes: DAPI for DNA, Patman for membranes, and
tetramethylrhodamine for mitochondria. A single excitation
wavelength of 780 nm was used. This wavelength does not
excite any of the fluorophores by one-photon absorption,
but 780 nm is absorbed by all these fluorophores through a
multiphoton process. The images are sharp because there is
no actual phase fluorescence that decreases the contrast in
non-confocal fluorescence microscopy. Such images are
now being obtained in many laboratories.

1.11.2. Fluorescence Correlation Spectroscopy

Fluorescence correlation spectroscopy (FCS) has rapidly
become a widely used tool to study a wide range of associ-
ation reactions.31 FCS is based on the temporal fluctuations
occurring in a small observed volume. Femtoliter volumes
can be obtained with localized multiphoton excitation or
using confocal optics (Figure 1.31, top). Bursts of photons
are seen as single fluorophores diffuse in and out of the
laser beam. The method is highly sensitive since only a few
fluorophores are observed at one time. In fact, FCS cannot
be performed if the solution is too concentrated and there
are many fluorophores in the observed volume. Less fluo-
rophores result in more fluctuations, and more fluorophores
result in smaller fluctuations and a more constant average
signal.

FCS is performed by observing the intensity fluctua-
tions with time (Figure 1.31, middle panel). The rate of
fluctuation depends on the rate of fluorophore diffusion.
The intensity increases and decreases more rapidly if the
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Figure 1.24. Energy transfer between donor- (D) and acceptor- (A)
labeled monomers, which associate to form a dimer. In this case the
donor is tryptophan and the acceptor DNS.

Figure 1.25. Emission spectra of melittin monomer and tetramer.
Excitation was at 295 nm. In the schematic structure, the tryptophans
are located in the center between the four helices. From [23].

Figure 1.26. Effect of melittin–calmodulin association on the
anisotropy of melittin. Inset: Emission spectra of melittin in the pres-
ence and absence of calmodulin (CaM). Modified from [24].



fluorophores diffuse rapidly. If the fluorophores diffuse
slowly they remain in the observed volume for a longer
period of time and the intensity fluctuations occur more
slowly. The amplitude and speed of the fluctuations are
used to calculate the correlation function (lower panel). The
height of the curve is inversely proportional to the average

number of fluorophores being observed. The position of the
curve on the time axis indicates the fluorophore's diffusion
coefficient.

Figure 1.32 shows how FCS can be used to study lig-
and bindings to a single neuronal cell. The ligand was an
Alexa-labeled benzodiazepine.32 Benzodiazepines are used
to treat anxiety and other disorders. FCS curves are shown
for Alexa-Bz in solution and when bound to its receptor.
The receptors were present on the membrane of a single
neuronal cell where the laser beam was focused. The FCS
curve clearly shows binding of Alexa-Bz to the receptor by
a 50-fold increase in the diffusion time. Such measurements
can be performed rapidly with high sensitivity. FCS will be
used increasingly in drug discovery and biotechnology, as
well as biochemistry and biophysics.

1.11.3. Single-Molecule Detection

Observations on single molecules represent the highest
obtainable sensitivity. Single-molecule detection (SMD) is
now being performed in many laboratories.33–34 At present
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Figure 1.27. DNA hybridization measured by RET between fluores-
cein (Fl) and rhodamine (Rh). The lower panel shows the fluorescein
donor intensities. Revised from [25].

Figure 1.28. Detection of mRNA with RET and molecular beacons.
The lower panels show acceptor intensity images of control cells and
stimulated fibroblasts expressing the K-ras gene. Revised from [26].

Figure 1.29. Jablonski diagram for two-photon excitation. The photo
shows localized excitation at the focal point of the laser beam.



most single-molecule experiments are performed on immo-
bilized fluorophores, with fluorophores chosen for their
high quantum yields and photostability (Chapter 23). A typ-
ical instrument for SMD consists of laser excitation through
microscope objective, a scanning stage to move the sample
and confocal optics to reject unwanted signals. SMD is now
being extended to include UV-absorbing fluorophores,
which was considered unlikely just a short time ago. The
probe 2,2'-dimethyl-p-quaterphenyl (DMQ) has an absorp-
tion maximum of 275 nm and an emission maximum of 350
nm. Figure 1.33 (left) shows intensity images of DMQ on a
quartz cover slip.35 The spots represent the individual DMQ
molecules, which can yield signals as high as 70,000 pho-
tons per second. The technology for SMD has advanced so
rapidly that the lifetimes of single molecules can also be
measured at the same time the intensity images are being
collected (right). The individual DMQ molecules all display
lifetimes near 1.1 ns.

Without the use of SMD, almost all experiments
observe a large number of molecules. These measurements
reveal the ensemble average of the measured properties.
When observing a single molecule there is no ensemble
averaging, allowing for the behavior of a single molecule to
be studied. Such an experiment is shown in Figure 1.34 for
a hairpin ribozyme labeled with a donor and acceptor.
Steady-state measurements on a solution of the labeled
ribozyme would yield the average amount of energy trans-
fer, but would not reveal the presence of subpopulations
showing different amounts of energy transfer. Single-mole-
cule experiments show that an individual ribozyme mole-
cule fluctuates between conformations with lower or high-
er amounts of energy transfer.36 These conformational
changes are seen from simultaneous increases and decreas-
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Figure 1.30. Fluorescence image of RBL-3H3 cells stained with
DAPI (blue), Patman (green), and tetramethylrhodamine (red).
Courtesy of Dr. W. Zipfel and Dr. W. Webb, Cornell University.
Reprinted with permission from [30].

Figure 1.31. Fluorescence correlation spectroscopy. Top: observed
volume shown as a shaded area. Middle: intensity fluctuations.
Bottom: correlation function.

Figure 1.32. FCS of an Alexa-labeled benzodiazepine (Alexa-Bz) in
solution and on a single neuronal cell. Revised from [32].



es in donor and acceptor emission. The single-molecule
experiments also reveal the rate of the conformational
changes. Such detailed information is not available from
ensemble measurements.

At present single-molecule experiments are mostly
performed using cleaned surfaces to minimize background.
However, SMD can be extended to intracellular molecules
if they are not diffusing too rapidly. One such experiment is
detection of single molecules of the oncogen product Ras
within cells.37 Ras was labeled with yellow fluorescent pro-

tein (YFP). Upon activation Ras binds GTP (Figure 1.35).
In this experiment activated Ras binds GTP labeled with a
fluorophore called Bodipy TR. Single molecules of YFP-
Ras were imaged on a plasma membrane (lower left). Upon
activation of Ras, fluorescent red spots appeared that were
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Figure 1.33. Single-molecule intensities and lifetimes of DMQ in a
quartz slide. Excitation at 266 nm. Figure courtesy of Dr. S. Seeger,
University of Zürich. Reprinted with permission from [35].

Figure 1.34. Single-molecule RET between a donor (green) and
acceptor (red) on a hairpin ribozyme. Revised from [36].

Figure 1.35. Binding of Bodipy TR-labeled GTP to activated YFP-Ras. The lower panels show single-molecule images of YFP-Ras and Bodipy TR-
labeled GTP. The overlay of both images shows the location of activated Ras from the plasma membrane of KB cells. Bar = 5 µm. Revised from [37].



due to binding of Bodipy TR-GTP. The regions where emis-
sion from both YFP and Bodipy TR is observed corre-
sponds to single copies of the activated Ras protein.

1.12. OVERVIEW OF FLUORESCENCE 
SPECTROSCOPY

Fluorescence spectroscopy can be applied to a wide range
of problems in the chemical and biological sciences. The
measurements can provide information on a wide range
of molecular processes, including the interactions of sol-
vent molecules with fluorophores, rotational diffusion of
biomolecules, distances between sites on biomolecules,
conformational changes, and binding interactions. The use-
fulness of fluorescence is being expanded by advances in
technology for cellular imaging and single-molecule detec-
tion. These advances in fluorescence technology are
decreasing the cost and complexity of previously complex
instruments. Fluorescence spectroscopy will continue to
contribute to rapid advances in biology, biotechnology and
nanotechnology.
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A glossary of mathematical terms and commonly used

acronyms is located at the end of this volume.

PROBLEMS

P1.1. Estimation of Fluorescence and Phosphorescence Quan-
tum Yields: The quantum yield for fluorescence is deter-
mined by the radiative and non-radiative decay rates. The
non-radiative rates are typically similar for fluorescence
and phosphorescence states, but the emissive rates (Γ) vary
greatly. Emission spectra, lifetimes (τ) and quantum yields
(Q) for eosin and erythrosin B (ErB) are shown in Figure
1.13.
A. Calculate the natural lifetime (τn) and the radiative

and non-radiative decay rates of eosin and ErB. What
rate accounts for the lower quantum yield of ErB?

B. Phosphorescence lifetimes are typically near 1–10
ms. Assume that the natural lifetime for phosphores-
cence emission of these compounds is 10 ms, and
that the non-radiative decay rates of the two com-
pounds are the same for the triplet state as for the sin-
glet state. Estimate the phosphorescence quantum
yields of eosin and ErB at room temperature.

P1.2. Estimation of Emission from the S2 State: When excited to
the second singlet state (S2) fluorophores typically relax to
the first singlet state within 10–13 s.38 Using the radiative
decay rate calculated for eosin (problem 1.1), estimate the
quantum yield of the S2 state.

P1.3. Thermal Population of Vibrational Levels: The emission
spectrum of perylene (Figure 1.3) shows equally spaced
peaks that are due to various vibrational states, as illustrat-
ed. Use the Boltzmann distribution to estimate the fraction
of the ground-state molecules that are in the first vibra-
tionally excited state at room temperature.

P1.4. Anisotropy of a Labeled Protein: Naphthylamine sulfonic
acids are widely used as extrinsic labels of proteins. A
number of derivatives are available. One little known but
particularly useful derivative is 2-diethylamino-5-naph-
thalenesulfonic acid (DENS), which displays a lifetime
near 30 ns, longer than that of most similar molecules.
Absorption and emission spectra of DENS are shown in
Figure 1.36.
A. Suppose the fundamental anisotropy of DENS is 0.30

and that DENS is bound to a protein with a rotation-
al correlation time of 30 ns. What is the anisotropy?

B. Assume now that the protein is bound to an antibody
with a molecular weight of 160,000 and a rotational
correlation time of 100 ns. What is the anisotropy of
the DENS-labeled protein?

P1.5. Effective Distance on the Efficiency of FRET: Assume the
presence of a single donor and acceptor and that the dis-
tance between them (r) can be varied.

A. Plot the dependence of the energy transfer efficiency
on the distance between the donor and the acceptor.

B. What is the transfer efficiency when the donor and
the acceptor are separated by 0.5R0, R0, and 2R0?

P1.6. Calculation of a Distance from FRET Data: The protein
human serum albumin (HSA) has a single tryptophan
residue at position 214. HSA was labeled with an
anthraniloyl group placed covalently on cysteine-34.39

Emission spectra of the labeled and unlabeled HSA are
shown in Figure 1.37. The Förster distance for Trp to
anthraniloyl transfer is 30.3 Å. Use the emission spectra in
Figure 1.37 to calculate the Trp to anthraniloyl distance.

P1.7. Interpretation of Tryptophan Fluorescence from a Peptide:
Figure 1.38 shows a summary of spectral data for a peptide
from myosin light-chain kinase (MLCK). This peptide
contained a single tryptophan residue, which was placed at
positions 1 through 16 in the peptide. This peptide binds to
the hydrophobic patch of calmodulin. Explain the changes
in emission maxima, Stern-Volmer quenching constant for
acrylamide (K), and anisotropy (r).
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Figure 1.36. Absorption and emission spectra of DENS. The quan-
tum yield relative to quinine sulfate is 0.84, and its lifetime is near
30 ns.

Figure 1.37. Absorption and fluorescence spectra of human serum
albumin (HSA) and anthraniloyl-HSA. From [39].



P1.8. Interpretation of Resonance Energy Transfer Between Pro-
tein Subunits: Figure 1.39 shows emission spectra of fluo-
rescein (Fl) and rhodamine (Rh) when covalently attached
to the catalytic (C) or regulator (R) subunit of a cAMP-
dependent protein kinase (PK).41 When the subunits are
associated, RET occurs from Fl to Rh. The associated form
is C2R2. Figure 1.40 shows emission spectra of both sub-
units without any additives, in the presence of cAMP, and
in the presence of protein kinase inhibitor (PKI). Suggest
an interpretation of these spectra. Your interpretation
should be consistent with the data, but it may not be the
only possible interpretation.
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Figure 1.38. Dependence of the emission maxima (A), acrylamide
quenching constants (B), and steady-state anisotropies (C) of
MLCK peptides bound to calmodulin on the position of trypto-
phan residue. Reprinted, with permission, from [40]. (O'Neil KT,
Wolfe HR, Erickson-Vitanen S, DeGrado WF. 1987. Fluorescence
properties of calmodulin-binding peptides reflect alpha-helical
periodicity. Science 236:1454–1456, Copyright © 1987, American
Association for the Advancement of Science.)

Figure 1.39. Spectral overlap of the fluorescein-labeled catalytic
subunit (Fl-C) and the Texas red-labeled regulator subunit (Rh-R)
of a cAMP-dependent protein kinase. Revised and reprinted with
permission from [41]. (Copyright © 1993, American Chemical
Society.)

Figure 1.40. Effect of cAMP and the protein kinase inhibitor on the
emission spectra of the donor and acceptor labeled holoenzyme.
Emission spectra are shown without cAMP or PK (•••••), and the fol-
lowing addition of cAMP (–•–•), and PKI (——). Revised and reprint-
ed with permission from [41]. (Copyright © 1993, American Chemical
Society.)



The success of fluorescence experiments requires attention
to experimental details and an understanding of the instru-
mentation. There are also many potential artifacts that can
distort the data. Light can be detected with high sensitivity.
As a result, the gain or amplification of instruments can
usually be increased to obtain observable signals, even if
the sample is nearly nonfluorescent. These signals seen at
high amplification may not originate with the fluorophore
of interest. Instead, the interference can be due to back-
ground fluorescence from the solvents, light leaks in the
instrumentation, emission from the optical components,
stray light passing through the optics, light scattered by tur-
bid solutions, and Rayleigh and/or Raman scatter, to name
a few interference sources.

An additional complication is that there is no ideal
spectrofluorometer. The available instruments do not yield
true excitation or emission spectra. This is because of the
nonuniform spectral output of the light sources and the
wavelength-dependent efficiency of the monochromators
and detector tubes. The polarization or anisotropy of the
emitted light can also affect the measured fluorescence
intensities because the efficiency of gratings depends on
polarization. It is important to understand and control these
numerous factors. In this chapter we will discuss the prop-
erties of the individual components in a spectrofluorometer,
and how these properties affect the observed spectral data.
These instrumental factors can affect the excitation and
emission spectra, as well as the measurement of fluores-
cence lifetimes and anisotropies. Additionally, the optical
properties of the samples—such as optical density and tur-
bidity—can also affect the spectral data. Specific examples
are given to clarify these effects and the means to avoid
them.

2.1. SPECTROFLUOROMETERS

2.1.1. Spectrofluorometers for 
Spectroscopy Research

With most spectrofluorometers it is possible to record both
excitation and emission spectra. An emission spectrum is
the wavelength distribution of an emission measured at a
single constant excitation wavelength. Conversely, an exci-
tation spectrum is the dependence of emission intensity,
measured at a single emission wavelength, upon scanning
the excitation wavelength. Such spectra can be presented on
either a wavelength scale or a wavenumber scale. Light of a
given energy can be described in terms of its wavelength λ,
frequency ν, or wavenumber. The usual units for wave-
length are nanometers, and wavenumbers are given in units
of cm–1. Wavelengths and wavenumbers are easily intercon-
verted by taking the reciprocal of each value. For example,
400 nm corresponds to (400 x 10–7 cm)–1 = 25,000 cm–1.
The presentation of fluorescence spectra on the wavelength
or wavenumber scale has been a subject of debate. Admit-
tedly, the wavenumber scale is linear in energy. However,
most commercially available instrumentation yields spectra
on the wavelength scale, and such spectra are more familiar
and thus easier to interpret visually. Since corrected spectra
are not needed on a routine basis, and since accurately cor-
rected spectra are difficult to obtain, we prefer to use the
directly recorded technical or uncorrected spectra on the
wavelength scale.

For an ideal instrument, the directly recorded emission
spectra would represent the photon emission rate or power
emitted at each wavelength, over a wavelength interval
determined by the slit widths and dispersion of the emission
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monochromator. Similarly, the excitation spectrum would
represent the relative emission of the fluorophore at each
excitation wavelength. For most fluorophores the quantum
yields and emission spectra are independent of excitation
wavelength. As a result, the excitation spectrum of a fluo-
rophore can be superimposable on its absorption spectrum.
However, such identical absorption and excitation spectra
are rarely observed because the excitation intensity is dif-
ferent at each wavelength. Even under ideal circumstances
such correspondence of the excitation and absorption spec-
tra requires the presence of only a single type of fluo-
rophore, and the absence of other complicating factors,
such as a nonlinear response resulting from a high optical
density of the sample or the presence of other chro-
mophores in the sample. Emission spectra recorded on dif-
ferent instruments can be different because of the wave-
length-dependent sensitivities of the instruments.

Figure 2.1 shows a schematic diagram of a general-
purpose spectrofluorometer: this instrument has a xenon

lamp as a source of exciting light. Such lamps are general-
ly useful because of their high intensity at all wavelengths
ranging upward from 250 nm. The instrument shown is
equipped with monochromators to select both the excitation
and emission wavelengths. The excitation monochromator
in this schematic contains two gratings, which decreases
stray light, that is, light with wavelengths different from the
chosen one. In addition, these monochromators use concave
gratings, produced by holographic means to further
decrease stray light. In subsequent sections of this chapter
we will discuss light sources, detectors and the importance
of spectral purity to minimize interference due to stray
light. Both monochromators are motorized to allow auto-
matic scanning of wavelength. The fluorescence is detected
with photomultiplier tubes and quantified with the appro-
priate electronic devices. The output is usually presented in
graphical form and stored digitally.

The instrument schematic also shows the components
of the optical module that surrounds the sample holder. Ver-
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Figure 2.1. Schematic diagram of a spectrofluorometer [1].



satile and stable optical components are indispensable for a
research spectrofluorometer. The module shown in Figure
2.1 contains a number of convenient features that are useful
on a research instrument. Shutters are provided to eliminate
the exciting light or to close off the emission channel. A
beam splitter is provided in the excitation light path. This
splitter reflects part of the excitation light to a reference
cell, which generally contains a stable reference fluo-
rophore. The beam splitter consists of a thin piece of clear
quartz, which reflects about 4% of the incident light. This
amount is generally adequate for a reference channel that
frequently contains a highly fluorescent quantum counter
(Section 2.8.1). The intensity from the standard solution is
typically isolated with a bandpass filter, and is proportional
to the intensity of the exciting light. Changes in the intensi-
ty of the arc lamp may be corrected for by division of the
intensity from the sample by that of the reference fluo-
rophore.

Polarizers are present in both the excitation and emis-
sion light paths. Generally, the polarizers are removable so
that they can be inserted only for measurements of fluores-
cence anisotropy, or when it is necessary to select for par-
ticular polarized components of the emission and/or excita-
tion. Accurate measurement of fluorescence anisotropies
requires accurate angular positioning of the polarizers. The
polarizer mounts must be accurately indexed to determine
the angular orientation. The optical module shown in Fig-
ure 2.1 has an additional optical path on the right side of the
sample holder. This path allows measurement of fluores-
cence anisotropy by the T-format method (Chapter 10).
There are many occasions where the additional light path is
necessary or convenient for experiments, but with modern
electronics it is usually not necessary to use the T-format for
anisotropy measurements.

The present trend is toward small compact spectroflu-
orometers, with all the optical components in a single
enclosure. Such instruments are easy to maintain because
there is little opportunity to alter the configuration. A mod-
ular instrument has some advantages in a spectroscopy lab-
oratory. For instance, if the xenon lamp and monochroma-
tor are removable, a laser source can be used in place of the
arc lamp. On some occasions it is desirable to bypass the
emission monochromator and use bandpass filters to collect
as much of the emission as possible. Such experiments are
possible if the emission monochromator is removable. If the
monochromator cannot be removed the gratings can act like
mirrors if set at the zero-order diffraction or a wavelength
of zero. If the wavelength is set to zero the monochromator

typically transmits all wavelengths. Filters can be used to
isolate the desired range of wavelengths.

It is convenient if the instrument has a versatile sample
holder. If the research involves anisotropy measurements it
will often be necessary to measure the fundamental
anisotropy (r0) in the absence of rotational diffusion. This is
accomplished at low temperature, typically –50EC in glyc-
erol. Low temperature can only be achieved if the sample
holder is adequately sized for a high rate of coolant flow,
has good thermal contact with the cuvette, and is insulated
from the rest of the instrument. Many cuvette holders can
maintain a temperature near room temperature, but may
not be able to maintain a temperature much above or
below that.

Another useful feature is the ability to place optical fil-
ters into the excitation or emission light path. Filters are
often needed, in addition to monochromators, to remove
unwanted wavelengths in the excitation beam, or to remove
scattered light from the emission channel.

2.1.2. Spectrofluorometers for High Throughput

At present the design of fluorescence experiments is chang-
ing toward a multi-sample approach. Instead of detailed
experiments on a single sample, the experiments are
designed to include many samples. Such experiments
can include binding studies, quenching, and cell-based
assays. High-throughput screening assays are used in
drug discovery, often using numerous microplates, each
with 384 or more wells. Such measurements are typically
performed using microplate readers (Figure 2.2). The sam-
ples are contained in the wells of the microplates, which are
taken inside the instrument for the measurements. Such an
instrument may not provide the detailed information avail-
able using an instrument designed for spectroscopy (Figure
2.1) but can rapidly provide measurements on numerous
samples.
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Figure 2.2. Fluorescence microplate reader.



The optics used in microplate readers are different than
in an instrument designed for use with a cuvette. Microwell
plates must remain horizontal, and it is not possible to use
right-angle observation as can be used with a cuvette. Fig-
ure 2.3 shows a typical optical path for microplate readers.
The light source is a xenon flash lamp, which is becoming
more common in fluorescence instruments. The desired
excitation wavelength is selected using a monochromator. A
unique feature is the mirror with a hole to transmit the exci-
tation. The fluorescence, which occurs in all directions, is
directed toward the detector optics by the same mirror. Typ-
ically, the microplate is moved to position each well in the
observation path by an x–y scanning stage. Some micro-
plate readers include a second mirror under the microplate
to facilitate cell-based assays or absorption measurements.
Microplate readers are typically used for intensity measure-
ments on a large number of samples. Microplate readers
have become available for research spectrofluorometers
allowing collection of spectra, anisotropies, and lifetimes.

2.1.3. An Ideal Spectrofluorometer

In an ideal case the recorded excitation and emission spec-
tra would represent the relative photon intensity per wave-
length interval. To obtain such "corrected" emission spectra
the individual components must have the following charac-
teristics:

1. the light source must yield a constant photon
output at all wavelengths;

2. the monochromator must pass photons of all
wavelengths with equal efficiency;

3. the monochromator efficiency must be inde-
pendent of polarization; and

4. the detector (photomultiplier tube) must
detect photons of all wavelengths with equal
efficiency.

These characteristics for ideal optical components are
illustrated in Figure 2.4. Unfortunately, light sources,
monochromators, and photomultiplier tubes with such ideal
characteristics are not available. As a result, one is forced to
compromise on the selection of components and to correct
for the nonideal response of the instrument.

An absorption spectrophotometer contains these same
components, so why is it possible to record correct absorp-
tion spectra? In recording an absorption spectrum the inten-
sity of light transmitted by the sample is measured relative
to that transmitted by the blank. Comparative measure-
ments are performed with the same components, at the
same wavelengths. The nonideal behavior of the compo-
nents cancels in the comparative measurements. In contrast
to absorption measurements, fluorescence intensity meas-
urements are absolute, not relative. Comparison of the sam-
ple fluorescence with a blank is not useful because the
blank, in principle, displays no signal. Also, the weak back-
ground signal has an unknown spectral distribution, and
thus cannot be used for correction of the wavelength
dependence of the optical components. Hence, the opportu-
nity for internal compensation is limited. As will be
described below, a limited number of standard spectra are
available for correction purposes. Corrected emission spec-
tra are provided in Appendix I.

2.1.4. Distortions in Excitation and 
Emission Spectra

To record an excitation spectrum, the emission monochro-
mator is set at the desired wavelength, generally the emis-
sion maximum. The excitation monochromator is then
scanned through the absorption bands of the fluorophore.
The observed signal is distorted for several reasons:
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Figure 2.3. Optical path for a microplate reader [2].

Figure 2.4. Properties of the ideal components of a spectrofluorome-
ter.



1. The light intensity from the excitation source
is a function of wavelength. Even if the inten-
sity of the exciting light is monitored via the
beam splitter shown in Figure 2.1, and cor-
rected by division, the response of the refer-
ence solution or detector may be dependent
upon wavelength.

2. The transmission efficiency of the excitation
monochromators is a function of wavelength.

3. The optical density of the sample may exceed
the linear range, which is about 0.1 absor-
bance units, depending upon sample geome-
try.

Emission spectra are recorded by choosing an appro-
priate excitation wavelength and scanning wavelength with
the emission monochromator. In addition to the factors dis-
cussed above, the emission spectrum is further distorted by
the wavelength-dependent efficiency of the emission mono-
chromator and photomultiplier. The emission spectrum can
also be distorted by absorption of the sample.

2.2. LIGHT SOURCES

We now describe the individual components of a spectroflu-
orometer. The general characteristics of these components
are considered along with the reason for choosing specific
components. Understanding the characteristics of these
components allows one to understand the capabilities and
limitations of spectrofluorometers. We will first consider
light sources.

2.2.1. Arc and Incandescent Xenon Lamps

At present the most versatile light source for a steady-state
spectrofluorometer is a high-pressure xenon (Xe) arc lamp.
These lamps provide a relatively continuous light output
from 250 to 700 nm (Figure 2.5), with a number of sharp
lines occurring near 450 nm and above 800 nm. Xenon arc
lamps emit a continuum of light as a result of recombina-
tion of electrons with ionized Xe atoms. These ions are gen-
erated by collisions of Xe atoms with the electrons that flow
across the arc. Complete separation of the electrons from
the atoms yields the continuous emission. Xe atoms that are
in excited states but not ionized yield lines rather than broad
emission bands. The peaks near 450 nm are due to these
excited states. The output intensity drops rapidly below 280
nm. Furthermore, many Xe lamps are classified as being
ozone-free, meaning that their operation does not generate

ozone in the surrounding air. The quartz envelope used in
such ozone-free lamps does not transmit light with wave-
lengths shorter than 250 nm, and the output of such lamps
decreases rapidly with decreasing wavelength.

The wavelength-dependent output of Xe lamps is a
major reason for distortion of the excitation spectra of com-
pounds that absorb in the visible and ultraviolet. To illus-
trate this effect Figure 2.6 shows corrected and uncorrected
excitation fluorescein spectra. The uncorrected spectra are
recorded emission intensities with no correction for wave-
length-dependent excitation intensity. The uncorrected
excitation spectrum displays a number of peaks near 450
nm. These peaks are due to the output of the Xe lamp,
which also displays peaks near 450 nm (Figure 2.5). Also
shown in Figure 2.6 is the excitation spectrum, corrected for
the wavelength-dependent output of the Xe arc lamp. A
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Figure 2.5. Spectral output of a continuous xenon arc lamp and a
xenon flash lamp. Revised from [3]. Courtesy of Newport Corp.

Figure 2.6. Corrected and uncorrected excitation spectra of fluores-
cein. From [4].



quantum counter was used in the reference channel to pro-
vide a signal proportional to the lamp intensity, and the
intensity of the sample was divided by this reference inten-
sity (Section 2.8.1). The peaks are no longer apparent in the
corrected excitation spectrum, and this spectrum corre-
sponds more closely with the absorption spectrum of fluo-
rescein. The marked difference between the corrected and
uncorrected spectra illustrates how the spectral output of
the lamp influences the shape of the excitation spectra.

Xenon lamps are usually contained within specially
designed housings. The arc lamp housing serves several
important functions (Figure 2.7). The gas in xenon lamps is
under high pressure (about 10 atmospheres), and explosion
is always a danger. The housing protects the user from the
lamp and also from its intense optical output. The housing
also directs air over the lamp and removes excess heat and
ozone. A xenon lamp that is on should never be observed
directly. The extreme brightness will damage the retina, and
the ultraviolet light can damage the cornea.

Another important role of the housing is for collecting
and collimating lamp output, which is then focused into the
entrance slit of the monochromator. Some lamp houses
have mirrors behind the lamp to direct additional energy
toward the output. Most of the light output originates from
the small central region between the electrodes, and this
spot needs to be focused on the optical entrance slit of the
excitation monochromator.

Because of the heat and high intensity of a running
xenon lamp, it is not practical to adjust the position of an
uncovered lamp. Hence the lamp housing should have
external provisions for position adjustment and focusing.
The useful life of a xenon lamp is about 2000 hours. Safety
glasses should be worn when handling these lamps. The

quartz envelope should not be touched, and if touched
should be cleaned with a solvent such as ethanol. The fin-
gerprint residues will char, resulting in hot spots on the
quartz envelope and possible lamp failure. To protect the
next person handling the disposed lamp, one should wrap
the lamp in heavy paper and break the quartz envelope. It is
important to pay close attention to mounting lamps in the
proper orientation, which can be different for different
types of lamps.

The power supplies of arc lamps are extremely danger-
ous, generating 25 amps at 20 volts, for a typical 450-watt
lamp. Starting the lamps requires high-voltage pulses of 20
to 40 kV. This voltage can penetrate the skin, and the fol-
lowing high current could be lethal. Starting of xenon lamps
can damage nearby sensitive electronics. The high-voltage
starting pulse can destroy sensitive amplifiers or confuse
computers. If possible, it is preferable to start a lamp first,
and then turn on other electronic devices.

Xenon arc lamps have become more compact (Figure
2.8). These lamps typically have the arc within a parabolic
reflector, which collects a large solid angle and provides a
collimated output.6 In addition to improved light collection
efficiency, these lamps are compact, and as a result are
found in commercial spectrofluorometers.

When using a xenon arc lamp it is important to remem-
ber the lamps emit a large amount of infrared radiation,
extending beyond the wavelength range of Figure 2.5.
Because of the infrared output, the lamp output cannot be
passed directly through most optical filters. The filter will
heat and/or crack, and the samples will be heated. When
passed through a monochromator the optical components
and housing serve as a heat sink. If the xenon lamp output
is to be used directly, one should use a heat filter made of
heat-resistant glass, which absorbs the infrared.

2.2.2. Pulsed Xenon Lamps

At present compact fluorometers and plate readers often
use xenon flash lamps. The output of a xenon flash lamp
is more structured than a continuous lamp (Figure 2.5).
The output of a flash lamp is higher in the UV. The output
intensities in Figure 2.5 are the time-averaged output of
the lamp. The peak intensity of the pulses is usually higher
than that of the continuous arcs. The flash lamps consume
less power and generate less heat. In some cases the lack of
continuous excitation can minimize photodamage to the
sample.
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Figure 2.7. Xenon air lamp and a typical lamp housing. Revised from
[5]. Courtesy of Newport Corp.



2.2.3. High-Pressure Mercury (Hg) Lamps

In general Hg lamps have higher intensities than Xe lamps,
but the intensity is concentrated in lines. It is usually better
to choose the excitation wavelengths to suit the fluo-
rophore, rather than vice versa. These lamps are only useful
if the Hg lines are at suitable wavelengths for excitation.

2.2.4. Xe–Hg Arc Lamps

High-pressure mercury–xenon lamps are also available.
These have higher intensities in the ultraviolet than Xe
lamps, and the presence of Xe tends to broaden the spectral

output. The output of these lamps is dominated by the Hg
lines. The Hg–Xe lamp has slightly more output between
the Hg lines. When first started the Hg–Xe lamp output is
due mostly to Xe. As the lamp reaches operating tempera-
ture all the Hg becomes vaporized, and the Hg output
increases.

2.2.5. Quartz–Tungsten Halogen (QTH) Lamps

These lamps provide continuous output in the visible and
IR regions of the spectrum. Previously such lamps were not
useful for fluorescence because they have low output below
400 nm, and are thus not useful for excitation of UV
absorbing fluorophores. However, there is presently
increasing interest in fluorophores absorbing in the red and
near infrared (NIR), where the output of a QTH lamp is sig-
nificant.

2.2.6. Low-Pressure Hg and Hg–Ar Lamps

These lamps yield very sharp line spectra that are useful
primarily for calibration purposes (Figure 2.9). Previously
the lamps contained only mercury. Some lamps now con-
tain both mercury and argon. The mercury lines are below
600 nm and the argon lines are above 600 nm (Table 2.1).
The use of these lamps for wavelength calibration is
described in Section 2.3.5.

2.2.7. LED Light Sources

LEDs are just beginning to be used as light sources in spec-
trofluorometers.8–9 A wide range of wavelengths are avail-
able with LEDs (Figure 2.10, see also Figure 4.13). In order
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Figure 2.8. Compact xenon arc lamps. Reprinted from Cermax lamp
engineering guide.

Figure 2.9. Spectral output of a low pressure mercury–argon lamp.
Revised from [7]. Courtesy of Ocean Optics Inc.



to obtain a wide range of wavelengths an array of LEDs can
be used.8 LEDs can be placed close to the samples, and if
needed the excitation wavelength can be defined better by
the use of an excitation filter. Unlike a xenon lamp, LEDs
do not generate significant infrared, so that an additional
heat filter is not needed. There are ongoing efforts to devel-
op white LEDs, which are already found in LED flash-
lights. These LEDs contain phosphors to provide a wider
range of wavelengths.9 LEDs have the advantage of long
life and low power consumption. The use of LEDs as an
excitation source is likely to broaden in the near future.

2.2.8. Laser Diodes

Another light source is the laser diode. In contrast to LEDs,
laser diodes emit monochromatic radiation. Laser diodes
are available with wavelengths ranging from about 405 to
1500 nm. Laser diodes are convenient because the output is
easily focused and manipulated. In contrast to arc lamps
or incandescent lamps, the output of LEDs and laser
diodes can be pulsed or modulated. LEDs can be amplitude
modulated up to about 100 MHz, and laser diodes can
be modulated to several GHz. The use of these light sources

for time-resolved measurements is described in Chapters
4 and 5.

2.3. MONOCHROMATORS

Monochromators are used to disperse polychromatic or
white light into the various colors or wavelengths. This dis-
persion can be accomplished using prisms or diffraction
gratings. The monochromators in most spectrofluorometers
use diffraction gratings rather than prisms. The perform-
ance specifications of a monochromator include dispersion,
efficiency, and stray light levels. Dispersion is usually given
in nm/mm. The slit width is sometimes expressed in mm,
which requires knowledge of the dispersion. A monochro-
mator for fluorescence spectroscopy should have low stray
light levels to avoid problems due to scattered or stray light.
By stray light we mean light transmitted by the monochro-
mator at wavelengths outside the chosen wavelength and
bandpass. Monochromators are also chosen for high effi-
ciency to maximize the ability to detect low light levels.
Resolution is usually of secondary importance since emis-
sion spectra rarely have peaks with line widths less than 5
nm. The slit widths are generally variable, and a typical
monochromator will have both an entrance and exit slit. The
light intensity that passes through a monochromator is
approximately proportional to the square of the slit width.
Larger slit widths yield increased signal levels, and there-
fore higher signal-to-noise ratios. Smaller slit widths yield
higher resolution, but at the expense of light intensity. If the
entrance slit of the excitation monochromator is already
wide enough to accept the focused image of the arc, then
the intensity will not be increased significantly with a wider
slit width. If photobleaching of the sample is a problem, this
factor can sometimes be minimized by decreasing the exci-
tation intensity. Gentle stirring of the sample can also min-
imize photobleaching. This is because only a fraction of the
sample is illuminated and the bleached portion of the sam-
ple is continuously replaced by fresh solution.

Monochromators can have planar or concave gratings
(Figure 2.11). Planar gratings are usually produced
mechanically. Concave gratings are usually produced by
holographic and photoresist methods. Imperfections of the
gratings are a source of stray light transmission by the
monochromators, and of ghost images from the grating.
Ghost images can sometimes be seen within an open mono-
chromator as diffuse spots of white light on the inside sur-
faces. Monochromators sometimes contain light blocks to
intercept these ghost images. Monochromators based on

34 INSTRUMENTATION FOR FLUORESCENCE SPECTROSCOPY

Table 2.1. Strong Emission Lines from a Mercury–Argon 
Calibration Sourcea

Mercury lines (nm)                                 Argon lines (nm)

253.7 404.7 696.5 763.5 842.5
296.7 407.8 706.7 772.4 852.1
302.2 435.8 710.7 794.8 866.8
313.2 546.1 727.3 800.6 912.3
334.1 577.0 738.0 811.5 922.6
365.0 579.1 750.4 826.5

aData from [7].

Figure 2.10. Spectral output of light-emitting diodes [8]. The black
line shows the output of a white LED [7].



concave gratings can have fewer reflecting surfaces, lower
stray light, and can be more efficient. A concave grating can
serve as both the diffraction and focusing element, resulting
on one instead of three reflecting surfaces. For these rea-
sons the holographic gratings are usually preferable for flu-
orescence spectroscopy.

The transmission efficiency of a grating and mono-
chromator is dependent on wavelength and on the design of
the grating. Examples are shown in Figures 2.12 and 2.13.
For a mechanically produced plane grating the efficiency at
any given wavelength can be maximized by choice of blaze
angle, which is determined by the shape and angle of the
tool used to produce the grating. By choice of this angle one
may obtain maximum diffraction efficiency for a given
wavelength region, but the efficiency is less at other wave-
lengths. For the examples shown in Figure 2.12 the efficien-
cy was optimized for 250 or 750 nm. Generally, the excita-
tion monochromator is chosen for high efficiency in the
ultraviolet and an emission monochromator for high effi-
ciency at visible wavelengths.

2.3.1. Wavelength Resolution and 
Emission Spectra

The emission spectra of most fluorophores are rather broad
and devoid of structure. Hence, the observed emission spec-
tra are typically independent of spectral resolution. For flu-
orophores that display structured emission, it is important
to maintain adequate wavelength resolution, which is
adjusted by the slit widths on the monochromator. Emission
spectra of p-terphenyl are shown in Figure 2.13. They dis-
play vibrational structure when recorded with a resolution
of 0.5 nm. However, this structure is nearly lost when the
resolution is 10 nm. Although not important for steady-state
measurements, the transit time through a monochromator
can depend on wavelength (Section 4.6.5).
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Figure 2.11. Monochromators based on a plane (top) or concave (bot-
tom) grating. Revised from [7].

Figure 2.12. Efficiency of two-ruled grating blazed for different
wavelengths. Redrawn from [5]. Courtesy of Newport Corp.

Figure 2.13. Emission spectra of p-terphenyl collected with a spectral
resolution of 0.5 and 10 nm. From [10].



2.3.2. Polarization Characteristics of 
Monochromators

For a grating monochromator the transmission efficiency
depends upon the polarization of the light. This is illustrat-
ed in Figure 2.14 for a concave grating. For this reason, the
observed fluorescence intensities can be dependent upon
the polarization displayed by the fluorescence emission.
The emission spectrum can be shifted in wavelength and
altered in shape, depending upon the polarization condi-
tions chosen to record the emission spectrum. For example,
consider an emission spectrum recorded with the grating
shown in Figure 2.14, and through a polarizer oriented ver-
tically (||) or horizontally (z). Assume that the dotted trans-
mission curve corresponds to vertically polarized light. The
spectrum recorded through the vertically oriented polarizer
would appear shifted to shorter wavelengths relative to that
recorded with the polarizer in the horizontal position. This
is because the transmission efficiency for vertically polar-
ized light is higher at shorter wavelengths. This spectral
shift would be observed irrespective of whether its emission
was polarized or not polarized.

The polarization properties of concave gratings can
have a dramatic effect on the appearance of emission spec-
tra. This is shown in Figure 2.15 for a probe bound to DNA.
The emission spectrum shows a dramatic decrease near 630
nm when the emission polarizer is in the horizontal posi-
tion. This drop is not seen when the emission polarizer is in
a vertical orientation. In addition to this unusual dip in the
spectrum, the emission maximum appears to be different
for each polarizer orientation. These effects are due to the
polarization properties of this particular grating, which dis-

plays a minimum in efficiency at 630 nm for horizontally
polarized light. Such effects are due to the emission mono-
chromator, and are independent of the polarization of the
excitation beam.

The polarization characteristics of monochromators
have important consequences in the measurement of fluo-
rescence anisotropy. Such measurements must be corrected
for the varying efficiencies of each optical component. This
correction is expressed as the G factor (Section 10.4). How-
ever, the extreme properties of the concave gratings (Figure
2.14) can cause difficulties in the measurement of fluores-
cence polarization. For example, assume that the polariza-
tion is to be measured at an excitation wavelength of 450
nm. The excitation intensities will be nearly equal with the
excitation polarizers in each orientation, which makes it
easier to compare the relative emission intensities. If the
emission is unpolarized the relative intensities with parallel
(||) and perpendicular (z) excitation intensities will be near-
ly equal. However, suppose the excitation is at 340 nm, in
which case the intensities of the polarized excitation will be
very different. In this case it is more difficult to accurately
measure the relative emission intensities because of the
larger difference in the excitation intensities. Measurement
of the G factor is generally performed using horizontally
polarized light, and the intensity of this component would
be low.

2.3.3. Stray Light in Monochromators

The stray light level of the monochromator is a critical
parameter for florescence measurements. Stray light is
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Figure 2.14. Grating efficiency for a 1800 line/mm halographic grat-
ing, optimized for the UV. The bold line is the average, and the other
lines are for differently (S and P) polarized light, defined in Figure
2.39. Redrawn from [11].

Figure 2.15. Emission spectra of [Ru(bpy)2(dppz)]2+ bound to DNA.
This probe is described in chapter 20. Excitation at 460 nm. Except for
intensity, the same spectral distributions was observed for vertically as
horizontally polarized excitation. From [12].



defined as any light that passes through the monochromator
besides the desired wavelength. Consider the excitation
monochromator. The entire output from the light source
enters the monochromator. Ultraviolet wavelengths are fre-
quently used for excitation, and the ultraviolet intensity
may be 100-fold less than the visible output of the Xe lamp.
Stray light at longer wavelengths can be passed by the exci-
tation monochromator, and can easily be as intense as the
fluorescence itself. Fluorescence intensities are frequently
low, and many biological samples possess significant tur-
bidity. The incident stray light at the emission wavelength
can be scattered, and can interfere with measurements of
the fluorescence intensity. For these reasons, double-grating
monochromators are frequently used, especially for excita-
tion. Stray light levels for such monochromators are fre-
quently 10–8 to 10–12 of the peak intensities. However, dou-
ble-grating monochromators are less efficient, and sensitiv-
ity must be sacrificed.

The stray light properties of the emission monochro-
mator are also important. Generally, only a low percentage
of the exciting light is absorbed by the fluorophores, and
fluorescence quantum yields can be small. It is not unusual
for the fluorescence signal to be 1000-fold less intense than
the exciting light. Now consider a turbid suspension of
membranes, from which we wish to observe the fluores-
cence of membrane-bound proteins. The excitation and
emission wavelengths would be near 280 and 340 nm,
respectively. Since the emission monochromator is imper-
fect, some of the scattered light at 280 nm can pass through
the emission monochromator set at 340 nm. Assume that
the emission monochromator, when set at 340 nm, discrim-
inates against 280 nm by a factor of 10–4. The intensity of
scattered light at 280 nm can easily be 103–fold more
intense than the fluorescence at 340 nm. Hence 10% of the
"fluorescence" at 340 nm may actually be due to scattered
exciting light at 280 nm. It is also important to recognize
that scattered light is highly polarized, typically 100%. This
means that the scattered light will contribute to the vertical
intensity but not to the horizontal intensity. Stray scattered
light can easily invalidate measurements of fluorescence
anisotropy.

The stray light rejection of holographic gratings is
superior to that of the mechanically produced ruled grat-
ings. It appears that the passage of stray light depends upon
imperfections in the gratings, resulting in ghost images
which can escape from the monochromators. Fewer such
images are present with the holographic gratings because

they are produced optically and have fewer imperfections.
In addition, monochromators with holographic gratings
generally have fewer reflecting surfaces within the mono-
chromators (Figure 2.11). This is because the concave grat-
ing can also act as an imaging device, and thus additional
concave mirrors are not required for focusing. With fewer
reflecting surfaces there is a decreased probability of stray
light escaping from the monochromator.

2.3.4. Second-Order Transmission in 
Monochromators

Another source of unwanted light is higher-order light dif-
fraction by the monochromator. Light diffraction at the
grating can occur as a first, second- or higher-order process.
These diffraction orders frequently overlap (Figure 2.16).
Suppose the excitation monochromator is set at 600 nm.
The xenon light source contains output of both 300 and 600
nm. When the monochromator is set at 600 nm, some 300-
nm light can be present at the exit slit due to second-order
diffraction.

Transmission of second-order diffraction can also
result in extraneous light passing through the emission
monochromators. Suppose the excitation is at 300 nm and
the emission monochromator is scanned through 600 nm. If
the sample is strongly scattering, then some of the scattered
light at 300 nm can appear as second-order diffraction when
the emission monochromator is set to 600 nm. The emission
spectrum from a turbid solution can have a peak at twice the
excitation wavelength due to 2nd-order transmission
through the emission monochromator. Bandpass excitation
filters can be used to remove unwanted wavelengths from
the excitation beam.
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Figure 2.16. First- and second-order diffraction off a diffraction grat-
ing. The region where there is no overlap of the 1st- and 2nd-order dif-
fraction is called the free spectral range.



2.3.5. Calibration of Monochromators

The wavelength calibration of monochromators should be
checked periodically. Calibration can be performed using a
low pressure mercury or mercury–argon lamp. These lamps
are shaped like a cylinder, about 5 mm in diameter, and con-
veniently fit into the cuvette holder. These lamps provide a
number of sharp lines that can be used for calibration (Fig-
ure 2.9). The lamp can be held stationary with a block of
metal in which the lamp fits snugly. This holder is the same
size as a cuvette. A pinhole on the side of this holder allows
a small amount of the light to enter the emission monochro-
mator. A small slit width is used to increase the precision of
wavelength determination and to decrease light intensity. It
is important to attenuate the light so that the photomultipli-
er tube and/or amplifiers are not damaged. Following these
precautions, the dominant Hg lines are located using the
emission monochromator. The measured wavelengths are
compared with the known values, which are listed in Table
2.1. Since there are multiple Hg lines, it is necessary to
observe three or more lines to be certain a line is assigned
the correct wavelength. If the observed wavelengths differ
from the known values by a constant amount, one recali-
brates the monochromator to obtain coincidence. A more
serious problem is encountered if the wavelength scale is
nonlinear.

After calibration of the emission monochromator, the
excitation monochromator can be calibrated against this
new standard. The slits on both monochromators should be
set to the same small value, consistent with the available
light intensity. A dilute suspension of glycogen or Ludox is
placed in the cuvette holder to scatter the exciting light. The
emission monochromator is set to some arbitrary wave-
length. If the excitation monochromator is properly cali-
brated, then the maximum intensity of the scattered light is
seen when the indicated wavelengths are identical. The lin-
earity of the wavelength scale can be determined by setting
the emission monochromator at various wavelengths. One
advantage of this procedure is that there is no need to
remove the light source. The mercury light can be used in
place of the xenon lamp to calibrate the excitation mono-
chromator, but then the xenon lamp must be removed.

2.4. OPTICAL FILTERS

2.4.1. Colored Filters

While spectrofluorometers have monochromators for wave-
length selection, it is often important to use optical filters in

addition to monochromators. Optical filters are used to
compensate for the less-than-ideal behavior of monochro-
mators. Also, when the spectral properties of a fluorophore
are known, maximum sensitivity is often obtained using fil-
ters rather than monochromators. A large range of filters are
available. The manufacturers typically provide the trans-
mission spectra of the filters. Before the advances in thin
film technology, most filters were colored-glass filters. Col-
ored-glass filters can transmit a range of wavelengths (Fig-
ure 2.17, top). Some color filters are called long-pass filters
and transmit all wavelengths above some particular wave-
length (bottom). The names of the filters divide them into
classes according to their colors (BG, blue glass, GG, green
glass, etc.).

The transmission spectra shown in Figure 2.17 are
visually pleasing but may not provide all the needed infor-
mation. In turbid or dilute samples the scattered light can be
orders of magnitude more intense than the fluorescence.
This is also true for two-photon excitation when the excita-
tion wavelength is longer than the emission wavelength. For
these reasons transmission curves are often presented on a
logarithm scale, which makes it possible to determine if the
filter transmits 1% or much less than 1% of the light at any
given wavelength (Figure 2.18). These curves also show
transmission at longer wavelengths, where there may be
interference from scattered light from the higher-order
transmission of monochromators.
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Figure 2.17. Transmission spectra of some typical colored glass fil-
ters. From [13].



An important consideration in the use of bandpass fil-
ters is the possibility of emission from the filter itself. Many
filters are luminescent when illuminated with UV light,
which can be scattered from the sample. For this reason it is
usually preferable to locate the filter further away from the
sample, rather than directly against the sample. Glass filters
of the type shown in Figures 2.17 and 2.18 are highly ver-
satile, effective, and inexpensive, and a wide selection is
needed in any fluorescence laboratory. Excitation and emis-
sion filters can be used in all experiments, even those using
monochromators, to reduce the possibility of undesired
wavelengths corrupting the data.

2.4.2. Thin-Film Filters

A wide variety of colored-glass filters are available, but the
transmission curves are not customized for any given appli-
cation. During the past ten years there have been significant
advances in the design of thin-film optical filters.14 Almost
any desired transmission curve can be obtained. Filters are
now being designed for specific applications, rather than
choosing the colored-glass filter that best suits an applica-
tion. Long-pass filters are an example of this type filter
(Figure 2.19). These filters have a sharp cut on the transmis-
sion above 325 nm or 488 nm, which are wavelengths avail-
able from a helium–cadmium or argon ion laser, respective-
ly. The transmission above the cut-on wavelength is close to
100% to provide maximum sensitivity.

Thin-film filters are also available to specifically trans-
mit or reject laser lines. Laser light can contain additional
wavelengths in addition to the main laser line. This emis-
sion is referred to as the plasma emission, which typically
occurs over a range of wavelengths and is not strongly
directional. The light can be made more monochromatic by
passing the laser beam through a laser line filter, such as the
one shown for a helium–neon laser at 633 nm (Figure 2.20).
Alternatively, it may be necessary to eliminate scattered
light at the laser wavelength. This can be accomplished with
a notch filter which transmits all wavelengths except the
laser wavelengths. These filters are sometimes called
Raman notch filters because of their use in Raman spec-
troscopy.

Emission can usually be selected using a long-pass fil-
ter. However, there may be additional emission at longer
wavelengths, such as the acceptor emission in an energy
transfer experiment. In these cases it is useful to have a fil-
ter that transmits a selected range of wavelengths or auto-
fluorescence from the sample. Figure 2.21 shows examples
of bandpass filters that transmit from 460 to 490 nm or from
610 to 700 nm. The width of transmission can be made nar-
rower or wider. Such filters are often referred to as interfer-
ence filters.
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Figure 2.18. Transmission spectra of colored-glass filters. Top: in
order of increasing wavelength FCG 414, 419, and 423. Bottom: FCG
409, 413, 421, and 425. From [13].

Figure 2.19. Long-pass filters designed to reject light from a helium-
cadmium laser at 325 nm or an argon ion laser at 488 nm. Revised
from [15].



2.4.3. Filter Combinations

While one can obtain almost any desired filter with modern
coating technology, the design of custom filters for each
experiment is usually not practical. If a single filter is not

adequate for a given experiment, it is often possible to com-
bine two or more bandpass filters to obtain the desired spec-
tral properties. This possibility is shown in Figure 2.22. The
UG-11 and WG-320 filters are often used in our laboratory
to isolate protein fluorescence.16 For probes emitting near
450 nm, we often use a combination of Corning 4-96 and 3-
72 filters.17 In this example the filter was selected to reject
702 nm, which was the excitation wavelength for two-pho-
ton excitation of Indo-1.17 This example illustrates an
important aspect in selecting filters. Filters should be select-
ed not only for their ability to transmit the desired wave-
length, but perhaps more importantly for their ability to
reject possible interfering wavelengths.

2.4.4. Neutral-Density Filters

Neutral-density filters are used to attenuate light equally at
all wavelengths. They are typically composed of sheets of
glass or quartz coated with a metal to obtain the desired
optical density. Quartz transmits in the UV and is preferred
unless no experiments will be done using wavelengths
below 360 nm. Neutral-density filters are described by their
optical density, and can typically be obtained in increments
of 0.1, up to optical densities of 4. It is often necessary to
adjust or match the intensity of two signals, which is con-
veniently accomplished using neutral-density filters.
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Figure 2.20. Laser line filter to transmit only the laser wavelength
(top) and a notch filter to reject the laser wavelength. From [15].

Figure 2.21. Interference filter to transmit selected wavelengths.
From [15].

Figure 2.22. Transmission profile of a combination of Corning and
Schott filters used to isolate protein fluorescence (top) and Indo-1 flu-
orescence (bottom). Lower panel from [17].



2.4.5. Filters for Fluorescence Microscopy

Fluorescence microscopy relies on optical filters rather than
monochromators for wavelength selection. Most fluores-
cence microscopy is performed using the epifluorescence
configuration. The term epifluorescence refers to excitation
and emission passing through the same objective (Figure
2.23). This configuration has the advantage of most of the
excitation traveling away from the detector. Additionally,
the excitation can be observed for the same location. Even
though most of the excitation passes through the sample, a
substantial fraction of the excitation is reflected or scattered
back into the objective.

Observation of the fluorescence image requires spe-
cially designed sets of filters. A set contains an excitation
filter, an emission filter, and a dichroic beam splitter. The
function of such filters can be understood by examination of
their transmission spectra (Figure 2.24). The excitation fil-
ter selects a range of wavelengths from a broadband source
to excite the sample. The emission filter transmits the emis-
sion and rejects the excitation wavelengths. The unusual
component is the dichroic beam splitter, which serves a
dual function. It reflects the excitation wavelengths into the
objective, and transmits the emission and allows it to reach
the eyepiece or detector. Filter sets for microscopy are now
often named for use with specific fluorophores rather than
wavelengths.

Fluorescence microscopy is often performed using
multiple fluorophores to label different regions of the cell,
allowing the region to be identified by the emission wave-
length. Emission filters have been designed to pass the
emission from multiple fluorophores. Figure 2.25 shows

the transmission curve of a filter designed to pass the emis-
sion from DAPI near 460 nm, fluorescein near 530 nm,
and Texas Red at 630 nm. The availability of such filters
has greatly expanded the capabilities of fluorescence
microscopy.

2.5. OPTICAL FILTERS AND SIGNAL PURITY

A major sources of errors in all fluorescence measurements
is interference due to scattered light, stray light, or sample
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Figure 2.23. Filter geometry used for epifluorescence microscopy.

Figure 2.24. Epifluorescence filter sets for fluorescein or Cy5.
From [15].

Figure 2.25. Multi-bandpass filter designed to transmit the emission
of DAPI, fluorescein and Texas Red. Note that this is a single filter
with three bandpasses. From [15].



impurities. These problems can be minimized by careful
selection of the emission filter, the use of optical filters in
addition to the excitation and emission monochromators,
and by control experiments designed to reveal the presence
of unwanted components. The use of optical filters and con-
trol experiments to avoid such artifacts is best illustrated by
specific examples.

Figure 2.26 (bottom) shows the emission spectrum of a
dilute solution of tryptophan in aqueous buffer. The large
sharp peak on the left is due to scattered excitation, the
broad peak at 360 nm is the tryptophan fluorescence, and
the small sharp peak at 310 nm is the Raman scatter. Raman
scatter will occur from all solvents. For water, the Raman
peak appears at a wavenumber 3600 cm–1 lower than the
incident wavenumber. For excitation at 280 nm, the Raman
peak from water occurs at 311 nm. Highly fluorescent sam-
ples generally overwhelm the Raman peak. However, if the
gain of the instrument is increased to compensate for a
dilute solution or a low quantum yield, the Raman scatter
may become significant and distort the emission spectrum.
Raman scatter always occurs at a constant wavenumber dif-

ference from the incident light, and can be identified by
changing the excitation wavelength. Also, the spectral
width of the Raman peak will be determined by the resolu-
tion of the monochromators.

In microscopy and in assays the fluorescence may be
observed without a monochromator. The emission can be
observed through a filter that is presumed to remove the
scattered light. Observation through a filter rather than a
monochromator increases the sensitivity because the band-
pass of the observation is increased and the attenuation due
to the monochromator is removed. The signal level can
often be 50-fold higher when observed through filters rather
than a monochromator. Lifetime measurements are usually
performed using long-pass filters to observe the entire
emission. Under these conditions it is important to choose
an emission filter that eliminates both the scattered incident
light and the Raman scatter.

In any fluorescence experiment it is essential to exam-
ine blank samples, which are otherwise identical to the
sample but do not contain the fluorophore. These control
samples allow the presence of Rayleigh and Raman scatter
to be determined. Control samples can also reveal the pres-
ence of fluorescent impurities. An emission spectrum of the
buffer blank for the dilute tryptophan solution is shown in
Figure 2.26 (top). The gain of the instrument should be the
same when recording the emission spectrum of the sample
and that of the blank. These control spectra are recorded
under the same conditions, because the only meaningful
consideration is whether the blank contributes to the emis-
sion under the conditions of a given experiment. In this case
the blank spectrum above 320 nm is essentially zero, show-
ing that the peak at 360 nm (bottom) is in fact due to the
sample. While this may seem like a trivial result, the pres-
ence of background fluorescence and/or scattered light is
the most common error in fluorescence measurements.
Examination of the blank sample also allows identification
of the peak at 310 nm as due to the buffer and not to the
sample.

The most appropriate blank solution is one that is iden-
tical to the sample, but does not contain the fluorophore.
This can be difficult to accomplish with protein or mem-
brane solutions, where the macromolecules themselves are
the source of the signal. Such solutions will typically be
more strongly scattering than the buffer blanks. In these
cases it is useful to add glycogen or colloidal silica (Ludox)
to the buffer blank, to mimic the amount of scattering from
the sample. This allows selection of filters that are adequate
to reject scattered light from the sample.
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Figure 2.26. Emission spectrum of a 0.8-µM solution of tryptophan
(bottom) in 0.1 M phosphate buffer, pH 7.0. The observation polariz-
er was vertically oriented. Top: emission spectrum of a blank buffer
solution under the same optical conditions. The emission polarizer
was vertical (||), horizontal (⊥) or at the 54.7° magic angle (MA) posi-
tion. From [10].



2.5.1. Emission Spectra Taken through Filters

Suppose you wanted to measure the lifetime of the trypto-
phan sample in Figure 2.26 (bottom) and the measurements
are to be performed using a bandpass filter to isolate the
emission. How can one know the scattered light has been
rejected by the emission filter? This control is performed by
collecting an emission spectrum through the filter used to
measure the lifetime (Figure 2.27, top). In this case the
Schott WG320 filter rejected both the scattered light and the
Raman scatter, as seen by the zero intensity from 280 to 310
nm. In some cases the filter itself can be a source of back-
ground emission. The use of an equivalent scattering solu-
tion is preferred, as this provides the most rigorous test of
the filter for rejecting scattered light and for displaying
minimal fluorescence.

It is important to remember that scattered light is usu-
ally 100% polarized (p = r = 1.0). This is the reason the
emission polarizer was vertical in Figure 2.27 (top), which
is the worst-case situation. If the emission spectrum was
recorded with the polarizer in the horizontal position, then
the scattered light would be rejected by the polarizer (Fig-
ure 2.27, bottom). If the sample is then measured with a
vertical polarizer, scattered light may be detected. When

examining spectra for the presence of scattered light, it is
preferable to keep both polarizers in the vertical position,
and thereby maximize the probability that the interfering
signal will be observed. Conversely, a horizontal emission
polarizer can be used to minimize the scattered light if only
the emission spectrum needs to be recorded.

The emission spectra in Figure 2.27 (bottom) illustrate
how the polarization-dependent transmission properties of
the monochromator can distort the emission spectra. For
these spectra the excitation was polarized vertically, and the
emission spectra were recorded through a polarizer orient-
ed vertically (||) or horizontally (z). These spectra are clear-
ly distinct. The spectrum observed through the vertically
oriented polarizer is blue shifted relative to the spectrum
observed when the emission polarizer is in the horizontal
orientation. The extra shoulder observed at 390 nm is due to
the transmission properties of the monochromator. These
results illustrate the need for comparing only those spectra
that were recorded under identical conditions, including the
orientation of the polarizers. The emission spectra for the
same fluorophore can differ slightly if the emission is polar-
ized or unpolarized.

One way to avoid these difficulties is to use a defined
orientation of the polarizers when recording emission spec-
tra. One preferred method is to use the so-called "magic
angle" conditions. This is vertically polarized excitation and
an emission polarizer oriented 54.7E from the vertical. In
effect, the use of this condition results in a signal propor-
tional to the total fluorescence intensity (Iy) which is given
by I|| + 2Iz, where I|| and Iz are the intensities of vertically
and horizontally polarized emission. Such precautions are
generally taken only when necessary. If the excitation
source is unpolarized, the presence of polarizers in both the
excitation and emission light paths results in an approxi-
mate fourfold decrease in signal level.

Polarization or anisotropy measurements are frequent-
ly performed using filters rather than monochromators.
Scattered light is 100% polarized (r = 1.0). Hence, a small
percentage of scatter can result in serious errors. For exam-
ple, assume 10% of the observed intensity is due to Raman
scatter. Furthermore, assume that the actual anisotropy of a
sample, in the absence of scatter, is 0.10. The observed
anisotropy is then given by

robs = fsrs + fFrF (2.1)

where the fs value represents the fractional contribution of
the scattered light, fF is the fractional contribution of the flu-
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Figure 2.27. Rejection of scattered light from the 0.8-µM tryptophan
solution using a bandpass filter (top) or a polarizer but no bandpass fil-
ter (bottom). The emission polarizer was oriented vertically (||) or hor-
izontally (⊥). From [10].



orescence, rF is the anisotropy of the fluorescence, and rs is
the anisotropy of the scattered light. Substitution into eq.
2.1 yields robs = 0.19. Hence, a 10% contribution from scat-
tered light can result in an almost twofold error in the meas-
ured anisotropy. The relative error would be still larger if rF

was smaller. These considerations apply to both Raman and
Rayleigh scattering.

When measuring tryptophan or protein emission it is
important to recognize that Raman scatter can be mistaken
for tyrosine emission. This possibility is shown in Figure
2.28, which shows the emission spectrum of a tryptophan
solution that contains a minor amount of tyrosine. Upon
excitation at 275 nm the tyrosine results in a peak near 300
nm. The fact that this peak is due to tyrosine is shown by
the spectrum obtained for 295-nm excitation, which shows
only the tryptophan emission. If the emission spectrum of
tryptophan alone was recorded at lower resolution, one can
readily imagine how the broadened Raman line would
become visually similar to tyrosine emission (Figure 2.28).

2.6. PHOTOMULTIPLIER TUBES

Almost all fluorometers use photomultiplier tubes (PMTs)
as detectors, and it is important to understand their capabil-
ities and limitations. A PMT is best regarded as a current
source. The current is proportional to the light intensity. A
PMT responds to individual photons, and the pulses can be
detected as an average signal or counted as individual pho-
tons.

A PMT vacuum tube consists of a photocathode and a
series of dynodes which are the amplification stages (Figure

2.29). The photocathode is a thin film of metal on the inside
of the window. Incident photons cause electrons to be eject-
ed from this surface. The generation efficiency of photo-
electrons is dependent upon the incident wavelength. The
photocathode is held at a high negative potential, typically
–1000 to –2000 volts. The dynodes are also held at negative
potentials, but these potentials decrease toward zero along
the dynode chain. The potential difference between the pho-
tocathode and the first dynode potential is generally fixed at
a constant voltage by a Zener diode, at values ranging from
–50 to –200 volts. This potential difference causes an eject-
ed photoelectron to be accelerated toward the first dynode.
Upon collision with the first dynode the photoelectron caus-
es 5 to 20 additional electrons to be ejected, depending on
the voltage difference to this dynode. This process contin-
ues down the dynode chain until a current pulse arrives at
the anode. The size of this pulse depends upon the overall
voltage applied to the PMT. Higher voltages result in an
increased number of electrons ejected from each dynode,
and hence higher amplification. PMTs are useful for low-
level light detection because they are low-noise amplifiers.
Little additional noise is created as the electrons pass
through the PMT. Amplification outside of the PMT gener-
ally results in more noise being added to the signal.

For quantitative measurements, the anode current must
be proportional to the light intensity. A nonlinear response
can result from an excessive current being drawn from the
photocathode. Under high-intensity illumination the electri-
cal potential of the photocathode can be decreased because
of its limited current-carrying capacity. This decreases the
voltage difference between the photocathode and the first
dynode, and also decreases the gain. Excessive photocur-
rents can damage the light-sensitive photocathodes, result-
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Figure 2.28. Emission spectra of tryptophan with a trace impurity of
tyrosine, for excitation at 275 and 295 nm. From [10].

Figure 2.29. Schematic diagram of a photomultiplier tube and its dyn-
ode chain.



ing in loss of gain and excessive dark currents. The dark
current from a PMT is the current in the absence of incident
light.

A linear response also requires that the dynode volt-
ages remain constant, irrespective of the incident light level
and anode current. Dynode chains are designed so that the
total current through the chain is at least 100-fold greater
than the maximum anode current. Consider the 10-stage
tube shown in Figure 2.29. Using resistors with R = 100 kΩ,
the dynode current would be 1.0 Ma at 1000 volts total volt-
age across the PMT. Hence 10 µA should be the maximum
anode current. There are often capacitors placed between
the higher-numbered dynodes to provide a source of current
during a single photoelectron pulse or periods of high illu-
mination. Constant amplification by a PMT requires careful
control of the high voltage. A typical PMT will yield a
threefold increase in gain for each 100 volts. Hence, a small
change in voltage can result in a significant change in the
signal. The high voltage supply needs to provide a constant,
ripple-free voltage that is stable for long periods of time.
Photomultiplier tubes are available in a wide variety of
types. They can be classified in various ways, such as
according to the design of the dynode chain, size, and
shape, spectral response, or temporal response.

2.6.1. Spectral Response of PMTs

The sensitivity of a PMT depends upon the incident wave-
length. The spectral response is determined by the type of
transparent material used for the window, and the chemical
composition of the photocathode. Only light that enters the
PMT can generate photocurrent. The input windows must
be transparent to the desired wavelengths. The transmission

curves of typical windows material are shown in Figure
2.30. UV transmitting glass is frequently used and transmits
all wavelengths above 200 nm. Synthetic quartz can be used
for detection deeper into the UV. MgF2 windows are only
selected for work in the vacuum ultraviolet. Since atmos-
pheric oxygen absorbs strongly below 200 nm, there is lit-
tle reason for selecting MgF2 unless the apparatus is used in
an oxygen-free environment. For this reason the spectral
region below 200 nm is called the vacuum ultraviolet.

The second important factor is the material used for the
photocathode. Numerous types of photocathodes are avail-
able, and the spectral responses of just a few are shown in
Figure 2.31. The quantum efficiency is not constant over
any reasonable range of wavelengths. This is one origin of
the nonideal wavelength response of spectrofluorometers.
Most photocathodes are sensitive in the UV, blue and green
(300–500 nm) regions of the spectrum. The differences in
photocathode material are important mostly for wave-
lengths above 600 nm. One of the most commonly used is
the bialkali photocathode (Figure 2.31), which provides
high sensitivity and low dark current. One disadvantage of
the bialkali photocathode is the rapid decrease in sensitivi-
ty above 600 nm. Given the current emphasis on red and
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Figure 2.30. Typical transmittance of PMT window materials.

Figure 2.31. Spectral response curves of typical photocathodes. From
[18].



NIR fluorescence, the bialkali photocathode is becoming
less useful.

The sensitivity above 500 nm has been increased by the
introduction of multi-alkali and extended red multi-alkali
photocathodes, which provide good sensitivity to 700 or
800 nm (Figure 2.31). Red-sensitive PMTs typically have
higher dark current, but for most multi-alkali photocathodes
the dark current is not a problem. Sensitivity to still longer
wavelengths can be obtained using Ag–O–Cs or S-1 photo-
cathodes. However, their quantum efficiency is uniformly
poor, and it is often difficult to detect the signal above the
dark current with an S-1 PMT. In fact, these PMTs are
rarely used without cooling to reduce the dark current.

2.6.2. PMT Designs and Dynode Chains

The major types of PMTs and dynode chains used in fluo-
rescence are shown in Figures 2.32 and 2.33. A commonly
used PMT is the side-window or side-on tube. A large num-
ber of variants are available, and all are descendants of one
of the earliest PMTs, the 1P-28. These side-on tubes used a
circular cage dynode chain, sometimes referred to as a
squirrel cage (Figure 2.33). The specifications of one side-
on tube are listed in Table 2.2. The multi-alkali photocath-
ode of the R446 is sensitive from 185 to 870 nm. This type
of circular cage PMT has evolved into the subminiature
PMTs. Because of their compact design the time response
is excellent (Table 2.2). PMTs are also available in the com-
pact TO-8 format, which is 16 nm in diameter. Small PMTs
are available complete with a high voltage supply and dyn-
ode chain, all in a compact package. These compact high-
sensitivity detectors have appeared in many research and
clinical instruments.
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Table 2.2. Characteristics of Typical Photomultiplier Tubesa

R446                                          R2560                                      R3809                                        R3811
Type                              Side window                                 Head-on                                    Head-on                                  Subminiature

Dynode chain Circular cage Linear plate Microchannel cage Circular cage

Photocathode Multi-alkali Bialkali Multi-alkali S-20 Multi-alkali

Wavelength 185–870 300–650 160–185 185–850
range (nm)

Amplification 5 x 106 6 x 106 2 x 105 1.3 x 106

Rise time (ns) 2.2 2.2 0.15 1.4

Transit time (ns) 22 26 0.55 15

Bandwidth (MHz) 200 200 2000 300
(estimate)

a The number refers to types provided by Hammamatsu Inc.18

Figure 2.32. Types of photomultiplier tubes. Figure 2.33. Types of PMT dynode chains. From [14].



Another type of PMT is the head-on design (Figure
2.32). This design is used with various types of dynode
chains, such as the box and grid, blind and mesh design. For
time-resolved fluorescence the head-on PMTs typically use
a linear-focused dynode chain (Figure 2.33). The purpose
of this design is to minimize the transit time spread and thus
improve the time response of the PMT. The use of a head-
on design allows the dynode chain to be extended as long as
desired, so that the highest amplification is usually avail-
able with this type of PMT.

The final type of PMT is the microchannel plate PMT
(MCP-PMT). In place of a dynode chain the MCP-PMT has
plates that contain numerous small holes (Figure 2.33). The
holes in these plates are the microchannels, which are lined
with a secondary emissive dynode material. The electrons
are amplified as they drop down the voltage gradient across
the microchannel plate. Because of the short distances for
electron travel, and the restricted range of electron paths,
this type of PMT shows the fastest time response and is
used in the most demanding time-resolved measurements.
MCP-PMTs are available with one, two, or three stages of
microchannel plates. The amplification is generally lower
than for PMTs with discrete dynode chains. Also, the max-
imum photocurrent is typically 100 nA, as compared with
10 to 100 µA for a dynode PMT.

2.6.3. Time Response of Photomultiplier Tubes

For steady-state measurements the time response of a PMT
is not important. The PMT time response is important for
lifetime measurements. There are three main timing charac-
teristics of PMT—the transit time, the rise time, and the
transit time spread (Figure 2.34). The transit time of a PMT
is the time interval between the arrival of a photon at the
cathode and the arrival of the amplified pulse at the anode.
Typical transit times range from 20 to 50 ns. The rise time
is the time required for the PMT anode signal to rise from
10 to 90% of its final level. The rise time is determined pri-
marily by the transit time variation in the PMT, that is, the
scatter around the average transit time.

The transit time spread is the most important specifica-
tion for time-resolved measurements. These timing varia-
tions result from the different geometric paths that the elec-
trons can take from the photocathode to the anode. The pho-
toelectrons can originate from different parts of the photo-
cathode, or can have different trajectories from the same
region of the photocathode. The electrons subsequently
ejected from the dynodes can take slightly different geo-

metric paths through the PMT. This can be seen in Figure
2.29 from the various ejection angles of electrons coming
off the first dynode. Transit time spread can be decreased by
using photocathode and dynode geometries which mini-
mize the number of different trajectories. This can be
accomplished by the use of small illuminated areas, or a
dynode designed to direct the flight of the electrons along a
defined trajectory.

The most dramatic advance in high-speed PMTs has
been the introduction of the MCP-PMT. In this case the
photoelectrons are proximity focused into the MCP (Figure
2.33). There is very little variation in terms of electron tra-
jectory within the MCP. For this reason MCP-PMTs have
transit time spreads tenfold smaller than those of standard
PMTs (Table 2.2).

A second source of the time dependence of a PMT
results from the photocathode itself. Typically, its time
response is dependent upon the wavelength incident on the
photocathode. This property is called the color effect. The
energy of the ejected electrons is dependent upon the inci-
dent wavelength, and the energy affects the path an electron
takes through the phototube. Color effects are not important
for steady-state measurements. Color effects were a signif-
icant source of error in lifetime measurements, but color
effects seem to be smaller in the current generation of fast
PMTs.
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Figure 2.34. Time response of a typical PMT. The data are for a
R2059, head on, 12-stage linear focused PMT. Revised from [18].



2.6.4. Photon Counting versus Analog 
Detection of Fluorescence

A PMT is capable of detecting individual photons. Each
photoelectron results in a burst of 105 to 106 electrons,
which can be detected as individual pulses at the anode
(Figure 2.35). Hence, PMTs can be operated as photon
counters, or can be used in the analog mode in which the
average photocurrent is measured. Note that we are consid-
ering steady-state measurements. Time-correlated photon
counting for lifetime measurements will be discussed in
Chapter 4. In photon-counting mode, the individual anode
pulses due to each photon detected and counted. As a result,
the detection system is operating at the theoretical limits of
sensitivity. Noise or dark current in the PMT frequently
results from electrons that do not originate at the photocath-
ode, but from further down the dynode chain. Such anode
pulses from these electrons are smaller, and can be ignored
by setting the detection threshold high enough to count only
fully amplified primary photoelectrons. Besides increased
sensitivity, the stability of the detection system can be
increased. Because the PMT is operated at a constant high
voltage, small drifts in the voltage do not result in signifi-
cant changes in the efficiency with which each photon is
counted. Photon-counting detection is frequently used
when signal levels are low, and when it is necessary to aver-
age repetitive wavelength scans to increase the signal-to-
noise ratio.

There can be disadvantages to photon counting for
steady-state measurements. The gain of the PMT cannot be
varied by changing the applied voltage. Photon-counting
detection can be inconvenient when signal levels are high.
To stay within the linear range, one must adjust the slit
widths or the fluorescence intensities (using neutral-density
filters). Another disadvantage of photon counting is the lim-
ited range of intensity over which the count rate is linear. If

two pulses arrive at the anode closely spaced in time, they
will be counted as a single pulse. Anode pulses resulting
from a single photon are typically 5 ns wide. This limits the
response of the PMT to 200 MHz, or 2 x 108 Hz for a peri-
odic signal. For random events, the count rates need to be
about 100-fold less to avoid the simultaneous arrival of two
photons. Hence, count rates are limited to several MHz.
Manufacturers often specify count rates of 50 MHz or high-
er. However, these count rates apply to uniformly spaced
pulses, and the pulse widths of the detector may be too wide
to distinguish pulses which occur too close together. In
practice, the count rates often become sublinear before the
theoretical upper limit is reached (Figure 2.36). Higher
count rates can be obtained with PMTs which show shorter
pulse widths. Additionally, the signal-to-noise ratio
becomes unsatisfactory at count rates below 10,000 photons
per second. The linear dynamic range can be as small as 3
log units (Figure 2.36).20 This limited intensity range is a
drawback of photon-counting detection for steady-state
measurements of fluorescence, unless the highest sensitivi-
ty is required.

In analog mode the individual pulses are averaged.
Since the current from each pulse contributes to the average
anode current, the simultaneous arrival of pulses is not a
problem. When using analog detection the gain of the
detection system can be varied by changing either the
amplifier gain or the voltage on the photomultiplier tube. As
a result, a wider range of signal levels can be detected with-
out concerns about a nonlinear response. The precision of
the individual measurements can be higher than for photon
counting measurements, because of the higher overall sig-
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Figure 2.35. Photon-counting detection using a PMT. From [19].

Figure 2.36. Dynamic range available with photon counting and ana-
logue detection. From [19].



nal levels. However, even the analog measurements have a
limited range because all PMTs display saturation above a
certain light level if one exceeds the capacity of the photo-
cathode to carry the photocurrent, or an ability of the dyn-
ode chain to maintain a constant voltage.

2.6.5. Symptoms of PMT Failure

Photomultiplier tubes should be handled with care. Their
outer surfaces should be free of dust and fingerprints, and
should not be touched with bare hands. The photocathode is
light sensitive, and it is best to perform all manipulations in
dim light. It is convenient to know the common signs of
PMT failure. One may observe pulses of current when the
applied voltage is high. At lower voltages this symptom
may appear as signal instability. For instance, the gain may
change 20% to several-fold over a period of 2–20 seconds.
The origin of this behavior is frequently, but not always, a
leakage of gas into the tube. The tube cannot be fixed and
replacement is necessary. In some instances the tube may
perform satisfactory at lower voltages.

A second symptom is high dark current. This appears
as an excessive amount of signal when no light is incident
on the PMT. The origin of high dark currents is usually
excessive exposure of the tube to light. Such exposure is
especially damaging if voltage is applied to the tube at the
same time. Again, there is no remedy except replacement or
the use of lower voltages.

Signal levels can be unstable for reasons other than a
failure of the photomultiplier tube. If unstable signals are
observed one should determine that there are no light leaks
in the instrument, and that the high voltage supplies and
amplifiers are functioning properly. In addition, the pins
and socket connections of the PMT should be checked,
cleaned, and tightened, as necessary. Over a period of years,
oxide accumulation can result in decreased electrical con-
tact. Photobleaching of a sample may give the appearance
of an instrument malfunction. For example, the fluores-
cence intensity may show a time-dependent decrease due to
bleaching, and then an increase in intensity due to convec-
tion currents which replenish the bleached portion of the
sample.

2.6.6. CCD Detectors

There is a growing usefulness of charge-coupled devices
(CCDs) in fluorescence spectroscopy.21–22 CCDs are imag-
ing detectors with remarkable sensitivity and linear dynam-

ic range. CCDs typically contain 106 or more pixels. Each
pixel acts as an accumulating detector where charge accu-
mulates in proportion to total light exposure. The charge at
each pixel point can be read out when desired, to obtain a
two-dimensional image. CCDs are used widely in fluores-
cence microscopy.23–24

Small spectrofluorometers using CCDs are commer-
cially available.25 These devices are conveniently interfaced
via a USB cable and have no moving parts. The sensitivity
can be rather good, as seen from the fluorescein emission
spectra (Figure 2.37). The signal is easily brought to the
device using a fiber-optic cable. When combined with an
LED light source the entire instrument becomes a solid-
state device. These spectrofluorometers are convenient for
bringing the instrument to the experiment, rather than vice
versa.

2.7. POLARIZERS

When discussing polarizers it is useful to recall a few con-
ventional definitions. The laboratory vertical-axis is typi-
cally referred to as the z-axis. Light can be described as
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Figure 2.37. CCD spectrofluorometer and emission spectra of fluo-
rescein. The light source for the fluorescein spectra was a 450 nm blue
LED. From [25]. Image courtesy of Ocean Optics Inc.



having a direction for its electrical component. Unpolarized
light, of the type from incandescent or arc lamp sources, has
equal amplitudes of the electric vector normal to the direc-
tion of light propagation. Polarized light has greater ampli-
tude in one of the directions. Light with its electrical vector
directed along the z-axis is said to be vertically polarized
(Figure 2.38). Light with its electrical vector at right angles
to the z-axis is said to be horizontally polarized.

In a discussion of polarization, the terms "S" and "P"
polarization are often used. These terms are defined relative
to the normal to the plane of incidence of the light on the
optical interface. The plane of incidence is the plane
defined by the light ray and the axis normal to the surface.
If the electrical vector is in the plane of incidence the ray is
said to be "P" polarized (Figure 2.39). If the electrical vec-
tor is perpendicular to the plane of incidence this ray is said
to be "S" polarized.

Polarizers transmit light when the electric vector is
aligned with the polarization axis, and block light when the

electric vector is rotated 90E. These principles are shown in
Figure 2.40. The incident light is unpolarized. About 50%
of the light is transmitted by the first polarizer, and this
beam is polarized along the principal axis of the polarizer.
If the second polarizer is oriented in the same direction,
then all the light is transmitted except for reflection losses.
If the second polarizer is rotated through an angle θ the
intensity is given by

(2.2)

where Imax corresponds to θ = 0. Polarizers are frequently
characterized by their extinction ratios. If the first polarizer
is illuminated with linearly polarized light along the princi-
pal axis, the extinction ratio is the ratio of intensities for
parallel (θ = 0E) and crossed polarizers (θ = 90). A slightly
different definition is used if the first polarizer is illuminat-
ed with unpolarized light. Extinction ratios range from 103

to 106.
For general use in fluorescence spectroscopy a UV-

transmitting Glan-Thompson polarizer has the best all-
around properties (Figure 2.41). These polarizers consist of
calcite prisms, which are birefringent, meaning the refrac-
tive index is different along each optical axis of the crystal.
The angle of the crystal is cut so that one polarized compo-
nent undergoes total internal reflection at the interface, and
the other continues along its optical path. The reflected
beam is absorbed by the black material surrounding the cal-
cite. The purpose of the second prism is to ensure that the
desired beam exits the polarizer in the same direction as the
entering beam. For high-power laser applications an exit
port is provided to allow the reflected beam to escape.

I � Imax cos 
2

 θ
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Figure 2.38. Vertically polarized light.

Figure 2.39. Definition of S and P polarization. P-polarized light has
the electric field polarized parallel to the plane of incidence. S-polar-
ized light has the electric field polarized perpendicular to the plane of
incidence.

Figure 2.40. Transmission of light through polarizers. The incident
beam is unpolarized. Only vertically polarized light passes through
the first polarizer. Transmission through the second polarizer is pro-
portional to cos2 θ.



Calcite transmits well into the UV, and the transmis-
sion properties of the polarizer are determined by the mate-
rial between the two prisms, which can be air or some type
of cement. An air space is usually used for UV transmis-
sion. The polarizers are typically mounted in 1 inch diame-
ter cylinders for ease of handling. Glan-Thompson polariz-
ers provide high extinction coefficients near 106, but that
is not the reason they are used in fluorescence. Glan-
Thompson polarizers have a high acceptance angle, 10-15E,
allowing them to be used where the beams are not well
collimated. Another advantage is the low UV and
visible absorbance of calcite, providing high transmission
efficiency.

Another type of polarizer used in fluorescence are film
polarizers, the same type used in polaroid glasses. These are
thin films of a stretched polymer that transmit the light
polarized in one direction and absorb the light polarized in
another direction (Figure 2.40). Because the light is
absorbed they are easily damaged by intense laser beams.
They have a wide acceptance angle, but overall transmis-
sion is poor, especially in the ultraviolet. A wide variety of
other polarizers are available. Most of the others, such as
Wallaston polarizers and Rachon prism polarizers, split the
unpolarized light into two beams, which must then be spa-
tially selected.

2.8. CORRECTED EXCITATION SPECTRA

The development of methods to obtain excitation and emis-
sion spectra, corrected for wavelength-dependent effects,

has been the subject of numerous investigations. None of
these methods are completely satisfactory, especially if the
corrected spectra are needed on a regular basis. Prior to cor-
recting spectra, the researcher should determine if such cor-
rections are necessary. Frequently, it is only necessary to
compare emission spectra with other spectra collected on
the same instrument. Such comparisons are usually made
between the technical (or uncorrected) spectra. Further-
more, the response of many spectrofluorometers is similar
because of the similar components, and comparison with
spectra in the literature can frequently be made. Of course,
the spectral distributions and emission maxima will differ
slightly, but rigorous overlap of spectra obtained in differ-
ent laboratories is rarely a necessity.

Modern instruments with red-sensitive PMTs and with
gratings comparable to that shown in Figure 2.41 can pro-
vide spectra that are not very distorted, particularly in the
visible to red region of the spectrum. Corrected spectra are
needed for calculation of quantum yields and overlap inte-
grals (Chapter 13). We briefly describe the methods judged
to be most useful.

2.8.1. Corrected Excitation Spectra Using a
Quantum Counter

Excitation spectra are distorted primarily by the wavelength
dependence of the intensity of the exciting light. This inten-
sity can be converted to a signal proportional to the number
of incident photons by the use of a quantum counter. Rho-
damine B (RhB) in ethylene glycol (3 g/l) is the best-known
quantum counter,26 and to this day remains the most gener-
ally reliable and convenient quantum counter. This concen-
trated solution absorbs virtually all incident light from 220
to 600 nm. The quantum yield and emission maximum
(.630 nm) of rhodamine B are essentially independent of
excitation wavelength from 220 to 600 nm.

The principle of a quantum counter is illustrated in Fig-
ure 2.42, which shows the ratio of the intensities observed
from the RhB quantum counter and a thermopile. It is seen
that the ratio remains constant at varying wavelengths.
Since the emission spectrum of rhodamine B is independent
of excitation wavelength, the quantum counter circumvents
the wavelength-dependent sensitivity of the reference pho-
totube. Hence, this solution provides a signal of constant
emission wavelength and this signal, which is proportional
to the photon flux of the exciting light. Quantum counters
can also be made using moderately concentrated solutions
of quinine sulfate or fluorescein. Quinine sulfate (4 g/l in 1
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Figure 2.41. Glan-Thompson polarizer (top) and light paths (bottom).



N H2SO4) is useful at excitation wavelengths ranging from
220 to 340 nm and fluorescein (2 g/l in 0.1 N NaOH) is use-
ful over this same range, but is less reliable from 340 to 360
nm,26 where absorption of fluorescein is weaker.

To record corrected excitation spectra, the quantum
counter is placed in the reference channel of the spectroflu-
orometer (Figure 2.1). Because of the high optical density,
the reference cell holder is modified so that the emission is
observed from the same surface of the quantum counter that
is being illuminated. Alternatively, quantum counters can
be used in a transmission mode by observing the fluores-
cent light exiting the back surface of the illuminated
cuvette.27 In either case an optical filter is placed between
the quantum counter and the PMT, which eliminates inci-
dent light but transmits the fluorescence. With a quantum
counter in place, a corrected excitation spectrum may be
obtained by scanning the excitation monochromator and
measuring the ratio of the fluorescence intensity from the
sample to that from the quantum counter. The wavelength-
dependent response of the emission monochromator and
phototube are not important because the emission wave-
length is unchanged during a scan of the excitation wave-
length. This procedure was used to record the corrected
excitation spectrum of fluorescein shown in Figure 2.6.

Other quantum counters have been described, and are
summarized in Table 2.3. The long wavelength dye HITC
extends the range to 800 nm, but its response is not as flat
as RhB. Unfortunately, there is no perfect quantum counter,
and for most applications RhB appears to be the best
choice.

2.9. CORRECTED EMISSION SPECTRA

2.9.1. Comparison with Known Emission Spectra

It is necessary to know the wavelength-dependent efficien-
cy of the detection system to calculate the corrected emis-
sion spectra. It is difficult and time consuming to measure
the correction factors for any given spectrofluorometer.
Even after careful corrections are made the results are only
accurate to "10%. For this reason the observed technical
spectra are usually reported. If corrected spectra are neces-
sary, one simple and reliable method of obtaining the nec-
essary correction factors is to compare the observed emis-
sion spectrum of a standard substance with the known cor-
rected spectrum for this same substance. Such spectra have
been published for a variety of readily available fluo-
rophores including quinine sulfate, β-naphthol, 3-aminoph-
thalimide, 4-dimethylamino-4'-nitrostilbene, and N,N-
dimethylamino-m-nitrobenzene.31–36 The emission wave-
lengths of these compounds cover the range from 300 to
800 nm and the data are presented in graphical and numer-
ical form. Corrected spectra have been published for a
series of harmine derivatives, covering the range 400–600
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Figure 2.42. Comparison of the thermopile and the rhodamine B
quantum counter as radiation detectors. Redrawn from [26].

Table 2.3. Quantum Counters

Solution                        Range (nm)     Flatness      Reference

3 g/l Rhodamine B in 220–580 "5% 26
ethylene glycol

8 g/l Rhodamine B in 250–600 "4% 27
ethylene glycola

2 g/l Fluorescein in 240–400b "5% 26
0.1 N NaOH

4 g/l quinine sulfate 220–340 "5% 26
in 1 N H2SO4

Rhodamine in polyvinyl 360–600 "3% 28c

alcohol (PVA) films

Coumarins in PVA films 360–480 "3% 28c

5 g/l Ru(bpy)3
2+ in 360–540 1.1% 29

methanol

Ru(bpy)3
+ in PVA films 360–530 1% 29d

8 g/l HITCe in acetonitrile 320–800f "10% 30

aA higher concentration of RhB is claimed to be preferred for use in
transmission mode. See [27].
bResponse may be 15% lower from 340 to 360 nm.
cSee [28] for details on the rhodamines, coumarins, and PVA film
preparations.
dSee [29] for details.
eHITC, 1,1',3,3,3',3'-hexamethylindotricarbocyanine.
fDeviation up to 20% occurs near 470 nm.



nm.37 For convenience some of these corrected spectra are
given in Appendix I, Corrected Emission Spectra.

To obtain correction factors the emission spectrum of a
standard compound is recorded and compared to the data
for a standard compound. This simple comparative method
avoids the difficulties inherent in the more rigorous proce-
dures described below. β-Naphthol should probably not be
used as a standard because, under the conditions described,
both naphthol and naphtholate emission are observed. The
dual emission is a result of an excited state reaction, the
extent of which is difficult to control. Quinine sulfate has
been questioned as a standard, because its intensity decay
may not be a single exponential and its quantum yield may
be somewhat dependent on excitation wavelength.38 How-
ever, it seems to be an acceptable standard for most circum-
stances. One should remember that quinine sulfate is colli-
sionally quenched by chloride,39 so solutions of quinine
used as a quantum yield standard should not contain chlo-
ride. A potentially superior standard is β-carboline, whose
spectral characteristics are similar to quinine sulfate and
which displays a single exponential decay time.40 The emis-
sion spectra of quinine sulfate and β-carboline are similar.

2.9.2. Corrections Using a Standard Lamp

The correction factors can also be obtained by observing
the wavelength-dependent output from a calibrated light
source. The wavelength distribution of the light from a
tungsten filament lamp can be approximated by that of a
black body of equivalent temperature. Standard lamps of
known color temperature are available from the National
Bureau of Standards and other secondary sources. General-
ly one uses the spectral output data provided with the lamp
(L(λ)) because the black-body equation is not strictly valid
for a tungsten lamp. The detection system is then calibrated
as follows:

1. The intensity of the standard lamp versus
wavelength I(λ) is measured using the detec-
tion system of the spectrofluorometer.

2. The sensitivity of the detection system S(λ) is
calculated using

S(λ) = I(λ)/L(λ) (2.3)

where L(λ) is the known output of the lamp.
3. The corrected spectra are then obtained by

dividing the measured spectra by these sensi-
tivity factors.

It is important to recognize that the operation of a stan-
dard lamp requires precise control of the color temperature.
In addition, the spectral output of the lamp can vary with
age and usage of the lamp.

2.9.3. Correction Factors Using a Quantum
Counter and Scatterer

Another method to obtain the correction factors for the
emission monochromator and PMT is to calibrate the xenon
lamp in the spectrofluorometer for its spectral output.26 The
relative photon output (L(λ)) can be obtained by placing a
quantum counter in the sample compartment. Once this
intensity distribution is known, the xenon lamp output is
directed onto the detector using a magnesium oxide scatter-
er. MgO is assumed to scatter all wavelengths with equal
efficiency. Correction factors are obtained as follows:

1. The excitation wavelength is scanned with the
quantum counter in the sample holder. The
output yields the lamp output L(λ).

2. The scatterer is placed in the sample compart-
ment and the excitation and emission mono-
chromators are scanned in unison. This proce-
dure yields the product L(λ) S(λ), where S(λ)
is the sensitivity of the detector system.

3. Division of S(λ) C L(λ) by L(λ) yields the sen-
sitivity factors S(λ).

A critical aspect of this procedure is obtaining a reli-
able scatterer. The MgO must be freshly prepared and be
free of impurities. Although this procedure seems simple, it
is difficult to obtain reliable correction factors. It is known
that the reflectivity of MgO changes over time, and with
exposure to UV light, particularly below 400 nm.41 In addi-
tion to changes in reflectivity, it seems probable that the
angular distribution of the scattered light and/or collection
efficiency changes with wavelength, and one should proba-
bly use an integrating sphere at the sample location to avoid
spatial effects. Given the complications and difficulties of
this procedure, the use of emission spectrum standards is
the preferred method when corrected emission spectra are
needed.

2.9.4. Conversion Between Wavelength and
Wavenumber

Occasionally, it is preferable to present spectra on the
wavenumber scale (γ�) rather than on the wavelength scale
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(λ). Wavelengths are easily converted to wavenumbers
(cm–1) simply by taking the reciprocal. However, the band-
pass in wavenumbers is not constant when the spectrum is
recorded with constant wavelength resolution, as is usual
with grating monochromators. For example, consider a con-
stant bandpass ∆λ = λ2 – λ1, where λ1 and λ2 are wave-
lengths on either side of the transmission maximum (Figure
2.43). At 300 nm a bandpass (∆λ) of 2 nm is equivalent to
222 cm–1. At 600 nm, this same bandpass is equivalent to a
resolution (∆) of 55 cm–1. As the wavelength is increased,
the bandpass (in cm–1) decreases as the square of the excit-
ing wavelength. From γ� = 1/λ, it follows that |∆ν| = |∆λ|/λ2.
Therefore, if spectra are obtained in the usual form of inten-
sity per wavelength interval I(λ, λ + ∆λ)/∆λ and I(ν�) =
I(ν�,ν� + ∆ν�), then conversion to the wavenumber scale
requires38–40 that each intensity be multiplied by λ2:

(2.4)

The effect of this wavelength-to-wavenumber conversion is
illustrated in Appendix I. Multiplication by λ2 results in
selective enhancement of the long-wavelength side of the
emission, and there is a shift in the apparent emission max-
imum. It should be noted that even after this correction is
performed the resolution of the spectrum still varies with
wavenumber.

2.10. QUANTUM YIELD STANDARDS

The easiest way to estimate the quantum yield of a fluo-
rophore is by comparison with standards of known quantum
yield. Some of the most used standards are listed in Table
2.4. The quantum yields of these compounds are mostly
independent of excitation wavelength, so the standards can
be used wherever they display useful absorption.

Determination of the quantum yield is generally
accomplished by comparison of the wavelength integrated
intensity of the unknown to that of the standard. The optical
density is kept below 0.05 to avoid inner filter effects, or the
optical densities of the sample and reference (r) are
matched at the excitation wavelength. The quantum yield of
the unknown is calculated using

(2.5)Q � QR 
I

IR
 
ODR

OD
 
n2

n2
RI(ν ) � λ2

 I(λ)
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Figure 2.43. Relationship between spectral resolution in wavelength
(λ) or wavenumber (ν�).

Table 2.4. Quantum Yield Standards

Compound                                   Solvent               λex (nm)                    °C Q Reference

Quinine sulfate 0.1 M H2SO4 350 22 0.577 45
366 – 0.53 � 0.023 46

β-Carbolinea 1 N H2SO4 350 25 0.60 40
Fluorescein 0.1 M NaOH 496 22 0.95 � 0.03 47
9,10-DPAb cyclohexane – – 0.95 48
9,10-DPA " 366 – 1.00 � 0.05 49–50
POPOPc cyclohexane – – 0.97 48
2-Aminopyridine 0.1 N H2SO4 285 – 0.60 � 0.05 50–51
Tryptophan water 280 – 0.13 � 0.01 52
Tyrosine water 275 23 0.14 � 0.01 52
Phenylalanine water 260 23 0.024 52
Phenol water 275 23 0.14 � 0.01 52
Rhodamine 6G ethanol 488 – 0.94 53
Rhodamine 101 ethanol 450–465 25 1.0 54
Cresyl Violet methanol 540–640 22 0.54 55

aβ-carboline is 9H-pyrido[3,4-β]-indole.
b9,10-DPA, 9,10-diphenylanthracene.
cPOPOP, 2,2'-(1,4-phenylene)bis[5-phenyloxazole].



where Q is the quantum yield, I is the integrated intensity,
OD is the optical density, and n is the refractive index. The
subscript R refers to the reference fluorophore of known
quantum yield. In this expression it is assumed that the sam-
ple and reference are excited at the same wavelength, so
that it is not necessary to correct for the different excitation
intensities of different wavelengths.

This expression is mostly intuitive, except for the use
of the ratio of refractive indices of the sample (n) and refer-
ence (nR). This ratio has its origin in consideration of the
intensity observed from a point source in a medium of
refractive index ni, by a detector in a medium of refractive
index n0 (Figure 2.44). The observed intensity is modi-
fied42–43 by the ratio (ni/n0)2. While the derivation was for a
point source, the use of the ratio was found to be valid for
many detector geometries.44

2.11. EFFECTS OF SAMPLE GEOMETRY

The apparent fluorescence intensity and spectral distribu-
tion can be dependent upon the optical density of the sam-
ple, and the precise geometry of sample illumination. The
most common geometry used for fluorescence is right-
angle observation of the center of a centrally illuminated
cuvette (Figure 2.45, top left). Other geometric arrange-
ments include front-face and off-center illumination. Off-
center illumination decreases the path length, which can
also be accomplished by using cuvettes with path lengths
less than 1 cm. These methods are generally used to

decrease the inner filtering effects due to high optical den-
sities or to sample turbidity.

Frequently, front-face illumination is performed using
either triangular cuvettes or square cuvettes oriented at 30
to 60E relative to the incident beam (Figure 2.45). In our
opinion, an angle of 45E should be discouraged. A large
amount of light is reflected directly into the emission mono-
chromator, increasing the chance that stray light will inter-
fere with the measurements. With front-face illumination
we prefer to orient the illuminated surface about 30E from
the incident beam. This procedure has two advantages.
First, less reflected light enters the emission monochroma-
tor. Second, the incident light is distributed over a larger
surface area, decreasing the sensitivity of the measurement
to the precise placement of the cuvette within its holder.
One disadvantage of this orientation is a decreased sensitiv-
ity because a larger fraction of the incident light is reflect-
ed off the surface of the cuvette.

It is important to recognize that fluorescence intensities
are proportional to the concentration over only a limited
range of optical densities. Consider a 1 x 1 cm cuvette that
is illuminated centrally and observed at a right angle (Fig-
ure 2.45, top left). Assume further that the optical density at
the excitation wavelength is 0.1. Using the definition of
optical density (log I0/I = OD), the light intensity at the cen-
ter of the cuvette (I) is 0.88I0, where I0 is the intensity of the
light incident to the cuvette. Since the observed fluores-
cence intensity is proportional to the intensity of the excit-
ing light, the apparent quantum yield will be about 10% less
than that observed for an infinitely dilute solution. This is
called an inner filter effect. These effects may decrease the
intensity of the excitation at the point of observation, or
decrease the observed fluorescence by absorption of the flu-
orescence. The relative importance of each process depends
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Figure 2.44. Refractive index effects in quantum yield measurements.
The point source, S, is in a medium of refractive index ni, the detector
in a medium of refractive index n0. n0 < ni. Reprinted with permission
from [42], copyright © 1971, American Chemical Society.

Figure 2.45. Various geometric arrangements for observation of fluo-
rescence.



upon the optical densities of the sample at the excitation
and emission wavelengths.

The data for quinine sulfate in Figure 2.46 illustrates
the effect of optical density on fluorescence intensity. The
measured intensity is proportional to optical density only to
an optical density of 0.05. The linear range of the fluores-
cence intensities could be expanded by using off-center
illumination, which reduces the effective light path. These
intensities can be approximately corrected for the inner fil-
ter effects as follows. Suppose the sample has a significant
optical density at both the excitation and emission wave-
lengths, ODex and ODem, respectively. These optical densi-
ties attenuate the excitation and emission by 10–0.5ODex and
10–0.5ODem, respectively. Attenuation due to absorption of the
incident light or absorption of the emitted light are some-
times called the primary and secondary inner filter effects,
respectively.56–57 The corrected fluorescence intensity is
given approximately by

(2.6)

The corrected intensities for quinine sulfate are shown
in Figure 2.46, and these calculated values are seen to
match the initial linear portion of the curve. For precise cor-
rections it is preferable to prepare calibration curves using
the precise compounds and conditions that will be used for
the actual experimentation. Empirical corrections are typi-

cally used in most procedures to correct for sample absor-
bance.56–60

Figure 2.47 shows the effect of anthracene concentra-
tion on its emission intensity as observed for several
geometries. TIRF refers to total internal reflection, which is
described in Chapter 23. Short pass refers to a cuvette, 1 by
10 mm in dimension. The highest signal levels were
obtained with the standard right-angle geometry. The linear
range can be somewhat extended by using other geometries.
Intuitively we may expect that with the front-face geometry
the intensity will become independent of fluorophore con-
centration at high concentrations.60,62 Under these condi-
tions all the incident light is absorbed near the surface of the
cuvette. Front-face illumination is also useful for studies of
optically dense samples such as whole blood, or a highly
scattering solution. The intensity is expected to be propor-
tional to the ratio of the optical density of the fluorophore
to that of the sample.63 When front-face illumination is used
the total optical density can be very large (20 or larger).
However, high fluorophore concentrations can result in
quenching due to a variety of interactions, such as radiative
and non-radiative transfer and excimer formation. Fluo-

Fcorr � Fobs antilog ( ODex � ODem

2
)
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Figure 2.46. Effects of optical density on the fluorescence intensity of
quinine sulfate. The solid line (——) shows the measured intensities,
and the dashed line (– – –) indicates the corrected intensities, accord-
ing to equation (2.6) with ODem = 0. These data were obtained in a 1-
cm2 cuvette that was centrally illuminated.

Figure 2.47. Effect of concentrations on the intensity of anthracene.
Short pass refers to a 1 mm x 10 mm cuvette. Revised from [61].



rophores like fluorescein with a small Stokes shift are par-
ticularly sensitive to concentration quenching.

High optical densities can distort the emission spectra
as well as the apparent intensities. For example, when right-
angle observation is used, the short-wavelength emission
bands of anthracene are selectively attenuated (Figure
2.48). This occurs because these shorter wavelengths are
absorbed by anthracene. Attenuation of the blue edge of the
emission is most pronounced for fluorophores that have sig-
nificant overlap of the absorption and emission spectra. Flu-
orophores that display a large Stokes shift are less sensitive
to this phenomenon.

A dramatic effect of concentration can be seen with
fluorophores that display a small Stokes shift. Figure 2.49
shows a photograph of three bottles of rhodamine 6G on a
light box, with the concentration increasing from left to
right. The color changes from green to orange. This effect
is due to reabsorption of the shorter wavelength part of the
emission. The emission spectra shift dramatically to longer
wavelengths at higher concentrations.

2.12. COMMON ERRORS IN SAMPLE 
PREPARATION

It is valuable to summarize some of the difficulties that can
be encountered with any given sample (Figure 2.50). The
sample can be too concentrated, in which case all the light
is absorbed at the surface facing the light source. In fact,
this is one of the more common errors. With highly absorb-
ing solutions and right-angle observations the signal levels
can be very low. Other problems are when the sample con-
tains a fluorescent impurity, or the detected light is contam-

inated by Rayleigh or Raman scatter. Sometimes the signal
may seem too noisy given the signal level. Intensity fluctu-
ations can be due to particles that drift through the laser
beam, and fluoresce or scatter the incident light.

Even if the fluorescence is strong, it is important to
consider the possibility of two or more fluorophores, that is,
an impure sample. Emission spectra are usually independ-
ent of excitation wavelength.65 Hence it is useful to deter-
mine if the emission spectrum remains the same at different
excitation wavelengths.

One example of a mixture of fluorophores is shown in
Figure 2.51, which contains a mixture of coumarin 102
(C102) and coumarin 153 (C153). For a pure solution of
C102 the same emission spectrum is observed for excitation
at 360 and 420 nm (top). For a mixture of C102 and C153,
one finds an increased intensity above 500 nm for excitation
at 420 (bottom, dashed). This peak at 520 nm is due to
C153, which can be seen from its emission spectrum (dot-
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Figure 2.48. Effects of self-absorption of anthracene on its emission
spectrum. A 1-cm2 cuvette was used with right-angle observation.
Revised from [61].

Figure 2.49. Effect of concentrations on the color and emission spec-
tra of rhodamine 6G. The concentrations of R6G are 5 x 10–6, 1.6 x
10–4, and 5.7 x 10–3 M. From [64].



ted). Whenever the emission spectrum changes with excita-
tion wavelength one should suspect an impurity.

It is interesting to note the significant change in the
emission spectra of these two coumarin derivatives for a
small change in structure. The fluorine-substituted
coumarin (C153) appears to be more sensitive to solvent
polarity. This effect is probably due to an increased charge
separation in C153, due to movement of these amino elec-
trons toward the –CF3 group in the excited state. These
effects are described in Chapter 6.

2.13. ABSORPTION OF LIGHT AND DEVIATION
FROM THE BEER-LAMBERT LAW

A fundamental aspect of fluorescence spectroscopy is the
measurement of light absorption. While the theory of light
absorption is well known, a number of factors can result in

misleading measurements of light absorption. We will first
derive the Beer-Lambert Law, and then describe reasons for
deviations from this law.

Consider a thin slab of solution of thickness dx that
contains n light-absorbing molecules/cm3 (Figure 2.52). Let
σ be the effective cross-section for absorption in cm2. The
light intensity dI absorbed per thickness dx is proportional
to the intensity of the incident light I and to both σ and n,
where n is the number of molecules per cm3:

(2.7)

Rearrangement and integration, subject to the boundary
condition I = I0 at x = 0, yields

(2.8)

where d is the thickness of the sample. This is the Beer-
Lambert equation, which is generally used in an alternative
form:

ln  

I0
I

� σnd

dI

dx
� � Iσn
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Figure 2.50. Common errors in sample preparation.

Figure 2.51. Emission spectra of C102 (top) and a mixture of C102
and C153 (bottom) excited at 360 and 420 nm. From [66].



(2.9)

where ε is the decadic molar extinction coefficient (in M–1

cm–1) and c is the concentration in moles/liter. Combina-
tion of eqs. 2.8 and 2.9 yields the relationship between
the extinction coefficient and the cross-section for light
absorption:

(2.10)

Since n = Nc/103 (where N is Avogadro's number), we
obtain

(2.11)

It is interesting to calculate the absorption cross-sec-
tion for typical aromatic compounds. The extinction coeffi-
cients of anthracene are 160,000 and 6,300 M–1 cm–1 at 253
and 375 nm, respectively. These values correspond to cross-
sections of 6.1 and 0.24 Å2, respectively. Assuming the
molecular cross-section of anthracene to be 12 Å2, we see
that anthracene absorbs about 50% of the photons it
encounters at 253 nm and 2% of the photons at 375 nm.

Occasionally one encounters the term "oscillator
strength." This term represents the strength of absorption
relative to a completely allowed transition. The oscillator
strength (f) is related to the integrated absorption of a tran-
sition by

(2.12)

where n is the refractive index.

2.13.1. Deviations from Beer's Law

Beer's Law predicts that the optical density is directly pro-
portional to the concentration of the absorbing species.
Deviations from Beer's law can result from both instrumen-
tal and intrinsic causes. Biological samples are frequently
turbid because of macromolecules or other large aggregates
that scatter light. The optical density resulting from scatter
will be proportional to 1/λ4 (Rayleigh scattering), and may
thus be easily recognized as a background absorption that
increases rapidly with decreasing wavelength.

If the optical density of the sample is high, and if the
absorbing species is fluorescent, the emitted light cannot
reach the detector. This effect yields deviations from Beer's
law that are concave toward the concentration axis. The flu-
orescence is omnidirectional, whereas the incident light is
collimated along an axis. Hence, this effect can be mini-
mized by keeping the detector distant from the sample, and
thereby decreasing the efficiency with which the fluores-
cence emission is collected.

If the absorbing species is only partially soluble, it may
aggregate in solutions at high concentrations. The absorp-
tion spectra of the aggregates may be distinct from the
monomers. An example is the common dye bromophenol
blue. At concentrations around 10 mg/ml it appears as a red
solution, whereas at lower concentrations it appears blue.
Depending upon the wavelength chosen for observation, the
deviations from Beer's law may be positive or negative.

The factors described above were due to intrinsic prop-
erties of the sample. Instrumental artifacts can also yield
optical densities that are nonlinear with concentration. This
is particularly true at high optical densities. For example,
consider a solution of indole with an optical density of 5 at
280 nm. In order to accurately measure this optical density,
the spectrophotometer needs to accurately quantify the
intensity of I0 and I, the latter of which is 10–5 less intense
than the incident light I0. Generally, the stray light passed
by the monochromator, at wavelengths where the com-
pound does not absorb, are larger than this value. As a
result, one cannot reliably measure such high optical densi-
ties unless considerable precautions are taken to minimize
stray light.

2.14. CONCLUSIONS

At first glance it seems easy to perform fluorescence exper-
iments. However, there are numerous factors that can com-
promise the data and invalidate the results. One needs to be
constantly aware of the possibility of sample contamina-

f �
4.39 � 10�9

n
 �  ε(ν )  dν

σ � 3.82 � 10�21 ε   (in cm2 )

σ � 2.303 

ε c

n

log 
I0
I

� εcd � optical density
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Figure 2.52. Light absorption.



tion, or contamination of the signal from scattered or stray
light. Collection of emission spectra, and examination of
blank samples, is essential for all experiments. One cannot
reliably interpret intensity values, anisotropy, or lifetimes
without careful examination of the emission spectra.
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PROBLEMS

P2.1. Measurement of High Optical Densities: Suppose you
wish to determine the concentration of a 10–4 M solu-
tion of rhodamine B, which has an extinction coeffi-
cient near 100,000 M–1 cm–1 at 590 nm. The monochro-
mator in your spectrophotometer is imperfect, and the
incident light at 590 nm contains 0.01% of light at
longer wavelengths, not absorbed by rhodamine B.
What is the true optical density of the solution? Which
is the apparent optical density measured with your spec-
trophotometer? Assume the path length is 1 cm.

P2.2. Calculation of Concentrations by Absorbance: Suppose
a molecule displays an extinction coefficient of 30,000
M–1 cm–1, and that you wish to determine its concentra-
tion from the absorbance. You have two solutions, with
actual optical densities of 0.3 and 0.003 in a 1-cm
cuvette. What are the concentrations of the two solu-
tions? Assume the measurement error in percent trans-
mission is 1%. How does the 1% error affect determina-
tion of the concentrations?
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Fluorescence probes represent the most important area of
fluorescence spectroscopy. The wavelength and time reso-
lution required of the instruments is determined by the
spectral properties of the fluorophores. Furthermore, the
information available from the experiments is determined
by the properties of the probes. Only probes with non-zero
anisotropies can be used to measure rotational diffusion,
and the lifetime of the fluorophore must be comparable to
the timescale of interest in the experiment. Only probes that
are sensitive to pH can be used to measure pH. And only
probes with reasonably long excitation and emission wave-
lengths can be used in tissues, which display autofluores-
cence at short excitation wavelengths.

Thousands of fluorescent probes are known, and it is
not practical to describe them all. This chapter contains an
overview of the various types of fluorophores, their spectral
properties, and applications. Fluorophores can be broadly
divided into two main classes—intrinsic and extrinsic.
Intrinsic fluorophores are those that occur naturally. These
include the aromatic amino acids, NADH, flavins, deriva-
tives of pyridoxyl, and chlorophyll. Extrinsic fluorophores
are added to the sample to provide fluorescence when none
exists, or to change the spectral properties of the sample.
Extrinsic fluorophores include dansyl, fluorescein, rho-
damine, and numerous other substances.

3.1. INTRINSIC OR NATURAL FLUOROPHORES

Intrinsic protein fluorescence originates with the aromatic
amino acids1–3 tryptophan (trp), tyrosine (tyr), and pheny-
lalanine (phe) (Figure 3.1). The indole groups of tryptophan
residues are the dominant source of UV absorbance and
emission in proteins. Tyrosine has a quantum yield similar
to tryptophan (Table 3.1), but its emission spectrum is more
narrowly distributed on the wavelength scale (Figure 3.2).
This gives the impression of a higher quantum yield for
tyrosine. In native proteins the emission of tyrosine is often

quenched, which may be due to its interaction with the pep-
tide chain or energy transfer to tryptophan. Denaturation of
proteins frequently results in increased tyrosine emission.
Like phenol, the PkA of tyrosine decreases dramatically
upon excitation, and excited state ionization can occur.
Emission from phenylalanine is observed only when the
sample protein lacks both tyrosine and tryptophan residues,
which is a rare occurrence (Chapter 16).

The emission of tryptophan is highly sensitive to its
local environment, and is thus often used as a reporter
group for protein conformational changes. Spectral shifts of
protein emission have been observed as a result of several
phenomena, including binding of ligands, protein–protein
association, and protein unfolding. The emission maxima of
proteins reflect the average exposure of their tryptophan
residues to the aqueous phase. Fluorescence lifetimes of
tryptophan residues range from 1 to 6 ns. Tryptophan fluo-
rescence is subject to quenching by iodide, acrylamide, and
nearby disulfide groups. Tryptophan residues can be
quenched by nearby electron-deficient groups like –NH3

+,
–CO2H, and protonated histidine residues. The presence of
multiple tryptophan residues in proteins, each in a different
environment, is one reason for the multi-exponential inten-
sity decays of proteins.

3.1.1. Fluorescence Enzyme Cofactors

Enzyme cofactors are frequently fluorescent (Figure 3.1).
NADH is highly fluorescent, with absorption and emission
maxima at 340 and 460 nm, respectively (Figure 3.3). The
oxidized form, NAD+, is nonfluorescent. The fluorescent
group is the reduced nicotinamide ring. The lifetime of
NADH in aqueous buffer is near 0.4 ns. In solution its flu-
orescence is partially quenched by collisions or stacking
with the adenine moiety. Upon binding of NADH to pro-
teins, the quantum yield of the NADH generally increases
fourfold,4 and the lifetime increases to about 1.2 ns. How-

3
Fluorophores

63



ever, depending on the protein, NADH fluorescence can
increase or decrease upon protein binding. The increased
yield is generally interpreted as binding of the NADH in an
elongated fashion, which prevents contact between adenine
and the fluorescent-reduced nicotinamide group. Lifetimes
as long as 5 ns have been reported for NADH bound to
horse liver alcohol dehydrogenase5 and octopine dehydro-
genase.6 The lifetimes of protein-bound NADH are typical-
ly different in the presence and absence of bound enzyme
substrate.

The cofactor pyridoxyl phosphate is also fluorescent
(Figure 3.4).7–14 Its absorption and emission spectra are
dependent upon its chemical structure in the protein, where
pyridoxyl groups are often coupled to lysine residues by the

aldehyde groups. The emission spectrum of pyridoxamine
is at shorter wavelengths than that of pyridoxyl phosphate.
The emission spectrum of pyridoxamine is dependent on
pH (not shown), and the emission spectrum of the pyridoxyl
group depends on its interaction with proteins. The spec-
troscopy of pyridoxyl groups is complex, and it seems that
this cofactor can exist in a variety of forms.

Riboflavin, FMN (Flavin mononucleotide), and FAD
(Flavin adenine dinucleotide) absorb light in the visible
range (�450 nm) and emit around 525 nm (Figure 3.3). In
contrast to NADH, the oxidized forms of flavins are fluo-
rescent, not the reduced forms. Typical lifetimes for FMN
and FAD are 4.7 and 2.3 ns, respectively. As for NADH, the
flavin fluorescence is quenched by the adenine. This
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Figure 3.1. Intrinsic biochemical fluorophores. R is a hydrogen in NADH, and a phosphate group in NADPH.

Table 3.1. Fluorescence Parameters of Aromatic Amino Acids in Water at Neutral pH

Speciesa λex (nm) λex (nm)              Bandwidth (nm)              Quantum yield                  Lifetime (ns)

Phenylalanine 260 282 – 0.02 6.8
Tyrosine 275 304 34 0.14 3.6
Tryptophan 295 353 60 0.13 3.1 (mean)

aFrom [1].



quenching is due to complex formation between the flavin
and the adenosine.15 The latter process is referred to as stat-
ic quenching. There may also be a dynamic component to
the quenching due to collisions between adenine and the
reduced nicotinamide moiety. In contrast to NADH, which
is highly fluorescent when bound to proteins, flavoproteins
are generally weakly fluorescent16–17 or nonfluorescent, but
exceptions exist. Intensity decays of protein-bound flavins
are typically complex, with multi-exponential decay times
ranging from 0.1 to 5 ns, and mean decay times from 0.3 to
1 ns.18

Nucleotides and nucleic acids are generally nonfluo-
rescent. However, some exceptions exist. Yeast tRNAPHE

contains a highly fluorescent base, known as the Y-base,
which has an emission maximum near 470 nm and a life-
time near 6 ns. The molecules described above represent the
dominant fluorophores in animal tissues. Many additional

naturally occurring fluorescence substances are known and
have been summarized.19

There is presently interest in the emission from intrin-
sic fluorophores from tissues, from fluorophores that are
not enzyme cofactors.20–25 Much of the fluorescence from
cells is due to NADH and flavins.26–27 Other fluorophores
are seen in intact tissues, such as collagen, elastin lipo-pig-
ments and porphyrins (Figure 3.4). In these cases the emis-
sion is not due to a single molecular species, but represents
all the emitting structures present in a particular tissue. The
emitting species are thought to be due to crosslinks between
oxidized lysine residues that ultimately result in hydrox-
ypyridinium groups. Different emission spectra are
observed with different excitation wavelengths. Much of
the work is intrinsic tissue fluorescence, to identify spectral
features that can be used to identify normal versus cancer-
ous tissues, and other disease states.

3.1.2. Binding of NADH to a Protein

Fluorescence from NADH and FAD has been widely used
to study their binding to proteins. When bound to protein
NADH is usually in the extended conformation, as shown in
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Figure 3.2. Absorption and emission spectra of the fluorescent amino
acids in water of pH 7.0.

Figure 3.3. Absorption and emission spectra of the enzyme cofactors
NADH and FAD.



Figure 3.5. This is shown for the enzyme 17$-hydroxys-
teroid dehydrogenase (17$-HSD), which catalyzes the last
step in the biosynthesis of estradiol from estrogen.28 The
protein consists of two identical subunits, each containing a
single tryptophan residue. 17$-HSD binds NADPH as a
cofactor. Binding prevents quenching of the reduced nicoti-
namide by the adenine group. As a result the emission
intensity of NADPH is usually higher when bound to pro-
tein than when free in solution.

Emission spectra of 17$-HSD and of NADPH are
shown in Figure 3.6. NADPH is identical to NADH (Figure

3.1) except for a phosphate group on the 2'-position of the
ribose. For excitation at 295 nm both the protein and
NADPH are excited (top). Addition of NADPH to the pro-
tein results in 30% quenching of protein fluorescence, and
an enhancement of the NADPH fluorescence.29 The Förster
distance for trp6NADPH energy transfer in this system is
23.4 Å. Using eq. 1.12 one can readily calculate a distance
of 26.9 Å from the single tryptophan residue to the
NADPH.

For illumination at 340 nm only the NADPH absorbs,
and not the protein. For excitation at 340 nm the emission
spectrum of NADPH is more intense in the presence of pro-
tein (Figure 3.6, lower panel). An increase in intensity at
450 nm is also seen for excitation at 295 nm (top panel), but
in this case it is not clear if the increased intensity is due to
a higher quantum yield for NADPH or to energy transfer
from the tryptophan residues. For excitation at 340 nm the
emission intensity increases about fourfold. This increase is
due to less quenching by the adenine group when NADPH
is bound to the protein. The increased quantum yield can be
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Figure 3.4. Emission spectra from intrinsic tissue fluorophores. Re-
vised from [25].

Figure 3.5. Structure of 17β-hydroxysteroid hydrogenase (β-HSD)
with bound NADPH. From [28].

Figure 3.6. Emission spectra 17β-hydroxysteroid dehydrogenase (β-
HSD) in the presence and absence of NADPH. Revised from [29].



used to study binding of NADPH to proteins (Figure 3.7).
In the absence of protein the emission increases linearly
with NADPH concentration. In the presence of protein the
intensity initially increases more rapidly, and then increas-
es as in the absence of protein. The initial increase in the
intensity of NADPH is due to binding of NADPH to 17$-
HSD, which occurs with a fourfold increase in the quantum
yield of NADPH. Once the binding sites on 17$-HSD are
saturated, the intensity increases in proportion to the con-
centration of unbound NADPH. In contrast to NADH,

emission from FAD and flavins is usually quenched upon
binding to proteins.

3.2. EXTRINSIC FLUOROPHORES

Frequently the molecules of interest are nonfluorescent, or
the intrinsic fluorescence is not adequate for the desired
experiment. For instance, DNA and lipids are essentially
devoid of intrinsic fluorescence (Figure 1.18). In these
cases useful fluorescence is obtained by labeling the mole-
cule with extrinsic probes. For proteins it is frequently
desirable to label them with chromophores with longer
excitation and emission wavelengths than the aromatic
amino acids. Then the labeled protein can be studied in the
presence of other unlabeled proteins. The number of fluo-
rophores has increased dramatically during the past decade.
Useful information on a wide range of fluorophores can be
found in the Molecular Probes catalogue.30

3.2.1. Protein-Labeling Reagents

Numerous fluorophores are available for covalent and non-
covalent labeling of proteins. The covalent probes can have
a variety of reactive groups, for coupling with amines and
sulfhydryl or histidine side chains in proteins. Some of the
more widely used probes are shown in Figure 3.8. Dansyl
chloride (DNS-Cl) was originally described by Weber,31
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Figure 3.7. Fluorescence intensity of NADPH titrated into buffer (!)
or a solution of 17β-HSD ("). Revised from [29].

Figure 3.8. Reactive probes for conjugation with macromolecules.



and this early report described the advantages of extrinsic
probes in biochemical research. Dansyl chloride is widely
used to label proteins, especially where polarization meas-
urements are anticipated. This wide use is a result of its
early introduction in the literature and its favorable lifetime
(�10 ns). Dansyl groups can be excited at 350 nm, where
proteins do not absorb. Since dansyl groups absorb near 350
nm they can serve as acceptors of protein fluorescence. The
emission spectrum of the dansyl moiety is also highly sen-
sitive to solvent polarity, and the emission maxima are typ-
ically near 520 nm (Figure 3.9).

Brief History of Gregorio Weber 1916–1997

The Professor, as he is referred to by those who
knew him, was born in Buenos Aires, Argentina in
1916. He received an M.D. degree from the Univer-
sity of Buenos Aires in 1942 and went on to gradu-
ate studies at Cambridge University. Dr. Weber's tal-
ents were recognized by Sir Hans Krebs, who
recruited him to the University of Sheffield in 1953.
During his years at Sheffield, Professor Weber
developed the foundations of modern fluorescence
spectroscopy. While at Sheffield, the Professor
developed the use of fluorescence polarization for
studying macromolecular dynamics. In 1962 Pro-
fessor Weber joined the University of Illinois at
Urbana-Champaign, remaining active until his death
in 1997. Dr. Weber's laboratory at the University of
Illinois was responsible for the first widely used
phase modulation fluorometer, a design that went on
to successful commercialization. Professor Weber
stressed that fluorescence spectroscopy depends on
the probes first and instrumentation second.

While dansyl chloride today seems like a com-
mon fluorophore, its introduction by Professor
Weber represented a fundamental change in the par-
adigm of fluorescence spectroscopy. Professor
Weber introduced molecular considerations into flu-
orescence spectroscopy. The dansyl group is solvent
sensitive, and one is thus forced to consider its inter-
actions with its local environment. Professor Weber
(Figure 3.10) recognized that proteins could be
labeled with fluorophores, which in turn reveal
information about the proteins and their interactions
with other molecules. The probes that the Professor
developed are still in widespread use, including dan-
syl chloride, 1-anilinonaphthalene-6-sulfonic acid
(ANS), 2-(p-toluidinyl)naphthalene-6-sulfonic acid
(TNS), and Prodan derivatives.

Fluoresceins and rhodamines are also widely used as
extrinsic labels (Figure 3.11). These dyes have favorably
long absorption maxima near 480 and 600 nm and emission
wavelengths from 510 to 615 nm, respectively. In contrast
to the dansyl group, rhodamines and fluoresceins are not
sensitive to solvent polarity. An additional reason for their
widespread use is the high molar extinction coefficients
near 80,000 M–1 cm–1. A wide variety of reactive derivatives
are available, including iodoacetamides, isothiocyanates,
and maleimides. Iodoacetamides and maleimides are typi-
cally used for labeling sulfhydryl groups, whereas isothio-
cyanates, N-hydroxysuccinimide, and sulfonyl chlorides
are used for labeling amines.32 Frequently, commercial
labeling reagents are a mixture of isomers.
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Figure 3.9. Excitation and emission spectra of FITC (top) and DNS-
Cl (middle) labeled antibodies. Also shown in the excitation and emis-
sion spectra of Cascade Yellow in methanol (bottom).



One common use of fluorescein and rhodamine is for
labeling of antibodies. A wide variety of fluorescein- and
rhodamine-labeled immunoglobulins are commercially
available, and these proteins are frequently used in fluores-
cence microscopy and in immunoassays. The reasons for
selecting these probes include high quantum yields and the
long wavelengths of absorption and emission, which mini-
mize the problems of background fluorescence from bio-
logical samples and eliminate the need for quartz optics.
The lifetimes of these dyes are near 4 ns and their emission
spectra are not significantly sensitive to solvent polarity.
These dyes are suitable for quantifying the associations of
small labeled molecules with proteins via changes in fluo-
rescence polarization.

The BODIPY dyes have been introduced as replace-
ments for fluorescein and rhodamines. These dyes are based
on an unusual boron-containing fluorophore (Figure 3.12).
Depending on the precise structure, a wide range of emis-
sion wavelengths can be obtained, from 510 to 675 nm. The
BODIPY dyes have the additional advantage of displaying
high quantum yields approaching unity, extinction coeffi-
cients near 80,000 M-1 cm-1, and insensitivity to solvent
polarity and pH. The emission spectra are narrower than
those of fluorescein and rhodamines, so that more of the
light is emitted at the peak wavelength, possibly allowing
more individual dyes to be resolved. A disadvantage of the
BODIPY dyes is a very small Stokes shift.33 As a result the

dyes transfer to each other with a Förster distance near
57 Å.

3.2.2. Role of the Stokes Shift in Protein Labeling

One problem with fluoresceins and rhodamines is their ten-
dency to self-quench. It is well known that the brightness of
fluorescein-labeled proteins does not increase linearly with
the extent of labeling. In fact, the intensity can decrease as
the extent of labeling increases. This effect can be under-
stood by examination of the excitation and emission spectra
(Figure 3.9). Fluorescein displays a small Stokes shift.
When more than a single fluorescein group is bound to a
protein there can be energy transfer between these groups.
This can be understood by realizing that two fluorescein
groups attached to the same protein are likely to be within
40 Å of each other, which is within the Förster distance for
fluorescein-to-fluorescein transfer. Stated differently, multi-
ple fluorescein groups attached to a protein result in a high
local fluorescein concentration.

Examples of self-quenching are shown in Figure 3.13
for labeled antibodies.30,34 Fluorescein and Texas-Red both
show substantial self-quenching. The two Alexa Fluor dyes
show much less self-quenching, which allows the individu-
ally labeled antibodies to be more highly fluorescent. It is
not clear why the Alexa Fluor dyes showed less self-
quenching since their Stokes shift is similar to that of fluo-
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Figure 3.10. Professor Gregorio Weber with the author, circa 1992.



rescein and rhodamine. The BODIPY dyes have a small
Stokes shift and usually display self-quenching. New dyes
are being developed that show both a large Stokes shift and
good water solubility. One such dye is Cascade Yellow,
which displays excitation and emission maximum near 409
and 558 nm, respectively (Figure 3.9). The large Stokes
shift minimizes the tendency for homotransfer, and the
charges on the aromatic rings aid solubility.

In contrast to fluorescein, rhodamines, and BODIPYs,
there are fluorophores that display high sensitivity to the
polarity of the local environment. One example is Prodan35

(Figure 3.8), which is available in the reactive form—called

acrylodan.36 In the excited state there is a charge separation
from the amino to the carbonyl groups. When bound to
membranes, Prodan and its derivatives display large spec-
tral shifts at the membrane phase-transition temperature.

3.2.3. Photostability of Fluorophores

One of the most important properties of a probe is its pho-
tostability. Almost all fluorophores are photobleached upon
continuous illumination, especially in fluorescence
microscopy where the light intensities are high. Fluorescein
is one of the least photostable dyes (Figure 3.14). The Alexa
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Figure 3.11. Structures and normalized fluorescence emission spectra
of goat anti-mouse IgG conjugates of (1) fluorescein, (2) rhodamine
6G, (3) tetramethylrhodamine, (4) Lissamine rhodamine B, and (5)
Texas Red dyes. Revised from [30].

Figure 3.12. Normalized fluorescence emission spectra of BODIPY
fluorophores in methanol. Revised from [30].



Fluor dyes are more photostable and appear to have been
developed for this reason. The chemical structures of Alexa
Fluor dyes are not available. The emission maximum of
Alexa Fluor dyes ranges from 442 to 775 nm. The photosta-
bility of a dye can be affected by its local environment. In

some cases photostability is increased by removal of oxy-
gen, and in other cases oxygen has no effect. There appears
to be no general principles that can be used to predict pho-
tostability.

3.2.4. Non-Covalent Protein-Labeling Probes

There are a number of dyes that can be used to non-cova-
lently label proteins. These are typically naphthylamine sul-
fonic acids, of which 1-anilinonaphthalene-6-sulfonic acid
(ANS) and 2-(p-toluidinyl)naphthalene-6-sulfonic acid
(TNS) are most commonly used.37 Dyes of this class are
frequently weakly or nonfluorescent in water, but fluoresce
strongly when bound to proteins38 or membranes. Figure
3.15 shows the emission spectra of BSA excited at 280 nm
as the sample is titrated with ANS. In the absence of BSA
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Figure 3.13. Effect of the fluorophore-to-protein ratio on the intensi-
ty of covalently labeled antibodies. Revised from [30].

Figure 3.14. Comparison of the photostability of labeled antibodies in
cells on fixed slides. The intensities were measured using a fluores-
cence microscope. Revised from [30].

Figure 3.15. Fluorescence emission spectra of bovine serum albumin
(BSA) in the presence of increasing ANS concentration. The numbers
indicate the average number of ANS molecules bound per BSA mol-
ecule. Excitation at 280 nm. The structure shows the crystal structure
of HSA modified to contain two tryptophanes. Revised from [38].



the emission from the ANS dissolved in buffer would be
insignificant (not shown). Tryptophan emission from BSA
is quenched upon addition of ANS, and the ANS emission
increases as the BSA emission decreases. There is no
observable emission from ANS alone, which shows an
emission maximum above 500 nm in water. ANS-type dyes
are amphiphatic, so that the nonpolar region prefers to
adsorb onto nonpolar regions of macromolecules. Since the
water-phase dye does not contribute to the emission, the
observed signal is due to the area of interest, the probe bind-
ing site on the macromolecule.

Binding of ANS to BSA or human serum albumin
(HSA) can be used as a visible demonstration. Take an
aqueous solution of ANS (about 10–5 M) and BSA (about
10 mg/ml) and observe them under a UV hand lamp. Little
emission will be seen from either sample. Any emission
seen from the ANS solution will be weak and greenish.
Then mix the two solutions while illuminating with the UV
hand lamp. There will be an immediate increase in fluores-
cence intensity and a shift of the ANS emission to the blue
(Figure 3.16). We frequently use this demonstration to illus-
trate fluorescence to students.

3.2.5. Membrane Probes

Labeling of membranes is often accomplished by simple
partitioning of water-insoluble probes into the nonpolar
regions of membranes. DPH, 1,6-diphenyl-1,3,5-hexa-
triene, is one of the most commonly used membrane
probes. Addition of DPH to a membrane suspension results
in complete binding, with no significant emission from
DPH in the aqueous phase. All the emission from DPH is

then due to DPH in the membrane environment. The tasks
of labeling membranes have been made easier by the avail-
ability of a wide variety of lipid probes. A few examples are
shown in Figure 3.17. Lipid probes can be attached to the
fatty acid chains or to the phospholipids themselves. The
depth of this probe in the bilayer can be adjusted by the
length of the various chains, as shown for the anthroyl fatty
acid. DPH, often used as a partitioning probe, can be local-
ized near the membrane–water interface by attachment of a
trimethylammonium group to one of the phenyl rings
(TMA-DPH).40 Unsaturated fatty acids can also be fluores-
cent if the double bonds are conjugated as in parinaric
acid.41

Membranes can also be labeled by covalent attachment
of probes to the lipids. This is useful with more water-solu-
ble probes like fluorescein or rhodamine. The probes can be
forced to localize in the membrane by attachment to long
acyl chains or to the phospholipids themselves (Figure
3.17). Depending on chemical structure, the fluorescent
group can be positioned either on the fatty acid side chains
(Fluorenyl-PC) or at the membrane–water interface (Texas
Red-PE). The fluorophore Texas Red is often used for long-
wavelength absorption and high photostability. Pyrene has
been attached to lipids (pyrenyl lipid) to estimate diffusive
processes in membranes by the extent of excimer forma-
tion. The pyrenyl PC probe displays unusual spectral prop-
erties. The emission spectra of pyrenyl-PC liposomes are
highly dependent on temperature (Figure 3.18). The
unstructured emission at higher temperatures is due to
excimer formation between the pyrene groups.42 If the
pyrenyl-PC is present at a lower mole fraction the amount
of excimer emission decreases. The relative amounts of
monomers and excimer emission can be used to estimate
the rate of lateral diffusion of lipids in the membranes.

3.2.6. Membrane Potential Probes

There are membrane probes that are sensitive to the electri-
cal potential across the membrane. Typical membrane
potential probes are shown in Figure 3.19. A number of
mechanisms are thought to be responsible, including parti-
tioning of the dye from the water to the membrane phase,
reorientation of the dyes in the membrane, aggregation of
dyes in the membrane, and the inherent sensitivity of the
dyes to the electric field.43–48 The carbocyanine dyes typi-
cally respond to potential by partitioning and/or aggrega-
tion in the membranes,49–50 whereas the stryryl dyes seem to
respond directly to the electric field.51 The merocyanine
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Figure 3.16. Color photograph of solutions of HSA, ANS and a mix-
ture when illuminated with a UV hand lamp. From [39].



dyes probably respond to membrane potential by both
mechanisms.51–53 There are continuing efforts to develop
improved dyes.54–55 With all these probes the effect of
potential is small, typically a few percent, so that intensity
ratios are often used to provide more stable signals.56–57

Because of the small size of fluorophores it is difficult
to obtain a significant change in voltage across the fluo-
rophore. The sensitivity to voltage can be improved by

using RET and a dye that translocates across the membrane
in response to voltage.58–59 This is accomplished by posi-
tioning a fluorophore (coumarin-lipid) on one side of the
membrane and allowing a second dye (oxonal) to partition
into the membrane (Figure 3.20). The oxonal is an acceptor
for coumarin. There was minimal absorption by oxonal at
the coumarin excitation wavelength so that RET was the
dominant origin of the oxonal emission. Changes in voltage
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Figure 3.17. Fluorescent phospholipid analogues. PC = phosphatidylcholine; PE = phosphatidylethanolamine.



result in changes in oxonal concentration near the coumarin
and hence change in intensity of the oxonal emission. This
system is about fivefold more sensitive to voltage than the
ASP class of dyes.

3.3. RED AND NEAR-INFRARED (NIR) DYES

The cyanine dyes were initially used as membrane potential
probes and evolved into some of the more commonly used

long-wavelength dyes. Long-wavelength probes are of cur-
rent interest for several reasons. The sensitivity of fluores-
cence detection is often limited by the autofluorescence of
biological samples. As the excitation wavelength becomes
longer, the autofluorescence decreases, and hence
detectability over background increases.60 Long-wave-
length dyes can be excited with laser diodes. The most
familiar long-wavelength dyes are the cyanine dyes, such as
the Cy-3, Cy-5 and Cy-7 in Figure 3.21. Such dyes have
absorption and emission wavelengths above 550 nm.61–63

The cyanine dyes typically display small Stokes shift, with
the absorption maxima about 30 nm blue shifted from the
emission maxima, as shown for Cy3. A wide variety of con-
jugatable cyanine dyes are available. Charged side chains
are used for improved water solubility or to prevent self-
association, which is a common cause of self-quenching in
these dyes. Lipid side-chains are used to bind these dyes to
membranes.

Additional long-wavelength dyes are shown in Figure
3.22. Some rhodamine derivatives display long absorption
and emission spectra, as seen for Rhodamine 800.64 The
oxazine dyes display surprising long absorption and emis-
sion maxima given their small size.65 Extended conjugated
systems result in long absorption and emission wave-
lengths, as shown for IR-125 and thiazole orange. Dyes of
this class have been extensively characterized for use as
long-wavelength probes and in DNA sequencing.66 The dye
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Figure 3.18. Fluorescence emission spectra for pyrenyl-PC measured
at 4 and 30°C. The lipid probe was dispersed in water. From [42] and
reprinted with permission from Springer-Verlag Inc.

Figure 3.19. Membrane potential probes.



thiazole orange can be excited at 735 nm and binds strong-
ly to DNA. Dyes of this type are also used for staining DNA
restriction fragments during capillary electrophoresis.
Another class of long-wavelength dyes are the phthalocya-
nines and naphthalocyanines (Figure 3.22). At present these
dyes are used less in biochemistry due to a lack of water
solubility and a tendency to aggregate.67 There is ongoing
work to improve the phahalacyanines68 and to develop other
red-NIR dyes.69–72

3.4. DNA PROBES

While very weak intrinsic emission has been observed from
unlabeled DNA, this emission is too weak and too far in the
UV for practical applications. Fortunately, there are numer-
ous probes that spontaneously bind to DNA and display
enhanced emission.73–75 Several representative DNA probes
are shown in Figure 3.23. One of the most widely used dyes
is ethidium bromide (EB). EB is weakly fluorescent in
water, and its intensity increases about 30-fold upon bind-
ing to DNA. The lifetime of ethidium bromide is about 1.7
ns in water, and increases to about 20 ns upon binding to
double-helical DNA. The mode of binding appears to be
due to intercalation of the planar aromatic ring between the
base pairs of double helical DNA. Many DNA probes such
as acridine orange also bind by intercalation. Other types of
probes bind into the minor groove of DNA, such as DAPI

and Hoechst 33342. The fluorescence of DAPI appears to
be most enhanced when adjacent to AT-rich regions of
DNA.76 Hoechst 33358 binds with some specificity to cer-
tain base-pair sequences.77–79 In recent years improved
DNA dyes have been developed that bind to DNA with high
affinity. Typical high-affinity dyes are dimers of known
DNA probes, such as the ethidium homodimer80 and elon-
gated positively charged dyes like TOTO-1.81 Such dyes
remain bound to DNA during gel electrophoresis and allow
DNA detection with high sensitivity.

3.4.1. DNA Base Analogues

The native bases of DNA are not useful as fluorescent
probes, and thus the use of extrinsic DNA probes is neces-
sary. However, DNA can be made fluorescent by the use of
DNA base analogues. 2-amino purine (2-AP) is an analogue
of adenine, and isoxanthopterin (IXP) is an analogue of
guanine (Figure 3.24). In solution, 2-amino purine has a
high quantum yield and a single exponential decay time
near 10 ns. Upon incorporation into double-stranded DNA
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Figure 3.20. Measurement of membrane potential using RET and a
mobile dye. The donor is a coumarin lipid and the acceptor is oxonal.
Revised from [59].

Figure 3.21. Chemically reactive cyanine dyes. The dashed line
shows the absorption spectrum of Cy3.



oligomers, its fluorescence is partially quenched and its
decay becomes complex.82 The sensitivity of 2-AP to its
environment makes it a useful probe for studies of DNA
conformation and dynamics.83–86

Figure 3.24 shows emission spectra of isoxanthopterin
(IXP). Like 2-AP, IXP is partially quenched when in dou-
ble-helical DNA (Figure 3.25), but more fluorescent when
present in a dinucleotide.87–88 The dependence of the IXP

76 FLUOROPHORES

Figure 3.22. Representative NIR dyes.
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Figure 3.23. Representative DNA probes. Excitation and emission wavelengths refer to DNA-bound dye.

Figure 3.24. DNA purine bases (left) and fluorescent base analogues
(right).

Figure 3.25. Emission spectra of the isoxanthopterin nucleotide in a
dinucleotide and an oligonucleotide. From [87].



on DNA structure was used as an assay for the HIV inte-
grase protein. This protein is responsible for integration of
HIV DNA into the host cell's genome.89–90 The assay was
based on a DNA oligonucleotide that has the sequence spe-
cific for HIV integrase (Figure 3.26). The enzyme mecha-
nism involves cleavage of a dinucleotide from the 3'-end of
HIV DNA, followed by ligation to the 5'-end of the host
DNA. The IXP nucleotide was positioned near the 3'-end of
the synthetic substrate. Incubation with HIV integrase
resulted in release of the dinucleotide, which was detected
by an increase in IXP fluorescence.

3.5. CHEMICAL SENSING PROBES

It is often desirable to detect spectroscopically silent sub-
stances such as Cl–, Na+, or Ca2+. This is possible using
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Figure 3.26. HIV integrase assay based on release of the isoxan-
thopterin-containing nucleotide (F). Revised from [87], and reprinted
with permission of Oxford University Press.

Figure 3.27. Chemical sensing probes (left) and thus spectra (right).



sensing probes, some of which are shown in Figure 3.27.
The probe MQAE is collisionally quenched by chloride
according to the Stern-Volmer equation (eq. 1.6), allowing
the chloride concentration to be estimated from the extent
of quenching.91 Other probes allow measurement of free
Ca2+. Probes such as Fura-2 display Ca2+-dependent spec-
tral shifts. Such probes are called wavelength-ratiometric
probes because the analyte (Ca2+) concentration can be
determined from a ratio of intensities at different excitation
or emission wavelengths. Other probes such as Calcium
Green display a Ca2+-dependent increase in intensity but no
spectral shift. Wavelength-ratiometric and non-ratiometric
probes are known for many species,92 including H+, Na+,
K+, and Mg2+, amines, and phosphate.93–96 These dyes typi-
cally consist of a fluorophore and a region for analyte
recognition, such as on azacrown ether for Na+ or K+, or a
BAPTA group for Ca2+. Such dyes are most often used in
fluorescence microscopy and cellular imaging, and are
trapped in cells either by hydrolysis of cell-permeable
esters or by microinjection.

3.6. SPECIAL PROBES

3.6.1. Fluorogenic Probes

Another class of probes is the fluorogenic probes.97–99

These are dyes that are non- or weakly fluorescent until

some event occurs, such as enzymatic cleavage. Typical flu-
orogenic probes are shown in Figure 3.28. 7-Umbelliferyl
phosphate (7-UmP) is nonfluorescent as the phosphate
ester, but becomes highly fluorescent upon hydrolysis. 7-
UmP is used to measure the activity of alkaline phos-
phatase. This enzyme is often used as the basis of enzyme-
linked immunoadsorbent (ELISA) assays, and is also used
in enzyme-amplified DNA assays.

It is often important to measure $-galactosidase activi-
ty in cells. This enzyme is often used as a gene marker in
cells. Its activity can be detected by a galactoside of umbel-
liferone or 7-hydroxy-4-methylcoumarin (Figure 3.28, mid-
dle). An improved probe is shown in the lower panel. This
fluorescein derivative contains a fatty acid chain that serves
to retain the probe at the site of hydrolysis. This allows the
cells with $-galactosidase activity to be identified under a
microscope.

Another class of fluorogenic reagents are those that are
initially nonfluorescent, and become fluorescent upon
reacting with amines (Figure 3.29). While they have been
used for labeling proteins, they are more commonly used in
protein sequencing, determination of protein concentration,
or for detection of low molecular weight amines in chro-
matography.

Fluorogenic probes can also be based on energy trans-
fer.100–102 One example is shown in Figure 3.30, in which a
peptide is labeled with a donor and acceptor. The sequence
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Figure 3.28. Fluorogenic probes.



of amino acids was selected to be specific for a protease
found in HIV. Cleavage of the peptide results in a greater
distance between the donor and acceptor and increased
donor intensity. This concept of a decrease in energy trans-
fer upon cleavage has also been applied to lipases that
hydrolyze phospholipids.

3.6.2. Structural Analogues of Biomolecules

One approach to designing fluorophores is to make the
shape similar to the parent biomolecule. This approach was
used to make fluorescent analogues of steroids. Two exam-
ples are shown in Figure 3.31. Cholesterol is an essential
component of cell membranes, and estradiol is important
for the expression of female sexual characteristics. Both
molecules are nonfluorescent, but structurally similar mol-
ecules have been synthesized which display useful fluores-
cence. Dehydroergosterol is a fluorescent analogue of cho-
lesterol that displays absorption and emission maxima near
325 and 390 nm, respectively. Dehydroergosterol has been
used as a probe for the interactions of steroids with mem-
branes.103–106 Ligand analogues have also been reported for
the estrogen receptor.107–108

3.6.3. Viscosity Probes

Fluorescent quantum yields are often dependent on viscos-
ity, but there are relatively few fluorophores characterized
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Figure 3.29. Fluorogenic reagents for amines.

Figure 3.30. Fluorogenic probes for HIV protease. The fluorescence signal is generated when HIV protease releases the fluorophore (F) from the
quenching effects of the nearby acceptor chromophore (Q).



as viscosity probes. One such probe is shown in Figure
3.32. These probes display charge transfer in the excited
state, presumably from the amine to the vinyl or cyano
group. In a highly viscous environment the molecule cannot
distort as needed for charge transfer, and the decay is radia-
tive.109–111 In a less viscous environment the molecule dis-
plays internal rotation and charge transfer, which results in
radiationless decay. As a result the quantum yield depends
on solvent viscosity. These probes have been used to study
the viscosities of membranes, and the rigidity of binding
sites on proteins. These viscosity probes can be regarded as
a subclass of the TICT probes, which are probes that distort
in the excited state to form twisted intramolecular charge
transfer states.112 For probes like DPH the quantum yield is
only weakly dependent on the viscosity. For DPH the vis-
cosity is determined from the anisotropy.

3.7. GREEN FLUORESCENT PROTEINS

An important addition to the library of probes has been the
green fluorescent protein (GFP) from the bioluminescent
jellyfish Aequorea victoria. The bioluminescence of the pri-
mary photoprotein aqueorin is blue. The bioluminescence
from the jellyfish is green due to a closely associated green
fluorescent protein. GFP contains a highly fluorescent
group within a highly constrained and protected region of
the protein. The chromophore is contained within a barrel
of $-sheet protein113 (Figure 3.33). The remarkable feature
of the GFP is that the chromophore forms spontaneously
upon folding of the polypeptide chain114–115 without the
need for enzymatic synthesis (Figure 3.34). As a result, it is
possible to express the gene for GFP into cells, and to
obtain proteins which are synthesized with attached

GFP.116–118 It is even possible to express GFP in entire
organisms.119–121

GFPs with different spectral properties have been cre-
ated by introducing mutations into the amino-acid
sequence. Mutants are known that display longer absorp-
tion and emission wavelengths (Figure 3.35) and have high-
er photostability.122–124 In general GFPs have good photo-
stability and display high quantum yields, which is proba-
bly because the $-barrel structure shields the chromophore
from the local environment.

For a time it was thought that GFP was only present in
Aequorea victoria. It is known that similar naturally fluo-
rescent proteins are present in a number of Anthrozoa
species, in corals.125–129 As a result, a large number of fluo-
rescent proteins are now available with emission maxima
ranging from 448 to 600 nm (Figure 3.35). Because of the
variety of fluorescent proteins the terminology has become
confusing. The fluorescent proteins from coral are often
referred to as yellow (YFPs) or red (RFPs) fluorescent pro-
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Figure 3.31. Nonfluorescent steroid cholesterol and estradiol, and flu-
orescent analogues dehydroergosterol and 1,3-diaza-9-hydroxy-
5,6,11,12-tetrahydrochrysene. Revised from [103].

Figure 3.32. Fluorescence emission spectra and relative quantum
yields of CCVJ in ethylene glycol/glycol mixtures of varying viscos-
ity. Reprinted with permission from [111]. Copyright © 1993,
American Chemical Society.



teins. However, this is a misnomer because green fluores-
cent proteins can also come from coral.127 It has been sug-
gested that proteins derived from Aequores victoria be
called AFPs to indicate their origin with this jellyfish.130 For
simplicity we will refer to all these proteins as GFPs.

An unfavorable property of all these fluorescent pro-
teins is their tendency to self-associate. AFPs tend to form
weakly bound dimers. The proteins from coral form strong-
ly bound tetramers.130–132 This self-association makes them

less useful as intracellular probes, particularly with fusion
proteins where the nonfluorescent proteins will be artificial-
ly brought into close proximity to each other. Another diffi-
culty with the most widely used red fluorescent proteins,
DsRed, is that the fluorescence develops too slowly and can
take 30 hours to become fluorescent. These problems have
been mostly solved by mutating the sequence to disrupt the
self-association and to obtain proteins that mature more
rapidly.132–136
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Figure 3.33. β-Barrel structure of GFP. Side and top view. The chromophore is linked covalently to the protein.

Figure 3.34. Spontaneous formation of the fluorophore in GFP by the serine–tyrosine–glycine residues. From [115].



The fluorophores in GFPs are formed autocatalytically,
and it is not necessary to add a fluorophore or enzymes to
synthesize the fluorophore. All that is needed is the gene or
mRNA that codes for the amino-acid sequence. As a result
organisms that contain the gene or mRNA can express the
fluorescent protein. This possibility is shown in Figure 3.36
for a Xenopus embryo. While in the blastomer stage the
right and left blastomers were injected with mRNA for a
green or red fluorescent coral protein, respectively. One
week later the descendants of the injected blastomer
showed fluorescence from the fluorescent proteins coded
by the mRNAs.

3.8. OTHER FLUORESCENT PROTEINS

3.8.1. Phytofluors: A New Class of 
Fluorescent Probes

A new type of fluorescent probe is the so-called "phyto-
fluors." These fluorescent probes are derived from the phy-
tochromes, which are light-sensitive proteins present in
photosynthetic organisms. These proteins allow the organ-
isms to adjust to external light conditions, and are important
in seed germination, flowering, and regulation of plant
growth. Phytochromes typically contain a nonfluorescent
chromophore that interconverts between two stable forms.
Some phytochromes spontaneously form covalent
adducts137–139 with phycoerythrobilin. The absorption and
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Figure 3.35. Excitation (top) and emission spectra (bottom) of GFP
mutants. Revised from [129].

Figure 3.36. Color photograph (right) of a Xenopus embryo injected with the mRNA from a green fluorescent coral protein (right side) and a red flu-
orescent coral protein (left side). The left side shows a white light photograph. Reprinted from [125].



emission spectra of one phytofluor protein are shown in
Figure 3.37. The spectra are at favorably long wavelengths,
and the quantum yield is near 0.70. A favorable property of
these proteins is their high anisotropy, which occurs
because, in contrast to the phycobiliproteins, there is only a
single chromophore.

The phytochrome apoproteins can be expressed as
recombinant proteins. Phycoerythrobilin binds sponta-
neously to these phytochromes and becomes fluorescent.
These proteins may become useful as probes for gene
expression. In contrast to GFP, it is necessary to add the
phycoerythrobilin pigment, which needs to be transported
into the cells. A recent report has shown that the genes for
the apophytochrome, and the two genes needed to synthe-
size a nonfluorescent pigment from hemes, can be inserted
into E. coli.140 It has been shown recently that the pho-
tochromes themselves can be made highly fluorescent.141

This was accomplished by a tyrosine-to-histidine mutation.
This mutation interferes with the light-sensory function of
the phytochrome, but causes the protein with its native
chromophore to become fluorescent in solution and when
expressed in E. coli (Figure 3.38). The fluorescent phy-
tochromes may provide another approach to the synthesis
of fluorescent proteins within cells or animals of interest.

3.8.2. Phycobiliproteins

The phycobiliproteins are intensely fluorescent proteins
from blue-green and red algae.142–146 These proteins are
contained in phycobilisomes, which harvest light and trans-
fer the energy to chlorophyll. The phycobilisomes absorb
strongly from 470 to 650 nm (Figure 3.39), in the gap

between the blue and far-red absorption of chlorophyll. In
algae the phycobiliproteins exist as large assemblies that
contain phycoerythrin (PE), phycocyanine (PC), and allo-
phycocyanin (APC) (Figure 3.39). Light absorbed by PE is
transferred to PC and then to APC, and finally to the photo-
synthetic reaction center. In intact phycobilisomes the phy-
cobiliproteins are very weakly fluorescent due to efficient
energy transfer to photosynthetic reaction centers. Howev-
er, upon removal from the phycobilisomes the phyco-
biliproteins become highly fluorescent.

The chromophores in the phycobiliprotein are open-
chain tetrapyrol groups called bilins. These chromophores
are covalently bound to the phycobiliprotein subunit. Each
phycobiliprotein displays different spectral properties,
depending on the type of bound bilins. Representative emis-
sion spectra are shown in Figure 3.39. Each phycobilipro-
tein is made up of a number of subunits, with molecular
weights ranging from 100,000 to 240,000 daltons (Table
3.2). A remarkable feature of the phycobiliproteins is the
high density of chromophores. The 34 bilins in phycoery-
thrin correspond to a bilin concentration near 80 mM. Also,
the large number of chromophores results in high extinction
coefficients of 2.4 x 106 M–1 cm–1, or about 30 times that of
fluorescein.

These spectral properties of the bilin groups result in
the favorable fluorescence properties of the phycobilipro-
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Figure 3.37. Absorption, emission, and excitation polarization spectra
of a phytochrome from the plant Avena sativa, which contains bound
phycoerythrobilin (PEB). Revised and reprinted with permission from
[139]. Copyright © 1997, Current Biology Ltd.

Figure 3.38. White light- and UV-illuminated images of wild type
(WT) phytochrome and the fluorescent mutant (PR-1). The lower
panel shows flow cytometry data of E. coli cells expressing the WT or
PR-1 protein. From [141].



teins. They display high quantum yields and are up to 20-
fold brighter than fluorescein. They are highly water solu-
ble and stable proteins, which can be stored for long peri-
ods of time. They are about 10-fold more photostable than
fluorescein.148 They contain a large number of surface
lysine groups and are readily conjugatable to other pro-
teins.147–149 The long-wavelength absorption and emission
make them useful where autofluorescence is a problem.
And finally, they display good a Stokes shift. This is not

evident from Figure 3.39 unless one realizes that they can
be excited at wavelengths below the excitation maxima.
Phycobiliproteins have been successfully used for
immunoassays,150–151 for marking of cell-surface antigens
in flow cytometry,152-153 and in single-particle detection.154

A minor drawback of the phycobiliproteins is their sen-
sitivity to illumination. This is not due to photobleaching,
but to the possibility of exciting more than one chro-
mophore per protein. This results in annihilation of the
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Figure 3.39. Absorption (middle) and fluorescence emission spectra (bottom) of three representative phycobiliproteins. The allophycocyanin is from
the filamentous cyanobacterium Anabaena variabilis, B-phycoerythrin (B-PE) is from the unicellular red alga Prophyridium cruentum, and R-phyco-
erythrin (R-PE) from the higher red alga Gastroclonium coulteri. The structures shown on the top are the αβ monomer of APC and the αβ trimer
(αβ)3. Revised from [142].

Table 3.2. Properties of Some Major Phycobiliproteinsa

Total
Subunit            Approx.                                    bilins per         λab

max λab
max Quantum

Protein                    composition          mol. wt. ε(M–1 cm–)            protein            (nm)              (nm)            yield

Allophycocyanin (αβ)3 100,000 700,000 6 650 660 0.68
B-Phycoerythrin (αβ)6γ 240,000 2,400,000 34 543,562 576 0.98
R-Phycoerythrin (αβ)6γ 240,000 2,200,000 34 495,536,565 576 0.84

aFrom [143] and [144]. C-phycocyanine (620/642 nm) and C-phycoerythrin (562/576 nm) have a subunit structure (αβ)n, n = 1–6,
with molecular weights from 36,500 to 240,000.



excited state, and a decreased quantum yield and lifetime.
The intensity decays are complex, with up to four exponen-
tial components ranging from 10 ps to 1.8 ns.155

3.8.3. Specific Labeling of Intracellular Proteins

Fusion proteins containing GFP provide a way to specifical-
ly label intracellular proteins. GFP is a relatively larger
probe and can interfere with the function of the attached
protein. A new method for specific labeling of intracellular
proteins has recently been reported (Figure 3.40). This
method relies on expressing recombinant proteins that con-
tain four cysteine residues in an "-helix.156–157 These
residues are located at positions i, i + 1, i + 4 and i + 5,
which positions the SH groups on the same side of the "-
helix. This grouping of SH groups does not appear to occur
naturally. Proteins containing this motif react specifically
with fluorescein analogous containing two trivalent arsenic
atoms. Fortunately, the arsenic-containing compounds are
not fluorescent, but the reaction product has a quantum
yield near 0.49. The reaction can be reversed by addition of
excess 1,2-ethanedithiol (EDT). Specific labeling of the
intracellular recombinant proteins can be accomplished by
exposure of the cells to the bis-arsenic fluorophore, which
can passively diffuse into cells.

The fluorophore used for labeling the four-cysteine
motif is called Flash-EDT2, meaning fluorescein arsenical
helix binder, bis-EDT adduct. This approach is being used

in several laboratories158–159 and is used with other fluo-
rophores to create labeled proteins that are sensitive to their
environment.160–161

3.9. LONG-LIFETIME PROBES

The probes described above were organic fluorophores with
a wide variety of spectral properties, reactivities, and envi-
ronmental sensitivities. While there are numerous organic
fluorophores, almost all display lifetimes from 1 to 10 ns,
which limit the dynamic information content of fluores-
cence. There are several exceptions to the short lifetimes of
organic fluorophores. Pyrene displays a lifetime near 400 ns
in degassed organic solvents. Pyrene has been derivatized
by adding fatty acid chains, which typically results in decay
times near 100 ns. In labeled macromolecules the intensity
decays of pyrene and its derivatives are usually multi-expo-
nential. Pyrene seems to display photochemical changes.

Another long-lived organic fluorophore is coronene,
which displays a lifetime near 200 ns. In membranes the
intensity decay of coronene is multi-exponential.162

Coronene has also been conjugated to lipids.163 Both pyrene
and coronene display low initial anisotropies and are only
moderately useful for anisotropy experiments. However,
there are two types of organometallic fluorophores which
display long lifetimes and other unique features which
allow new types of experiments.
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Figure 3.40. Schematic of the reaction of Flash-EDT2 with a recombinant protein containing four cysteine residues at positions i, i + 1, i +
4, and i + 5.



3.9.1. Lanthanides

The lanthanides are uniquely fluorescent metals that display
emission in aqueous solution and decay times of 0.5 to 3
ms.164–167 Emission results from transitions involving 4f
orbitals, which are forbidden transitions. As a result, the
absorption coefficients are very low, less than 10 M–1 cm–1,
and the emissive rates are slow, resulting in long lifetimes.
The lanthanides behave like atoms and display line spec-
tra164 (Figure 3.41). Because of the weak absorption, lan-
thanides are usually not directly excited, but rather excited
through chelated organic ligands (Figures 3.41 and 3.42).
Hence, the excitation spectrum of the complex shown in
Figure 3.41 reflects the absorption spectrum of the ligand
and not the lanthanide itself.

Lanthanides possess some favorable properties as bio-
chemical probes. They can substitute chemically for calci-
um in many calcium-dependent proteins.168–170 A main
route of non-radiative decay is via coupling to vibrations of
water. For both Eu3+ and Tb3+ the lifetime in H2O and D2O

can be used to calculate the number of bound water mole-
cules (n)

(3.1)

where q is a constant different for each metal.165 Hence, the
decay times of the lanthanides when bound to proteins can
be used to calculate the number of bound water molecules
in a calcium binding site. Lanthanides can also be used with
proteins that do not have intrinsic binding sites. Reagents
have been developed that can be coupled to proteins and
chelate lanthanides.171–172 Because of their sensitivity to
water, lanthanide complexes designed as labels generally
have most sites occupied by the ligand.

Lanthanides have found widespread use in high sensi-
tivity detection, particularly for immunoassays.173–174 The
basic idea is shown in Figure 3.43. All biological samples
display autofluorescence, which is usually the limiting fac-
tor in high sensitivity detection. The autofluorescence usu-
ally decays on the nanosecond timescale, as do most fluo-
rophores. Because of their long decay times, the lanthanides
continue to emit following disappearance of the autofluo-
rescence. The detector is turned on after the excitation flash

n � q ( 1

τH2O
�

1

τD2O
)
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Figure 3.41. Emission spectrum and intensity decay of the lanthanide
terbium. Revised and reprinted from [167]. Copyright © 1995,
American Chemical Society.

Figure 3.42. Jablonski diagram for excitation of terbium by energy
transfer. Modified and redrawn from [165]. Copyright © 1993, with
permission from Elsevier Science.



to integrate the intensity from the lanthanide. The term
"time-resolved" is somewhat of a misnomer, and does not
refer to measurement of the decay time. These time-gated
immunoassays are essentially steady-state intensity meas-
urements in which the intensity is measured over a period
of time following pulsed excitation.

The lanthanides do suffer several limitations. One is
the need to chelate the lanthanide in order to obtain signifi-
cant excitation. The requirement often results in multi-step
assays, the last step being addition of the chelator. Another
difficulty is the absence of polarized emission, so that the
lanthanides cannot be used for anisotropy measurements.

3.9.2. Transition Metal–Ligand Complexes

Another class of probes with long lifetimes are the transi-
tion metal complexes. These are typically complexes of
ruthenium (Ru II), rhenium (Re I), or osmium (Os II) with
one or more diimine ligands (Figure 3.44). In contrast to the
lanthanides, these compounds display molecular fluores-
cence from a metal-to-ligand charge-transfer state. The
transition is partially forbidden, so that the decay times
are long. These complexes are highly stable, like
covalent bonds, so there is no significant dissociation of the
metal and ligands. Transition metal complexes display life-
times ranging from 10 ns to 10 :s.175 For example,
Ru(bpy)2(mcbpy) in Figure 3.44 displayed a decay time
near 400 ns when conjugated to proteins and lipids.177 The
MLC probes are highly photostable, and display large
Stokes shifts, so that probe–probe interactions are not
expected. These molecules are known to display polarized
emission (Chapter 20) and are thus useful for measurement
of dynamic processes on the microsecond timescale.

3.10. PROTEINS AS SENSORS

The use of fluorescence for chemical sensing requires high-
ly specific probes. One approach to obtaining the needed
specificity is to rely on proteins that are known to bind the
desired analyte. This approach has been used to develop
sensing proteins for a variety of analytes.178–179 One exam-
ple is a sensor for zinc based on a zinc finger peptide. Zinc
fingers are part of transcription factors. These proteins bind
zinc with high affinity and specificity, typically to histidine
and/or cysteine residues. To make a zinc sensor, the zinc
finger amino-acid sequence was modified to contain a cova-
lently linked dansyl group near the middle of the peptide
(Figure 3.45).180 Upon addition of zinc the emission inten-
sity increases, and the emission maxima shift to shorter
wavelengths (Figure 3.46). In the absence of zinc the pep-
tide is unfolded, and the dansyl group is exposed to the
water. In the presence of zinc the peptide adopts a folded
structure that was anticipated to result in shielding the dan-
syl group from water.

Another example of a protein sensor is shown in Figure
3.47. In this case the protein is calmodulin that was geneti-
cally modified to contain a cysteine residue at position 109.
This residue was labeled with an environmentally sensitive
fluorophore.181 This labeled protein was sensitive to the
antipsychotic drug trifluoperazine. The fluorescence of the
coumarin label was almost completely quenched upon addi-
tion of this drug.
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Figure 3.43. Principle of "time-resolved" detection in lanthanide
immunoassays. Revised from [174].

Figure 3.44. Intensity decay of Ru(bpy)2(mcbpy)-PE in DPPG vesi-
cles. Modified From [176].



3.11. CONCLUSION

A diversity of molecules display fluorescence, and numer-
ous interactions and processes can alter the spectral proper-
ties. Fluorophores can be covalently attached to macromol-
ecules, or designed to interact with specific ions. Emission

can occur from the UV to the NIR, and probes are available
with short (ns) and long (:s to ms) lifetimes. The technolo-
gy of probe chemistry is rapidly changing, and new probes
are allowing previously impossible experiments to be per-
formed.
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Figure 3.45. A zinc-sensitive peptide based on the dansyl fluorophore.
Reprinted with permission from [180]. Copyright © 1996, American
Chemical Society. Figure 3.46. Zinc-dependent emission spectra of the dansyl-labeled

zinc finger peptide. From [180].

Figure 3.47. Protein sensor for the antipsychotic drug trifluoperazine. The protein is calmodulin labeled with a fluorophore at a genetically inserted
cysteine residue at position 109. From [181].
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PROBLEMS

P3.1. Binding of Proteins to Membranes or Nucleic Acids:
Suppose you have a protein that displays tryptophan flu-
orescence, and you wish to determine if the protein
binds to DNA or lipid bilayers. Describe how you could
use the tryptophan fluorescence to detect binding. Be
specific regarding the spectral observables and expected
results, including the use of intrinsic fluorescence,
anisotropy and resonance energy transfer.

P3.2. Chloride Quenching of SPQ: Figure 3.48 shows the
absorption and emission spectra of the chloride sen-
sitive probe 6-methoxy-N-(3-sulfopropyl) quinolini-
um (SPQ) in the presence of increasing amounts of
Cl–. SPQ is collisionally quenched by Cl–. The
unquenched lifetime is 26.3 ns.182

A.  Use the data in Figure 3.48 to determine the
Stern-Volmer quenching constant for chloride.

B.  The average concentration of intracellular chloride
in blood serum is 103 mM. What is the lifetime and
relative intensity of SPQ in blood serum?
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Figure 3.48. Absorption and emission spectra of 6-methoxy-N-(3-sul-
fopropyl) quinolinium (SPQ) in water with increasing amounts of
chloride. From [182].



C.  Suppose the concentration of Cl– decreases to 75
mM. What is the expected lifetime and relative
intensity of SPQ?

D.  What factors would complicate interpretation of the
SPQ intensities and lifetimes as a measure of Cl– in
blood serum?

P3.3. Calcium Concentrations Using Calcium Green and
Fura-2: The probes Calcium Green and Fura-2 display
spectral changes in the presence of bound Ca2+. Calcium
Green shows changes in fluorescence intensity but not
in spectra shape. Fura-2 displays a large shift in its
absorption spectrum, but little change in the shape of its
emission spectrum. Calcium Green and Fura-2 display
Ca2+ dissociation constants (KD) near 200 nM.

A.  Derive an expression for the fluorescence intensity
of Calcium Green relating its intensity to the [Ca2+].
For your answer let Fmin and Fmax be the fluorescent
intensities of Calcium Green in the absence and
presence of saturating Ca2+, respectively, and let KD

be the dissociation constant.

B.  Derive an expression for the use of Fura-2 as an
excitation wavelength-ratiometric probe of [Ca2+].
This is a somewhat difficult problem to solve, and
the exact form of the answer depends on how one
defines the various terms. Let the subscripts 1 and 2
represent the two excitation wavelengths. Let Rmin

and Rmax be the ratio of intensities of the free (f) and
calcium-bound (b) form of Fura-2.
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Time-resolved measurements are widely used in fluores-
cence spectroscopy, particularly for studies of biological
macromolecules and increasingly for cellular imaging.
Time-resolved measurements contain more information
than is available from the steady-state data. For instance,
consider a protein that contains two tryptophan residues,
each with a distinct lifetime. Because of spectral overlap of
the absorption and emission, it is not usually possible to
resolve the emission from the two residues from the steady-
state data.

However, the time-resolved data may reveal two decay
times, which can be used to resolve the emission spectra
and relative intensities of the two tryptophan residues. The
time-resolved measurements can reveal how each of the
tryptophan residues in the protein is affected by the interac-
tions with its substrate or other macromolecules. Is one of
the tryptophan residues close to the binding site? Is a tryp-
tophan residue in a distal domain affected by substrate
binding to another domain? Such questions can be
answered if one measures the decay times associated with
each of the tryptophan residues.

There are many other examples where the time-
resolved data provide information not available from the
steady-state data. One can distinguish static and dynamic
quenching using lifetime measurements. Formation of stat-
ic ground-state complexes do not decrease the decay time
of the uncomplexed fluorophores because only the un-
quenched fluorophores are observed. Dynamic quenching
is a rate process acting on the entire excited-state popula-
tion, and thus decreases the mean decay time of the entire
excited-state population. Resonance energy transfer is also
best studied using time-resolved measurements. Suppose a
protein contains a donor and acceptor, and the steady-state
measurements indicate the donor is 50% quenched by the
acceptor. The result of 50% donor quenching can be due to
100% quenching for half of the donors, or 50% quenching

of all the donors, or some combination of these two limit-
ing possibilities. The steady-state data cannot distinguish
between these extreme cases. In contrast, very different
donor intensity decays would be observed for each case. If
all the donors are 50% quenched by the acceptors, and the
acceptors are at a single distance, then the donor decay will
be a single exponential with a lifetime of half the
unquenched lifetime. If 50% of the donors are completely
quenched and 50% are not quenched, then the donor life-
time will be the same as the unquenched lifetime. A multi-
exponential decay would be observed if the donor is partial-
ly quenched by the acceptor and some of the donors do not
have a nearby acceptor. The time-resolved donor decays are
highly informative about the purity of the sample as well as
the donor-to-acceptor distance.

There are many other instances where lifetime meas-
urements are advantageous over steady-state measure-
ments. One important application is cellular imaging using
fluorescence microscopy. When labeled cells are observed
in a fluorescence microscope, the local concentration of the
probe in each part of the cell is not known. Additionally, the
probe concentration can change during the measurement
due to washout or photobleaching. As a result it is difficult
to make quantitative use of the local intensities. In contrast,
if the probe emission is well above the background signal,
fluorescence lifetimes are typically independent of the
probe concentration. Many fluorescence sensors such as the
calcium probes display changes in lifetime in response to
analytes. Also, resonance energy transfer (RET) reveals the
proximity of donors and acceptors by changes in the donor
lifetime. Because of advances in technology for time-
resolved measurements, it is now possible to create lifetime
images, where the image contrast is based on the lifetime in
each region of the sample. Fluorescence lifetime imaging
microscopy, or FLIM, has now become an accessible and
increasingly used tool in cell biology (Chapter 22). An
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Time-Domain

Lifetime
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understanding of FLIM must be based on an understanding
of the technology used for time-resolved fluorescence mea-
surements.

Prior to describing the technology for time-resolved
measurements we present an overview of the two dominant
methods for time-resolved measurements: the time-domain
(TD) and frequency-domain (FD) methods. There are also
several variations to each approach. Since the previous edi-
tion of this book there have been advances in both methods.
The time-domain technology has become smaller, less
expensive, and more reliable. We will also describe some of
the earlier approaches, which clarify why specific proce-
dures have been selected. We also discuss the important
topic of data analysis, which is essential for using the exten-
sive data from modern instruments, and avoiding misuse of
the results by over-interpretation of the data.

4.1. OVERVIEW OF TIME-DOMAIN AND 
FREQUENCY-DOMAIN MEASUREMENTS

Two methods of measuring time-resolved fluorescence are
in widespread use: the time-domain and frequency-domain
methods. In time-domain or pulse fluorometry, the sample
is excited with a pulse of light (Figure 4.1). The width of the
pulse is made as short as possible, and is preferably much
shorter than the decay time τ of the sample. The time-
dependent intensity is measured following the excitation
pulse, and the decay time τ is calculated from the slope of
a plot of log I(t) versus t, or from the time at which the
intensity decreases to 1/e of the intensity at t = 0. The inten-
sity decays are often measured through a polarizer oriented

at 54.7E from the vertical z-axis. This condition is used to
avoid the effects of rotational diffusion and/or anisotropy on
the intensity decay (Chapter 11).

The alternative method of measuring the decay time is
the frequency-domain or phase-modulation method. In this
case the sample is excited with intensity-modulated light,
typically sine-wave modulation (Figure 4.2). The ampli-
tude-modulated excitation should not be confused with the
electrical component of an electromagnetic wave. The
intensity of the incident light is varied at a high frequency
typically near 100 MHz, so its reciprocal frequency is com-
parable to the reciprocal of decay time τ. When a fluores-
cent sample is excited in this manner the emission is forced
to respond at the same modulation frequency. The lifetime
of the fluorophore causes the emission to be delayed in time
relative to the excitation, shown as the shift to the right in
Figure 4.2. This delay is measured as a phase shift (φ),
which can be used to calculate the decay time. Magic-angle
polarizer conditions are also used in frequency-domain
measurements.

The lifetime of the fluorophore also causes a decrease
in the peak-to-peak height of the emission relative to
that of the modulated excitation. The modulation decreas-
es because some of the fluorophores excited at the peak
of the excitation continue to emit when the excitation is at
a minimum. The extent to which this occurs depends on
the decay time and light modulation frequency. This
effect is called demodulation, and can also be used to calcu-
late the decay time. FD measurements typically use both
the phase and modulation information. At present, both
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Figure 4.1. Pulse or time-domain lifetime measurements.

Figure 4.2. Phase-modulation or frequency-domain lifetime measure-
ments. The ratios B/A and b/a represent the modulation of the emis-
sion and excitation, respectively.



time-domain and frequency-domain measurements are in
widespread use.

4.1.1. Meaning of the Lifetime or Decay Time

Prior to further discussion of lifetime measurements, it is
important to have an understanding of the meaning of the
lifetime τ. Suppose a sample containing the fluorophore is
excited with an infinitely sharp (δ-function) pulse of light.
This results in an initial population (n0) of fluorophores in
the excited state. The excited-state population decays with
a rate Γ + knr according to

(4.1)

where n(t) is the number of excited molecules at time t fol-
lowing excitation, Γ is the emissive rate, and knr is the non-
radiative decay rate. Emission is a random event, and each
excited fluorophore has the same probability of emitting in
a given period of time. This results in an exponential decay
of the excited state population, n(t) = n0 exp(–t/τ).

In a fluorescence experiment we do not observe the
number of excited molecules, but rather fluorescence inten-
sity, which is proportional to n(t). Hence, eq. 4.1 can also be
written in terms of the time-dependent intensity I(t). Inte-
gration of eq. 4.1 with the intensity substituted for the num-
ber of molecules yields the usual expression for a single
exponential decay:

(4.2)

where I0 is the intensity at time 0. The lifetime τ is the
inverse of the total decay rate, τ = (Γ + knr)–1. In general, the
inverse of the lifetime is the sum of the rates which depop-
ulate the excited state. The fluorescence lifetime can be
determined from the slope of a plot of log I(t) versus t (Fig-
ure 4.1), but more commonly by fitting the data to assumed
decay models.

The lifetime is the average amount of time a fluo-
rophore remains in the excited state following excitation.
This can be seen by calculating the average time in the
excited state <t>. This value is obtained by averaging t over
the intensity decay of the fluorophore:

(4.3)

The denominator is equal to τ. Following integration by
parts, one finds the numerator is equal to τ2. Hence for a
single exponential decay the average time a fluorophore
remains in the excited state is equal to the lifetime:

(4.4)

It is important to note that eq. 4.4 is not true for more
complex decay laws, such as multi- or non-exponential
decays. Using an assumed decay law, an average lifetime
can always be calculated using eq. 4.3. However, this aver-
age lifetime can be a complex function of the parameters
describing the actual intensity decay (Section 17.2.1). For
this reason, caution is necessary in interpreting the average
lifetime.

Another important concept is that the lifetime is a sta-
tistical average, and fluorophores emit randomly through-
out the decay. The fluorophores do not all emit at a time
delay equal to the lifetime. For a large number of fluo-
rophores some will emit quickly following the excitation,
and some will emit at times longer than the lifetime. This
time distribution of emitted photons is the intensity decay.

4.1.2. Phase and Modulation Lifetimes

The frequency-domain method will be described in more
detail in Chapter 5, but it is valuable to understand the basic
equations relating lifetimes to phase and modulation. The
modulation of the excitation is given by b/a, where a is the
average intensity and b is the peak-to-peak height of the
incident light (Figure 4.2). The modulation of the emission
is defined similarly, B/A, except using the intensities of the
emission (Figure 4.2). The modulation of the emission is
measured relative to the excitation, m = (B/A)/(b/a). While
m is actually a demodulation factor, it is usually called the
modulation. The other experimental observable is the phase
delay, called the phase angle (φ), which is usually measured
from the zero-crossing times of the modulated components.
The phase angle (φ) and the modulation (m) can be
employed to calculate the lifetime using

(4.5)

(4.6)m �
1

√1 � ω2τ2
m

, τm �
1

ω
[ 1

m2
� 1 ] 1/2

 tan φ � ωτφ,    τφ � ω�1
  tan φ

<t> � τ

<t> �
�∞

0  tI(t)dt

�∞
0  I(t)  dt

�
�∞

0  t exp (�t / τ )  dt

�∞
0  exp (�t / τ )dt

I(t) � I0  exp (�t / τ )

dn(t)
dt

� (Γ � knr)  n(t)
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These expressions can be used to calculate the phase
(τφ) and modulation (τm) lifetimes for the curves shown in
Figure 4.2 (Problem 4.1). If the intensity decay is a single
exponential, then eqs. 4.5 and 4.6 yield the correct lifetime.
If the intensity decay is multi- or non-exponential, then eqs.
4.5 and 4.6 yield apparent lifetimes that represent a com-
plex weighted average of the decay components.

4.1.3. Examples of Time-Domain and 
Frequency-Domain Lifetimes

It is useful to understand the appearance of the time-domain
(TD) and the frequency-domain (FD) data. TD and FD data
are shown for the tryptophan derivative N-acetyl-L-trypto-
phanamide (Figure 4.3). This tryptophan derivative (NATA)
is known to display a single exponential decay (Chapter
17). In the time domain (left) the data are presented as log
counts versus time. The data are presented as photon counts
because most such measurements are performed by single-
photon counting. The plot of the log intensity versus time
for NATA is linear, which indicates the decay is a single
exponential. The noisy curve marked L(tk) is the instrument
response function (IRF), which depends on the shape of the
excitation pulse and how this pulse is detected by the instru-
ment. This IRF is clearly not a δ-function, and much of the
art of lifetime measurements is accounting for this nonide-
al response in analyzing the data.

Analysis of the time domain is accomplished mostly by
nonlinear least squares.1–2 In this method one finds the life-
time that results in the best fit between the measured data
and the data calculated for the assumed lifetime. Although
not separately visible in Figure 4.3 (left), the calculated
intensity decay for τ = 5.15 ns overlaps precisely with the
number of photons counted in each channel. The lower
panel of Figure 4.3 (left) shows the deviations between the
measured and calculated data, weighted by the standard
deviations of each measurement. For a good fit the devia-
tions are random, indicating the only source of difference is
the random error in the data.

Frequency-domain data for the same NATA sample are
shown in Figure 4.3 (right). The phase and modulation are
measured over a range of light modulation frequencies. As
the modulation frequency is increased the phase angle
increases from 0 to 90E, and the modulation decreases from
1 (100%) to 0 (0%). As for the time-domain data, the fre-
quency-domain data are also analyzed by nonlinear least
squares. The dots represent the data, and the solid line rep-
resents the best fit with a single lifetime of 5.09 ns. As for
the TD data, the goodness-of-fit is judged by the differences
(deviations) between the data and the calculated curves. For
the FD data there are two observables—phase and modula-
tion—so there are two sets of deviations (lower panel). The
randomness of the deviations indicates that a single lifetime
is adequate to explain the data.

100 TIME-DOMAIN LIFETIME MEASUREMENTS

Figure 4.3. Comparison of time-domain (left) and frequency-domain (right) decay time measurements of N-acetyl-L-tryptophanamide (NATA). L(tk)
is the instrument response function.



4.2. BIOPOLYMERS DISPLAY MULTI-EXPONEN-
TIAL OR HETEROGENEOUS DECAYS

At first glance the measurement of decay times seems
straightforward (Figure 4.3), so why do these measure-
ments receive so much attention? Interpretation of the data
in Figure 4.3 was relatively simple because the decays were
single exponentials. However, most samples display more
than one decay time. This situation is illustrated by a pro-
tein with two tryptophan residues (Figure 4.4). Suppose that
both residues display lifetimes of 5 ns. Then the decay
would be a simple single exponential decay. The decay
would be simple to analyze, but one could not distinguish
between the two tryptophan residues. Now suppose a colli-
sional quencher is added and that only the residue on
the surface of the protein is accessible to quenching.
Assume that the added quencher reduces the lifetime of
the exposed residue to 1 ns. The intensity decay is now
a double exponential:

(4.7)

In this expression the αi values are called the pre-exponen-
tial factors. For the same fluorophore in different environ-
ments, which usually display the same radiative decay
rates, the values of αi represent the fractional amount of flu-
orophore in each environment. Hence, for the protein
shown in Figure 4.4 one expects α1 = α2 = 0.5. The pres-
ence of two decay times results in curvature in the plot of
log I(t) versus time (dashed). The goal of the intensity
decay measurements is to recover the decay times (τi) and
amplitudes (αi) from the I(t) measurements.

The presence of two decay times can also be detected
using the frequency-domain method. In this case one exam-
ines the frequency response of the sample, which consists
of a plot of phase and modulation on a logarithmic frequen-
cy axis. The longer lifetime tryptophan (τ1 = 5 ns, solid) and
the shorter lifetime tryptophan (τ2 = 1 ns, dotted) each dis-
play the curves characteristic of a single decay time. In the
presence of both decay times (τ1 = 5 ns and τ2 = 1 ns,
dashed), the frequency response displays a more complex
shape that is characteristic of the heterogeneous or multi-
exponential intensity decay. The FD data are used to recov-
er the individual decay times (τi) and amplitudes (αi) asso-I(t) � α1e

�t/5.0 � α2e
�t/1.0
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Figure 4.4. Simulated intensity decays of buried (W1) and exposed (W2) tryptophan residues in the absence and presence of a collisional quencher.



ciated with each decay time, typically using fitting by non-
linear least squares.

Examination of Figure 4.4 shows that the I(t) values
start at the same initial value. At first this is confusing
because the intensity of one of the residues was decreased
80% by quenching. The intercept remains the same because
the αi values are proportional to the fractional population.
For the protein model shown the time-zero intensities of
each component are shown to be the same. In general the
time-zero intensities of the components in a multi-exponen-
tial decay are not equal because the absorption spectra of
the residues may not be the same, or some residues may be
completely unobservable. An important point about lifetime
measurements is that the intensity decay, or phase and mod-
ulation values, are typically measured without concern
about the actual intensity. Intensity decays are typically fit
to the multi-exponential model:

(4.8)

where Σαi is normalized to unity.
Time-resolved measurements are also used to measure

rotational diffusion and association reactions. This informa-
tion is available from the time-resolved anisotropy decays.
Consider a protein that self-associates into a tetramer (Fig-
ure 4.5). For a spherical molecule one expects a single
decay time for the anisotropy, which is called the rotational
correlation time (θ):

(4.9)

In this expression r0 is the anisotropy at t = 0, which is a
characteristic spectral property of the fluorophore. The
rotational correlation time θ is the time at which the initial
anisotropy has decayed to 1/e of its original value. The cor-
relation time is longer for larger proteins. If the protein
monomers associate to a larger tetramer, the rotational cor-
relation time will become longer and the anisotropy will
decay more slowly. The situation for biomolecules is usual-
ly more complex, and the protein can be present in both the
monomeric and tetrameric states. In this case the anisotropy
decay will be a double exponential:

(4.10)

where fi represents the fraction of the fluorescence from the
monomeric and tetrameric proteins, fM + fT = 1.0. The

anisotropy decay will be a double exponential because both
monomers and tetramers are present, each with different
correlation times. The fractional fluorescence from the
monomers and tetramers can be used to calculate the con-
centrations of each species if their quantum yields are
known.

Anisotropy decays can be more complex than eqs.
4.9–4.10. The decays are typically presented as a sum of
exponentials:

(4.11)

The meaning of the amplitudes (r0j) and correlation times
(θj) can depend on the chosen molecular model. The goal of
many time-resolved measurements is to determine the form
of complex anisotropy decay. In general, it is more difficult
to resolve a multi-exponential anisotropy decay (eq. 4.11)
than a multi-exponential intensity decay (eq. 4.8).

The intensity decay and anisotropy decay have similar
mathematical forms, but there is no direct linkage between
the decay times and rotational correlation times. The decay
times are determined by the spectral properties of the fluo-

r(t) � ∑
j

 r0j exp (�t / θ j)

r(t) � r0fM exp (�t / θM ) � r0fT exp (�t / θT )

r(t) � r0 exp (�t / θ )

I(t) � ∑
i

αi  exp (�t / τi)
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Figure 4.5. Anisotropy decay of a protein monomer (M) that self-
associates into a tetramer (T). The dashed line shows the anisotropy
decay expected for partially associated monomers.



rophore. The rotational correlation times are determined by
the size, shape, and flexibility of the macromolecules. Both
the decay times and the rotational correlation times are
often on the nanosecond timescale. These conditions result
in anisotropies that are sensitive to the size of the protein
and its interactions with other macromolecules.

4.2.1. Resolution of Multi-Exponential Decays 
Is Difficult

Why is so much attention given to data analysis and obtain-
ing high signal-to-noise in the time-resolved data? The need
for high signal-to-noise is due to the inherent difficulty in
recovering the amplitudes and lifetimes for a multi-expo-
nential process. This difficulty was well known to mathe-
maticians, and was pointed out to fluorescence spectro-
scopists when time-resolved measurements were first being
applied to biochemical systems.3 This paper defined a
method for analyzing time-resolved fluorescence data that
is still in use today. This paper illustrated how apparently
different multi-exponential decays can yield similar I(t) val-
ues. Consider the following two double exponential decays:

(4.12)

(4.13)

The pre-exponential factor sum of 10,000 corresponds
to 10,000 photons in the highest intensity channel, which is
typical of data for time-correlated single-photon counting
(TCSPC). From examination of these equations one would
think that the intensity decays would be distinct. However,
a plot of the intensity decays on a linear scale shows that
they are indistinguishable at all times (Figure 4.6). On a
logarithmic scale one notices some minor differences at
30–50 ns. However, at 50 ns there are only about 3 photons
per channel with a 1-ns width. The difference between the
two decays at long times is just 1–2 photons. If one adds the
Poisson noise, which is unavoidable in photon-counting
data, the differences between the curves is seven-fold less
than the uncertainties due to the Poisson noise.4 This illus-
trates that it is difficult to distinguish between some multi-
exponential functions, and that it is difficult to recover the
actual values of αi and τi for a multi-exponential decay. A
similar result can be obtained from simulations of the fre-
quency-domain data. The simulated frequency responses
are visually indistinguishable for these two decay laws.

Why is it difficult to resolve multi-exponential decays?
In I1(t) and I2(t) the lifetimes and amplitudes are different
for each decay law. In fact, this is the problem. For a multi-
exponential decay one can vary the lifetime to compensate
for the amplitude, or vice versa, and obtain similar intensi-
ty decays with different values of αi and τi. In mathematical
terms the values of αi and τi are said to be correlated. The
problem of correlated parameters is well known within the
framework of general least-squares fitting.5–7 The unfortu-
nate result is that the ability to determine the precise values
of αi and τi is greatly hindered by parameter correlation.
There is no way to avoid this problem, except by careful
experimentation and conservative interpretation of data.

4.3. TIME-CORRELATED SINGLE-PHOTON
COUNTING

At present most of the time-domain measurements are per-
formed using time-correlated single-photon counting, but
other methods can be used when rapid measurements are
needed. Many publications on TCSPC have appeared.4,8–13

One book is completely devoted to TCSPC and provides
numerous valuable details.8 Rather than present a history of
the method, we will start by describing current state-of-the-
art instrumentation. These instruments use high repetition
rate mode-locked picosecond (ps) or femtosecond (fs) laser
light sources, and high-speed microchannel plate (MCP)

I2 (t ) � 2500 exp(�t /4.5 ) � 7500 exp(�t /6.7 )

I1 (t ) � 7500 exp(�t /5.5 ) � 2500 exp(� t /8.0 )
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Figure 4.6. Comparison of two intensity decays: on a linear (left) and
logarithmic scale (right). The error bars represent Poisson noise on the
photon counts. The decay functions were described in [3].



photomultiplier tubes (PMTs). For many applications, these
expensive systems are being rapidly replaced by systems
using pulsed-laser diodes (LDs), light-emitting diodes
(LEDs), and small, fast PMTs.

4.3.1. Principles of TCSPC

The principle of TCSPC is somewhat unique (Figure 4.7).
The sample is excited with a pulse of light, resulting in the
waveform shown at the top of the figure. This is the wave-

form that would be observed when many fluorophores are
excited and numerous photons are observed. However, for
TCSPC the conditions are adjusted so that less than one
photon is detected per laser pulse. In fact, the detection rate
is typically 1 photon per 100 excitation pulses. The time is
measured between the excitation pulse and the observed
photon and stored in a histogram. The x-axis is the time dif-
ference and the y-axis the number of photons detected for
this time difference. When much less than 1 photon is
detected per excitation pulse, the histogram represents the
waveform of the decay. If the count rate is higher the his-
togram is biased to shorter times. This is because with
TCSPC only the first photon can be observed. At present
the electronics are not fast enough to measure multiple pho-
tons per pulse when the lifetimes are in the nanosecond
range. Multiple photons per pulse can be measured for
decay times near a microsecond or longer. Specialized elec-
tronics are used for measuring the time delay between the
excitation and emission (Figure 4.8). The experiment starts
with the excitation pulse that excites the samples and sends
a signal to the electronics. This signal is passed through a
constant function discriminator (CFD), which accurately
measures the arrival time of the pulse. This signal is passed
to a time-to-amplitude converter (TAC), which generates a
voltage ramp that is a voltage that increases linearly with
time on the nanosecond timescale. A second channel
detects the pulse from the single detected photon. The
arrival time of the signal is accurately determined using a
CFD, which sends a signal to stop the voltage ramp. The
TAC now contains a voltage proportional to the time delay
(∆t) between the excitation and emission signals. As need-
ed the voltage is amplified by a programmable gain ampli-
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Figure 4.7. Principle of TCSPC. The pulses in the middle panel rep-
resent the output from a constant fraction discriminator (see Figure
4.22). Revised from [11].

Figure 4.8. Electronic schematic for TCSPC. Revised from [14].



fier (PGA) and converted to a numerical value by the ana-
log-to-digital converter (ADC). To minimize false readings
the signal is restricted to given range of voltages. If the sig-
nal is not within this range the event is suppressed by a win-
dow discriminator (WD). The voltage is converted to a dig-
ital value that is stored as a single event with the measured
time delay. A histogram of the decay is measured by repeat-
ing this process numerous times with a pulsed-light source.

The principle of TCSPC can be understood from the
preceding description. However, at present almost all
TCSPC measurements are performed in the "reverse
mode." The process is the same as described above except
that the emission pulse is used to start the TAC and the exci-
tation pulse is used to stop the TAC. This procedure is used
because of the high repetition rate of modern pulsed-light
sources. The TAC has to be reset and set to zero before each
start pulse, which takes a finite amount of time. The TAC
can be constantly in reset mode if the start signals arrive too
rapidly. The emission signals occur about 1 per 100 excita-
tion pulses, and thus much less frequently than the excita-
tion pulses. These emission pulses are used to start the TAC,
and the next laser pulse is used to stop the TAC.

There are many subtleties in TCSPC that are not obvi-
ous at first examination. Why is the photon counting rate
limited to 1 photon per 100 laser pulses? Present electron-
ics for TCSPC only allow detection of the first arriving pho-
ton. The dead times range from 10 microseconds in older
systems to about 120 ns with modern TCSPC electronics.
These times are much longer than the fluorescence
decay. The dead time in the electronics prevents
detection of another photon resulting from the same exci-
tation pulse. Recall that emission is a random event. Fol-
lowing the excitation pulse, more photons are emitted at
early times than at late times. If all these photons could be
measured, then the histogram of arrival times would repre-
sent the intensity decay. However, if many arrive, and only
the first is counted, then the intensity decay is distorted
to shorter times. This effect is described in more detail in
Section 4.5.6.

Another important feature of TCSPC is the use of the
rising edge of the photoelectron pulse for timing. This
allows phototubes with ns pulse widths to provide sub-
nanosecond resolution. This is possible because the rising
edge of the single-photon pulses is usually steeper than one
would expect from the time response of the PMT. Also, the
use of a constant fraction discriminator provides improved
time resolution by removing the variability due to the
amplitude of each pulse.

4.3.2. Example of TCSPC Data

Prior to examining these electronic components in more
detail it is valuable to examine the actual data. Intensity
decay for the scintillator 2,5-diphenyl-1,3,4-oxadiazole
(PPD) is shown in Figure 4.9. These data were obtained
with a cavity-dumped R6G dye laser that was cavity-
dumped at 1 MHz and frequency-doubled to 300 nm. The
detector was an MCP PMT. There are typically three curves
associated with an intensity decay. These are the measured
data N(tk), the instrument response function L(tk), and the
calculated decay Nc(tk). These functions are in terms of dis-
crete times (tk) because the counted photons are collected
into channels each with a known time (tk) and width (∆t).
The instrument response function (IRF) is the response of
the instrument to a zero lifetime sample. This curve is typ-
ically collected using a dilute scattering solution such as
colloidal silica (Ludox) and no emission filter. This decay
represents the shortest time profile that can be measured by
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Figure 4.9. TCSPC data for 2,5-diphenyl-1,3,4-oxadiazole (PPD) in
ethanol. The light source was an R6G dye laser, cavity dumped at 1
MHz. The detector was an R2809 MCP PMT (Hamamatsu). The left
side of the residuals (lower panel) show some minor systematic error.
From [15].



the instrument. The width of the IRF is due to both the char-
acteristics of the detector and the timing electronics. The
IRF in Figure 4.9 is quite narrow, about 60 ps wide, meas-
ured as the full width of the half maximum intensity
(FWHM). The use of a logarithmic intensity scale exagger-
ates the low-intensity regions of the profile. There is an
afterpulse about 2 ns after the main peak. Afterpulses are
observed with many PMTs. The instrument response func-
tion shown in Figure 4.9 is rather good, and some PMTs
give far less ideal profiles. For instance, the profile in Fig-
ure 4.3 was measured with an end-on linear-focused PMT,
for which the afterpulses and long time tail are more signif-
icant. However, even in this case (Figure 4.3) the number of
photons in the peak of the afterpulse is only about 0.05% of
the counts in the peak channel.

The measured intensity decay N(tk) is shown as a his-
togram of dots. The height of the dots on the y-axis repre-
sents the number of photons that were detected within the
timing interval tk to tk + ∆t, where ∆t is the width of the tim-
ing channel. In this case the peak channel, with the largest
number of counts, has recorded approximately 3000 pho-
tons. On the log scale the decay is seen to be a straight line
suggesting a single decay time.

The last curve is the calculated data Nc(tk), which is
usually called the fitted function. This curve (solid) repre-
sents a convolution of the IRF with the impulse response
function, which is the intensity decay law. The fitted func-
tion is the time profile expected for a given intensity decay
when one considers the form of the IRF. The details of cal-
culating the convolution are described in the next section.
For a single exponential decay the lifetime is the value of τ
that provides the best match between the measured data
N(tk) and the calculated time-dependent intensities Nc(tk).
For a multi-exponential decay (eq. 4.2) the analysis yields
the values of αi and τi that are most consistent with the data.

4.3.3. Convolution Integral

It is important to understand why the measured intensity
decay is a convolution with the lamp function. The intensi-
ty decay law or impulse response function I(t) is what
would be observed with δ-function excitation and a δ-func-
tion for the instrument response. Equations 4.2, 4.12, and
4.13 are examples of impulse-response functions. Unfortu-
nately, it is not possible to directly measure the impulse
response function. Most instrument response functions are
0.5 to 2 ns wide. However, we can imagine the excitation
pulse to be a series of δ-functions with different amplitudes.

Each of these δ-functions excites an impulse response from
the sample, with an intensity proportional to the height of
the δ-function (Figure 4.10, top). The measured function
N(tk) is the sum of all these exponential decays, starting
with different amplitudes and different times.

Mathematically, the concept of convolution can be
expressed as follows.16 Each δ-function excitation is
assumed to excite an impulse response at time tk:

(4.14)

The amplitude of the impulse response function excited at
time tk is proportional to the excitation intensity L(tk) occur-
ring at the same time. The term (t – tk) appears because the
impulse response is started at t = tk, and it is understood that

Ik(t) � L(tk )  I(t � tk ) ∆t(t � tk )
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Figure 4.10. Convolution of an impulse response function I(t) with
three excitation pulses (top) or with a lamp profile L(tk) to yield the
measured data N(tk).



there is no emission from I(tk) before excitation (t < tk). The
measured decay N(tk) is the sum of the impulse responses
created by all the individual δ-function excitation pulses
occurring until tk:

(4.15)

For small values of ∆t this equation can be expressed as an
integral:

(4.16)

This expression says that the experimentally measured
intensity at time t is given by the sum of the intensities
expected for all the δ-function excitation pulses that occur
until time t. It is important to notice that new intensity
decays are created in the sample as long as there is nonze-
ro intensity in L(tk). This is why the intensity decay takes on
the shape of the IRF. For convenience the dummy variable
of integration is changed using t' = t – µ, so that the convo-
lution integral is expressed as

(4.17)

The task is to determine the impulse response function
I(µ) that best matches the experimental data. Since the data
are digital (counts per channel), eq. 4.15 is perhaps the
more convenient form. It is important to notice that time =
0 is not defined in a TCSPC experiment. There is no zero
time because there is no single δ-function initiating the
decay. For convenience the excitation pulse is positioned
close to zero on the time axis so that one can consider the
values of N(tk) relative to the decay time of the sample. The
impulse response function recovered from the analysis does
have a defined t = 0.

4.4. LIGHT SOURCES FOR TCSPC

4.4.1. Laser Diodes and Light-Emitting Diodes

The instrumentation for TCSPC is moderately complex,
and effective use of this method requires understanding of
the various components. Measurement of intensity decays
requires a pulsed-light source. Prior to 2000 the dominant
light sources for TCSPC were picosecond dye lasers or

flashlamps. At present the ps dye lasers are being replaced
by Ti:sapphire lasers that are still expensive but can be sim-
pler to operate. Perhaps the most important development for
TCSPC since 2000 is the introduction of pulsed-laser
diodes (LDs) and pulsed light-emitting diodes (LEDs) as
simple solid-state sources. These devices consume little
power, are easy to operate, and require almost no mainte-
nance. LDs and LEDs make TCSPC measurements more
readily available to a wide range of researchers. LDs and
LEDs will soon become the dominant light sources for
TCSPC of extrinsic fluorophores absorbing above 350 nm.
While this chapter was being written, the first report
appeared on excitation of intrinsic protein fluorescence
using a pulsed LED.17 It appears likely that the pulsed 280
nm LEDs will soon be generally available and the larger
lasers will be less needed for most biochemical applications
of fluorescence.

The simplicity of a pulsed LD is shown in Figure 4.11.
The output at 405 nm can be used to excite a variety of flu-
orophores. The pulse width near 70 ps is more than ade-
quate for measuring ns decay times. The repetition rate up
to 40 MHz allows rapid data acquisition. If 1% of the puls-
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Figure 4.11. Pulsed picosecond laser diode emitting at 370 nm. The
FWHM is less than 70 ps with a maximum repetition rate of 40 MHz.
From [18].



es result in a detectable photon, then up to 400,000 photons
per second can be measured. Single exponential decays can
be determined with less than 4000 photons, so data acquisi-
tion times can be as short as a microsecond. The output is

driven directly by the electrical input, so that the repetition
rate can be easily varied. This is in contrast to argon,
Nd:YAG, or Ti:sapphire lasers, where the repetition rate is
determined by the length of the cavity.

An even simpler pulsed-light source is shown in Figure
4.12, in this case a light-emitting diode at 370 nm.19 In this
case the pulse width is about 1.4 ns with an upper repetition
rate of 1 MHz. Pulsed LEDs are available with repetition
rates up to 40 MHz. A wide range of wavelengths is avail-
able for both LEDs and LDs (Figure 4.13).17–23 Laser diodes
have a single-wavelength output and LEDs typically have a
wider spectral output. In the near future we can expect
LEDs and LDs emitting near 340 and 285 nm.

In addition to simple pulsed-light sources there have
also been advances in the electronics for TCSPC (Section
4.5). All the components can be placed on a single comput-
er board,20 and compact PMT modules are available for
photon counting21 (Section 4.6). As a result it is now possi-
ble to obtain compact and reliable instruments for TCSPC
(Figure 4.14). Such simple instruments can provide excel-
lent data with short data acquisition times. Figure 4.15 (top)
shows the intensity decay of Coumarin 152 obtained with a
pulsed LD. The IRF had an FWHM of 50 ps. The absence
of systematic errors is seen from the value of χR

2 = 1.03 for
the single-decay-time fit. Another example is seen in Figure
4.16 (bottom), in this case for fluorescein with pulsed LED
excitation at 450 nm. The IRF is about 1 ns due to the wider
pulses obtained with LEDs as compared to LDs. These
results show that high-quality TCSPC data can now be
obtained for many fluorophores without the need for more
complex laser systems.

4.4.2. Femtosecond Titanium Sapphire Lasers

Titanium sapphire lasers are now in widespread use for
TCSPC. Ti:sapphire lasers are simpler to operate than
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Figure 4.12. Pulsed light-emitting diode at 405 nm. FWHM = 1.4 ns.
From [19].

Figure 4.13. Wavelengths available from pulsed LEDs and LDs.
Courtesy of Dr. Rainer Erdmann, PicoQuant GmbH. Figure 4.14. Schematic for TCSPC with a pulsed LED or LD.



mode-locked cavity-dumped dye lasers (Section 4.4.3) but
are considerably more complex than LD and LED light
sources. These lasers provide pulse widths near 100 fs with
high output power; they are widely used for multi-photon
excitation and for laser scanning microscopy.

The pump source for a Ti:sapphire laser is a continu-
ous, not mode-locked, argon ion laser (Figure 4.16). Mode-
locked lasers are sensitive and somewhat difficult to main-
tain. In addition to being simpler, the continuous output of
an argon ion laser is typically 10–15-fold larger than the
mode-locked output. Typically, 15 watts or more are avail-
able from an argon ion laser. Ti:sapphire lasers are pumped
with up to 7 watts at 514 nm. This allows a Ti:sapphire laser
to be pumped with a small frame argon ion laser. At present
Ti:sapphire lasers are routinely pumped with solid-state
diode-pumped lasers, which are similar to Nd:YAG lasers.

A favorable feature of the Ti:sapphire lasers are that
they are self-mode locking. If one taps a Ti:sapphire when
operating in continuous mode, it can switch to mode-locked
operation with 100-fs pulses. This phenomenon is due to a
Kerr lens effect within the Ti:sapphire crystal. The high-
intensity pulses create a transient refractive index gradient
in the Ti:sapphire crystal that acts like an acoustooptic
mode locker. In fact, the phenomenon is referred to as Kerr
lens mode locking. While the laser can operate in this free
running mode-locked state, an active mode locker can be
placed in the cavity to stabilize the mode-locked frequency
and provide synchronization for other parts of the appara-
tus. However, since it is not necessary to actively maintain
the mode-locked condition, the fs Ti:sapphire lasers are sta-
ble and reasonably simple to operate.

An advantage of the Ti:sapphire laser is that it is a
solid-state device. There are no flowing dyes to be replaced,
and the Ti:sapphire crystal seems to have an indefinitely
long operational life. Self-mode locking circumvents the
need for matching cavity lengths with the pump laser, as
must be done with a synchronously pumped dye laser. A
disadvantage of the Ti:sapphire laser is that the output is at
long wavelengths from 720 to 1000 nm. After frequency
doubling the wavelengths from 350 to 1000 nm are ideal for
exciting a wide range of extrinsic fluorophores. However,
after frequency doubling the wavelengths are too long for
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Figure 4.15. Top: Intensity decay of Coumarin 152 in ethanol. The
light source was a 400-nm laser diode with a 50-ps FWHM and a 20-
MHz repetition rate [23]. Bottom: Intensity decay of fluorescein in
water at pH 9. Excitation at 450 nm with a pulsed LED with a 20-MHz
repetition rate and a 1-ns FWHM [22].

Figure 4.16. Mode-locked femtosecond Ti:sapphire laser.



excitation of intrinsic protein fluorescence. This problem
can be solved by frequency tripling or third harmonic gen-
eration. This is somewhat more complex because one has to
double the fundamental output in one crystal and then over-
lap the second harmonic and fundamental beams in a sec-
ond crystal. The beams need to be overlapped in time and
space, which is difficult with fs pulses. A minor disadvan-
tage of the Ti:sapphire lasers for TCSPC is the use of a
pulse picker, instead of a cavity dumper, to decrease the
repetition rate. Since mode locking occurs with the laser
cavity, rather than being accomplished by synchronous
pumping of an external dye laser (Section 4.4.3), a cavity
dumper cannot be used with a Ti:sapphire laser. After
the 80-MHz pulses exit the laser, the desired pulses are
selected with an AO deflector, called a pulse picker. The
energy in the other pulses is discarded, and there is no
increase in peak power as occurs with cavity dumping. In
fact, there is a significant decrease in average power when
using a pulse picker. For example, a 100-mW output with
an FWMH repetition rate will be decreased to 10 mW if the
repetition rate is decreased to 8 MHz with a pulse picker.
However, since many fluorophores have lifetimes near a
nanosecond, and since TCSPC electronics now allow high
repetition rates, nearly the full 80-MHz output can be used
in many experiments.

Because of the fs pulse widths and high peak intensi-
ties, Ti:sapphire lasers are widely used for two- and multi-
photon excitation, particularly in laser scanning micros-
copy. With this laser one can use the intense fundamental
output to excite fluorophores by simultaneous absorption of
two or more photons. The use of multiphoton excitation is
particularly valuable in microscopy because localized exci-
tation occurs only at the focal point of the excitation beam.

4.4.3. Picosecond Dye Lasers

Before the introduction of pulsed LEDs and LDs the syn-
chronously pumped cavity-dumped dye lasers were the
dominant light source for TCSPC. Such lasers provide puls-
es about 5 ps wide, and the repetition rate is easily chosen
from kHz rates up to 80 MHz.

A dye laser is a passive device that requires an optical
pump source. The primary light source is usually a mode-
locked argon ion laser. Mode-locked neodymium:YAG
(Nd:YAG) lasers are also used as the primary source, but
they are generally less stable than a mode-locked argon ion
laser. Nd:YAG lasers have their fundamental output of 1064
nm. This fundamental output is frequency doubled to 532

nm or frequency tripled to 355 nm in order to pump the dye
lasers. The need for frequency doubling is one reason for
the lower stability of the Nd:YAG lasers, but heating effects
in the Nd:YAG laser rod also contribute to the instability.
The argon ion laser has a fundamental output at 514 nm,
which is used directly for pumping most laser dyes.

It is not practical to provide a complete description of
laser physics, and the reader is referred to the many books
on this topic,24–26 or to a description of laser principles writ-
ten for chemists.27 The argon ion mode-locked laser pro-
vides pulses at 514 nm, about 70 ps wide, with a repetition
rate near 80 MHz. The precise repetition rate is determined
by the round-trip time for light pulses within the laser cav-
ity (Figure 4.17). Without active mode locking the argon
ion laser would provide a continuous output. This output is
changed to an 80-MHz pulse train by a mode-locking crys-
tal within the laser cavity. This crystal is an acoustooptic
device that deflects light out of the cavity based on light dif-
fraction by sound waves in the crystal.28–29

In order to obtain mode locking there is a delicate bal-
ance between the length of the argon ion laser cavity, the
resonance frequency at the acoustooptic (AO) crystal, and
the driving frequency to the AO crystal. The resonance fre-
quency of the AO crystal and the driving frequency must be
matched in order to obtain stable operation. This can be dif-
ficult because the resonances of the AO crystal are temper-
ature dependent. For this reason the mode locking crystal is
usually thermostatted above room temperature. Once the
AO crystal is at a stable temperature and resonance, the cav-
ity length of the argon ion laser must be adjusted so that the
round-trip time for photons (near 12 ns for a typical large-
frame laser) coincides with the nulls in the AO crystal
deflection. Since there are two nulls per cycle, the AO crys-
tal operates near 40 MHz. The laser pulses at 80 MHz exit
one end of the laser through a partially transmitting mirror.
The presence of the AO modulator within the laser cavity
causes the loss of energy at times other than the round-trip
time for the photons and the nulls in the AO crystal. If the
cavity length matches the AO crystal frequency, then the
photons accumulate in a single bunch and bounce back and
forth together within laser cavity. This is the mode-locked
condition.

One may wonder why the argon lasers are usually
mode locked at 514 nm, and not at 488 nm which is the
most intense output. Several reasons have been given for
the absence of mode locking at 488 nm. It has been stated
that the 488-nm line has more gain, so that one obtains
modulated but not mode-locked output. Also, there appear
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to be two closely spaced lines at 488 nm, which cannot be
simultaneously mode locked. In any event, the 514-nm out-
put is convenient for pumping a rhodamine 6G dye laser
(R6G), which is perhaps the most stable dye and easiest-to-
adjust dye laser for day-to-day use.

Mode-locked argon ion lasers found use in TCSPC
starting in the late 1970s and early 1980s.30–35 However, this
light source was not particularly useful for biochemistry
unless one had a fluorophore that could be excited at 514
nm. This problem was solved by the introduction of
picosecond dye lasers for TCSPC.36–41 The mode-locked
argon (or Nd:YAG) laser is used as the pumping source for
a dye laser, typically R6G. The cavity length of the dye
laser is adjusted to be exactly the same as that of the argon
laser, so that the round-trip time for the photon bunch in the
dye laser is the same as in the argon laser. When the cavity
lengths are matched, the incoming 514-nm pulses reinforce
a single bunch of photons that oscillates at 80 MHz within
the dye laser cavity. When this occurs the dye laser is
said to be synchronously pumped. To conserve space and
to have a stable cavity length, the dye laser cavity is
often folded. However, this makes these dye lasers diffi-
cult to align because a number of mirrors have to be
perfectly aligned, not just two as with a linear cavity.

Because of the wide emission curve of R6G, this dye laser
has intrinsically narrow pulses, so that a typical pulse
width is near 5 ps. This pulse width is narrower than any
available detector response, so that for all practical purpos-
es the dye lasers provide δ-function excitation. When using
a ps dye laser source the width of the instrument response
function is due primarily to the detection electronics and
photomultiplier tube.

There are two difficulties with the output of the R6G
dye laser. Its wavelength is too long for excitation of most
fluorophores, and the repetition rate of 80 MHz is too high
for measurement of fluorophores with decay times over 3
ns. At 80 MHz the pulses occur every 12.5 ns, which is too
soon for many intensity decays. One typically measures the
intensity decay to about four times the mean decay time, so
that decay times longer than 3 ns are too long for an 80-
MHz pulse rate. This problem is solved using a cavity
dumper, which is an acoustooptic device placed within the
dye laser cavity. The cavity dumper is synchronized with
the argon ion laser and hence also the dye laser. At the
desired time when an optical pulse is about to enter the AO
crystal, a burst of radio frequency (RF) signal (typically
near 400 MHz) is put on the AO crystal. This causes the
laser beam to be deflected by a small angle, typically 1–3E.
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Figure 4.17. Picosecond light sources for TCSPC. The primary pump can be an argon ion or a Nd:YAG laser.



The deflected beam is captured by a prism, which deflects
the beam out of the laser cavity (Figure 4.17). This proce-
dure is called cavity dumping.

For cavity dumping, the AO crystal is pulsed at the
desired repetition rate. For instance, for a 1-MHz repetition
rate, the RF pulses are sent to the cavity dumping crystal at
1 MHz, which selects one pulse in 80 to be dumped from
the dye laser cavity. The RF pulse width is narrow enough
to extract a single optical pulse from the dye laser. The
arrival times of the acoustooptic and laser pulses have to be
matched. The timing of a cavity dumper is typically
obtained by dividing the frequency of the mode locker by
factors of two, to obtain progressively lower repetition
rates. A somewhat confusing terminology is the use of
"continuous wave" (CW) to describe the 80-MHz output of
a dye laser. This term refers to continuous operation of the
cavity dumper, resulting in a continuous train of pulses at
80 MHz.

A valuable aspect of cavity dumping is that it does not
typically decrease the average power from the dye laser, at
least within the 1–4-MHz range typical of TCSPC. To be
specific, if the 80-MHz output of the dye laser is 100 mW,
the output of 4 MHz will also be close to 100 mW. When
optical power is not being dumped from the dye laser, the
power builds up within the cavity. The individual cavity-
dumped pulses become more intense, which turns out to be
valuable for frequency doubling the output of the dye laser.

A final problem with the R6G dye laser output is its
long wavelength from 570 to 610 nm. While shorter wave-
length dyes are available, these will typically require a
shorter wavelength pump laser. Argon ion lasers have been
mode locked at shorter wavelengths, but this is generally
difficult. For instance, there are only a few reports of using
a mode-locked argon ion laser at 351 nm as an excitation
source for TCSPC.41 Even after this is accomplished, the
wavelength is too long for excitation of protein fluores-
cence. Fortunately, there is a relatively easy way to convert
the long-wavelength pulses to shorter wavelength pulses,
which is frequency doubling or second harmonic genera-
tion. The cavity-dumped dye laser pulses are quite intense.
When focused into an appropriate crystal one obtains pho-
tons of twice the energy, or half the wavelength. This
process is inefficient, so only a small fraction of the 600-nm
light is converted to 300 nm. Hence careful separation of
the long-wavelength fundamental and short-wavelength
second harmonic is needed. The important point is that fre-
quency doubling provides ps pulses, at any desired repeti-
tion rate, with output from 285 to 305 nm when using an

R6G dye laser. These wavelengths are ideal for excitation of
intrinsic protein fluorescence.

A convenient feature of dye lasers is the tunable wave-
length. The range of useful wavelengths is typically near the
emission maximum of the laser dye. Tuning curves of typi-
cal dyes are shown in Figure 4.18. Most of these dye lasers
are used after frequency doubling. We use R6G for excita-
tion of intrinsic protein fluorescence, and 4-(dicyanometh-
ylene)-2-methyl-6-(4-dimethylaminostyryl)-4H-pyran
(DCM) and Pyridine 2 (Py2) for excitation of extrinsic
probes. Excitation of tyrosine requires output of shorter
wavelengths than what is available from R6G. Rhodamine
560 and rhodamine 575 were found suitable for tyrosine
excitation using an argon ion or Nd:YAG laser pump
source, respectively.42

4.4.4. Flashlamps

Prior to the introduction of ps lasers, most TCSPC systems
used coaxial flashlamps. A wide range of wavelengths is
available, depending on the gas within the flashlamp. These
devices typically provide excitation pulses near 2 ns wide,
with much less power than that available from a laser
source. Flashlamp sources became available in the
1960s,43–45 but their use in TCSPC did not become wide-
spread until the mid-1970s.46–49 Because of the lower repe-
tition rate and intensity of the flashlamps, long data acqui-
sition times were necessary. This often resulted in difficul-
ties when fitting the data because the time profile of the
lamps changed during data acquisition.50–51 While these
problems still occur, the present lamps are more stable, pro-
vide higher repetition rates to 50 kHz, and can provide
pulse widths near 1 ns.52-55

Figure 4.19 shows a typical coaxial flashlamp. Earlier
flashlamps were free running, meaning that the spark
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Figure 4.18. Output power of commonly used laser dyes.



occurred whenever the voltage across the electrodes
reached the breakdown value. Almost all presently used
lamps are gated. The electrodes are charged to high voltage.

At the desired time the thyratron is gated on to rapidly dis-
charge the top electrode to ground potential. A spark dis-
charge occurs across the electrodes, which results in a
flash of light. These pulses are rather weak, and one fre-
quently has to block the room light to see the flash with the
naked eye.

Compared to ion or Ti:sapphire laser sources, flash-
lamps are simple and inexpensive. Hence, there have been
considerable efforts to obtain the shortest pulse widths and
highest repetition rates. Despite these efforts, the flashes are
much wider than that available with a laser source. One of
the shortest time profiles is shown in Figure 4.20 (left),
where the full width at half maximum is 730 ps FWHM.
More typical is the 1.2-ns FWHM for a flashlamp in which
the gas is an argon–hydrogen mixture. Also typical of flash-
lamps is the long tail that persists after the initial pulse. The
spectral output of the pulse lamps depends on the gas, and
the pulse width typically depends on both the type of gas
and the pressure. Hydrogen or deuterium (Figure 4.21) pro-
vides a wide range of wavelengths in the UV, but at low
intensity. Nitrogen provides higher intensity at its peak
wavelengths, but little output between these wavelengths. In
recognition of the growing interest in red and near-infrared
(NIR) fluorescence, flashlamps have been developed with
red and NIR outputs.53–54 Given the availability of pulsed
LDs and LEDs laser diodes in the red and NIR, there is less
motivation to develop red and NIR flashlamps.

The most significant drawback of using a flashlamp is
the low repetition rate. The fastest flashlamps have repeti-
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Figure 4.19. Coaxial nanosecond flashlamp. Revised and reprinted
with permission from [52]. Copyright © 1981, American Institute of
Physics.

Figure 4.20. Time-profiles of coaxial flashlamps. Revised and reprinted from [9] and [53]. Copyright © 1991, American Institute of Physics.



tion rates up to 100 kHz, with 20 kHz being more common.
Recall that one can only collect about one photon per 50 to
100 light pulses, so that the maximum photon count rate is
near 200 Hz. Hence, a decay curve with 500,000 counts can
take up to 40 minutes to accumulate. The data acquisition
time can be decreased using a higher repetition rate and a
ratio of stop-to-start pulses above 1%. However, even with
the high sensitivity of single-photon counting, the low opti-
cal output of the flashlamps can limit sensitivity. For these
reasons the higher optical power and faster repetition rates
of laser systems makes them the preferred light source for
TCSPC.

4.4.5. Synchrotron Radiation

Another light source for TCSPC is synchrotron radiation. If
electrons are circulated at relativistic speeds they radiate
energy over a wide range of wavelengths. These pulses have
clean Gaussian shapes and can be very intense. Instruments
for TCSPC have been installed at a number of synchrotron
sites.56–61 Unfortunately, it is rather inconvenient to use
these light sources. The experimental apparatus must be
located at the synchrotron site, and one has to use the beam

when it is available. An advantage of the synchrotron source
is that a wide range of wavelengths are available, and all
wavelengths appear with the same time distribution.

4.5. ELECTRONICS FOR TCSPC Advanced Material

Prior to 2000, most electronics for TCSPC were based on
separate components installed in NIM bins (where NIM
stands for Nuclear Instruments Module). At present all the
necessary electronic components can be contained on a sin-
gle or small number of computer boards. Electronics to
identify the single photoelectron pulses are often contained
within the PMT module. However, it is still valuable to
understand the operation of the individual components.

4.5.1. Constant Fraction Discriminators

The first component encountered by the single photoelec-
tron pulses are the constant fraction discriminators (Figure
4.22). The goal is to measure the arrival time of the photo-
electron pulse with the highest possible time resolution.
This goal is compromised because the pulses due to single
photoelectrons have a distribution of pulse lights. If one
measures the arrival of the pulses by the time when the sig-
nal exceeds a threshold, there is a spread, ∆t, in the meas-
ured times due to pulse height variations (top panel). While
this effect may seem minor, it can be the dominant factor in
an instrument response function. Leading-edge discrimina-
tors can be used for pulses that all have the same height,
which may be true for the trigger (start) channel if the laser
system is stable.

The contribution of the pulse height distribution can be
minimized by the use of constant fraction discrimina-
tors.62–64 The basic idea of a CFD is to split the signal into
two parts, one part of which is delayed by about half the
pulse width. The other part of the signal is inverted. When
these two parts are recombined, the zero crossing point is
mostly independent of the pulse height. The difference
between leading-edge and constant-fraction discrimination
is remarkable, the timing jitter being 1 ns and 50 ps, respec-
tively.9 It is important to note that the requirements of a
CFD are different for pulses from standard PMTs and MCP
PMTs. The shorter pulse width from an MCP PMT means
that the time delay in the CFD needs to be smaller in order
to properly mix the split signals.65–67
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Figure 4.21. Spectral output of flashlamps. The output of the deuteri-
um lamp is 100-fold less than of the nitrogen lamp. It is possible that
emission below 600 nm for argon is due to impurities. Revised from
[16] and [53].



4.5.2. Amplifiers

Amplifiers can be used after the start and stop detectors in
order to obtain adequate signal levels for timing. The pres-
ent trend is to avoid such amplifiers,65 which can result in
additional difficulties. In general, the most noise-free
amplification can be obtained within the detector (PMT or
photodiode). The cable connecting the detector and ampli-
fier can act as an antenna, resulting in amplification of the
RF noise. The use of amplifiers was necessary when MCP
PMTs first appeared because the pulses were too short for
the CFDs available at that time. Amplifiers were used to
broaden the pulses sent to the CFD.40 This is no longer nec-
essary with newer CFDs. If amplifiers must be used, they
should be positioned as close as possible to the detector.

4.5.3. Time-to-Amplitude Converter (TAC) and
Analyte-to-Digital Converter (ADC)

The role of the TAC in Figure 4.8 is to generate a voltage
proportional to the time between the excitation pulse and
the first arriving emitted photon, which are the start and
stop pulses, respectively. This is accomplished by charging
a capacitor during the time interval between the pulses.
Typically the capacitor is charged from 0 to 10 volts over a
nanosecond to microsecond time range. For instance, if the

chosen range is 50 ns, the capacitor is fully charged at 50
ns. If a stop pulse is received at 25 ns, the charging is
stopped at 5 volts. The voltages are calibrated to time delays
using delay lines or optical pulses with known time separa-
tion. If a stop pulse is not received, the TAC is reset to zero.
After the start and stop pulses are received the voltage is
connected to a digital value by the ADC. This method of
measuring time delays is indirect but provides higher time
resolution. At present, inert measurements of time delays
cannot be performed accurately enough for nanosecond
timescale delays.

In general, the TAC is a rate-limiting component in
TCSPC. A certain amount of time is needed to discharge the
capacitor and reset the TAC. Prior to about the year 2000,
the reset time for most TACs was about 2 ms. This was not
a problem with flashlamps where a 50-kHz rate results in
start pulses every 20 µs. However, with a high-repetition-
rate laser source at 1 MHz, the TAC will be overloaded due
to continuous start pulses. The TAC will be instructed to
reset before it has completed the previous reset.

The solution to this problem is relatively simple, which
is to operate the TAC in reverse mode.68–70 In this mode of
operation the first photon detected from the sample serves
as the start pulse, and the signal from the excitation pulse is
the stop signal. In this way the TAC is only activated if the
emitted photon is detected. The decay curves can appear
reversed on the screen of the multichannel analyzer (MCA),
but this is corrected by software. The reverse mode of TAC
operation is not needed with flashlamps because of their
lower repetition rates.

The reset time of a TAC is also called the dead time. A
TAC with a 2-:s dead time has a saturated count rate of 0.5
MHz. Photons arriving within the dead time cannot be
counted, so the counting efficiency drops. The photon count
rate for 50% counting efficiency is sometimes called the
maximum useful count rate, which for a 2-:s dead time is
250 kHz. Modern TCSPC electronics have dead times near
125 ns and a saturated count rate of 8 MHz. These electron-
ics can efficiently process and count photons at MHz rates.

An important characteristic of a TAC is its linearity. If
the voltage is not linear with time, then the data will contain
systematic errors, resulting in difficulties with data analy-
sis. One way to test the linearity of a TAC is by exposure of
the detector to a low level of room light, and still use the
pulsed-light source to trigger the TAC start signal. Since the
photons from the room lights are not correlated with the
start pulses, the stop pulses should be randomly distributed
across the time range, which is a horizontal line in the mul-
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Figure 4.22. Constant fraction discrimination in TCSPC. Top: Timing
error due to pulse height variations using leading edge discrimination.
Bottom: Operation of a constant fraction discriminator.



tichannel analyzer (MCA). There were some initial con-
cerns about the linearity of the TAC on the computer boards
as compared to the NIM bin systems. However, the problem
has been solved and there is no longer a need for NIM bin
electronics for TCSPC.

4.5.4. Multichannel Analyzer

In the older systems for TCSPC with separate components
there was a multichannel analyzer (MCA). When a separate
MCA is present its function is to measure the voltages from
the TAC and sort the values according to counts at each par-
ticular voltage (time). The MCA first performs an analog-
to-digital conversion (ADC), which typically takes about
1–10 :s, during which time the MCA is unable to read
another voltage from the TAC. The histogram of the num-
ber of counts at each voltage (time) is displayed on a screen.
This histogram represents the measured intensity decay.
MCAs typically have 2048 to 8192 channels, which can be
subdivided into smaller segments. This allows several
experiments to be stored in the MCA prior to data transfer
and analysis. This ability to store several histograms is par-
ticularly important for measurement of anisotropy decays.
In this case one needs to measure the two polarized intensi-
ty decays, as well as one or two lamp profiles. In the mod-
ern systems the MCA is replaced by the ADC with direct
transfer of the data into computer memory.

4.5.5. Delay Lines

Delay lines, or a way to introduce time delays, are incorpo-
rated into all TCSPC instruments. The need for delay lines
is easily understood by recognizing that there are signifi-
cant time delays in all components of the instrument. A
photoelectron pulse may take 20 ns to exit a PMT. Electri-
cal signals in a cable travel a foot in about 1 ns. It would be
difficult to match all these delays within a couple of
nanoseconds in the start and stop detector channels without
a way to adjust the delays. The need for matching delays
through the components is avoided by the use of calibrated
delay lines. Such delays are part of the NIM bin electronics.
However, lengths of coaxial cable are prone to picking up
RF interference.

Calibrated delay lines are also useful for calibration of
the time axis of the MCA. This is accomplished by provid-
ing the same input signal to the start and stop channels of
the TAC. The preferred approach is to split an electrical sig-
nal, typically from the start detector, and direct this signal

to both inputs of the TAC. Since the pulses arrive with a
constant time difference, one observes a single peak in the
MCA. One then switches the time delay in the start or stop
channel by a known amount, and finds the peak shift on the
MCA display. By repeating this process for several delay
times, the TAC and MCA can be calibrated.

4.5.6. Pulse Pile-Up

In TCSPC only one photon from the sample is counted for
every 50 to 100 excitation pulses. What errors occur if the
average number of detected photons is larger? If more than
one photon arrives, how does this affect the measured inten-
sity decay? These questions cannot be answered directly
because the electronics limit the experiment to detecting the
first arriving photon. Simulations are shown in Figure 4.23
for a single exponential decay with larger numbers of arriv-
ing photons. The numbers in the figure refer to the number
of observed photons per excitation pulse, not the percent-
age. The apparent decay time becomes shorter and the
decay becomes non-exponential as the number of arriving
photons increases. The apparent decay is more rapid
because the TAC is stopped by the first arriving photon.
Since emission is a random event, the first photon arrives at
earlier times for a larger number of arriving photons. Meth-
ods to correct for pulse pileup have been proposed,71–72 but
most laboratories avoid pulse pileup by using a low count-
ing rate, typically near 1%. However, this is probably being
overcautious,9 as the measured lifetimes decrease by less
than 1% with count rates up to 10%. The intensity decay is
only changed by a modest amount for a 30% count rate
(Figure 4.23). At present the concerns about pulse pileups
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Figure 4.23. Effect of the pulse count rate on a single exponential
decay. The numbers are the number of arriving photons per excitation
pulse. For a rate of 0.01 or 1% the curve overlaps the actual decay (0).
From [4].



are decreasing because the higher-repetition-rate lasers pro-
vide high data rates even with a 1% count rate. Additional-
ly, multichannel systems with multiplexing have become
available for TCSPC (Section 4.7).

4.6. DETECTORS FOR TCSPC

4.6.1. Microchannel Plate PMTs

Perhaps the most critical component for timing is the detec-
tor. The timing characteristics of various PMTs have been
reviewed for their use in TCSPC.22,27,73–74 At present the
detector of choice for TCSPC is the microchannel plate
PMT. An MCP PMT provides a tenfold shorter pulse width
than any other PMT, and displays lower intensity afterpuls-
es. Also, the effects of wavelength and spatial location of
the light seem to be much smaller with MCP PMTs than
with linear-focused or side-window tubes. While good time
resolution can be obtained with linear-focused and side-
window PMTs, the high-speed performance and absence of
timing artifacts with an MCP PMT make them the preferred
detector for TCSPC.

Development of MCP PMTs began in the late
1970s,75–78 with the first useful devices appearing in the
early to mid-1980s,79 and their use for TCSPC beginning at
the same time.80–88 The design of an MCP PMT is com-
pletely different from that of a dynode chain PMT (Figure
4.24). The factor that limits the time response of a PMT is

its transit time spread (TTS), which is the distribution of
transit times through the detector. The overall transit time of
the electrons through a PMT is not important, as this is just
a time delay corrected for in the measurements. However,
the distribution of transit times or TTS is important because
this spread limits the time resolution of a PMT. One cannot
do timing measurements more accurately than the uncer-
tainty in the time it takes a signal to pass through the detec-
tor. In a linear-focused PMT the TTS is minimized by
designing the dynodes so all the electrons tend to travel
along the same path. The TTS of most phototubes is near 2
ns, and it can be less than 1 ns with carefully designed
PMTs (Table 4.1).

The design of an MCP is completely different because
it does not have dynodes. Instead, the photoelectrons are
amplified along narrow channels lined with the dynode
material (Figure 4.24). Because these channels are very nar-
row, typically 4 to 12 microns in diameter, the electrons all
travel the same path and hence have the same transit time.
Smaller channels result in less transit time spread. There are
a few additional features in the MCP PMT design that pro-
vide improved time response. The channels are angled rel-
ative to each other, which prevents feedback between the
channels and broadening of the time response.77–78 Also, the
first MCP surface is typically covered with aluminum,
which prevents secondary electrons emitted from the top of
the MCP from entering adjacent channels.

MCP PMTs provide very low TTS. Figure 4.25 shows
the response of an R3809U to femtosecond pulses from a
Ti:sapphire laser. The R3809U is now widely used for
TCSPC. The FWHM is only 28 ps and the afterpulse a fac-
tor of 100 smaller then the primary response. MCP PMTs
do have some disadvantages. The photocurrent available
from an MCP PMT is typically 100 nA (R2908), as com-
pared to 0.1 mA (R928) for a dynode PMT. This means that
the MCP PMT responds linearly to light intensity over a
smaller range of incident intensities than does a dynode
PMT. The current carrying capacity of an MCP PMT is less
because the electrical conductance of the MCPs is low. It is
known that the pulse widths from an MCP PMT can depend
on the count rate,88–89 presumably because of voltage
changes resulting from the photocurrent. Another disadvan-
tage of the MCP PMTs is their presumed limited useful life-
time which depends on the photocurrent drawn from the
tube. In our hands this has not been a problem, and it is dif-
ficult to know if an MCP PMT has lost gain due to the total
current drawn or due to the inevitable overexposure to light
that occurs during the lifetime of a PMT. MCP PMT are
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Figure 4.24. Photograph and schematic of an MCP PMT. The diame-
ter of the housing is about 45 mm. Revised from [90–91].



considerably more expensive than dynode PMTs. In gener-
al the expense of an MCP PMT is justified only if used with
a ps light source.

4.6.2. Dynode Chain PMTs

Dynode PMTs cost less than MCP PMTs and are adequate
for many TCSPC experiments, especially if the excitation
source is a flashlamp. Two types of dynode PMTs are used
for TCSPC: side-window and linear-focused PMTs. Their
performance is comparable, but there are minor differences.
The side-window tubes are less expensive but can still pro-
vide good time resolution. Pulse widths from 112 to 700 ps
have been obtained using side-window tubes,36,92–95 but
pulse widths of 1–2 ns are more common. A disadvantage
of a side-window PMT is that the time response can depend
on the region of the photocathode that is illuminated. Lin-
ear-focused PMTs are somewhat more expensive but pro-
vide slightly shorter transit time spreads (Table 4.1) and are
less sensitive to which region of the photocathode is illumi-
nated. Linear-focused PMTs are probably still the most
widely used detectors in TCSPC, but there is a continual
shift towards the MCP PMTs and compact PMTs.

4.6.3. Compact PMTs

The expense of TCSPC has been decreased significantly by
the introduction of compact PMTs (Figure 4.26). These
PMTs are built into standard TO-8 packages.96–97 Typically
these PMTs come in modules that include the dynode
chain, a high-voltage power supply, and sometimes the cir-
cuits to transform the pulses into TTL level signals. The
TTS of these compact PMTs can be short: just 300 ps (Fig-
ure 4.25). The compact PMTs appear to be rugged and
long-lived and do not have the current limitations of an
MCP PMT. These compact PMTs are becoming the detec-
tor of choice for most TCSPC instruments.

4.6.4. Photodiodes as Detectors

Photodiodes (PDs) are inexpensive and can respond faster
than an MCP PMT. Why are phototubes still the detector of
choice? Photodiodes are not usually used for photon count-
ing because of the lack of gain. However, avalanche photo-
diodes (APDs) have adequate gain and can be as fast as
MCP PMTs. The main problem is the small active area. In
a PMT or MCP PMT, the area of the photocathode is typi-
cally 1 cm x 1 cm, and frequently larger. Photons arriving
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Table 4.1. Transient Time Spreads of Conventional and MCP PMTsa

Configuration
Photomultiplier                                                     (upper freqeuncy)                                       TTS (ns)                     Dynode

Hamamatsu R928 Side-on (300 MHz)b 0.9 9 stage
R1450 Side-on 0.76 10 stage
R1394 Head-on 0.65 10 stage
R7400 Compact PMT, 300 ps –

TO-8 (900 MHz)
H5023 Head-on (1 GHz) 0.16 10 stage

RCA C31000M Head-on 0.49 12 stage
8852 Head-on 0.70 12 stage

Philips XP2020Q Head-on 0.30 12 stage

Hamamatsu R1294U Nonproximity MCP-PMT 0.14 2 MCP
R1564U Proximity focused 0.06 2 MCP

MCP-PMT, 6 micron
(1.6–2 GHz)

R2809U Proximity MCP-PMT, 0.03d 2 MCP
6 micron

R3809U Proximity MCP-PMT 0.025d 2 MCP
Compact size, 6 micron

R2566 Proximity MCP-PMT with – 2 MCP
a grid, 6 micron (5 GHz)c

aRevised from [81].
bNumbers in parentheses are the approximate frequencies where the response is 10% of the low-frequency response. The H5023
has already been used to 1 GHz.
cFrom [86].
dFrom [87].



anywhere on the photocathode are detected. In contrast, the
active area of an avalanche photodiode is usually less than
1 mm2, and less than 10 :m x 10 :m for a high-speed APD.
It is therefore difficult to focus the fluorescence onto the
APD, so the sensitivity is too low for most measurements.
Another disadvantage is the relatively long tail following
each pulse, the extent of which depends on wavelength. The
presence of a wavelength-dependent tail can create prob-
lems in data analysis since the instrument response function
will depend on wavelength. Methods have been developed
to actively quench the tail. Values of the full width at half

maxima have been reported from 20 to 400 ps, and APDs
have been successfully used in TCSPC.98–105

APDs are now routinely used for TCSPC, especially in
applications where the emission can be tightly focused,
such as single-molecule detection (SMD) and fluorescence-
correlation spectroscopy (FCS). TCSPC measurements can
be performed at the same time as SMD and FCS experi-
ments. APDs have high quantum efficiencies at real wave-
lengths, and are the detector of choice for these applica-
tions.

4.6.5. Color Effects in Detectors

When performing lifetime measurements, one generally
compares the response of a fluorescent sample with that of
a zero decay time scattering sample. Because of the Stokes
shift of the sample, the wavelengths are different when
measuring the sample and the impulse response function.
The timing characteristics of a PMT can depend on wave-
length. Color effects were significant with the older-style
tubes, such as the linear-focused 56 DVVP and the side-
window tubes.106–111 The time response of PMTs can also
depend on which region of the photocathode is illuminated.
Color effects are almost nonexistent in MCP PMTs80 and do
not appear to be a problem with the compact PMTs.

Methods are available to correct for such color effects.
There are two general approaches, one of which is to use a
standard with a very short lifetime.112–113 The standard
should emit at the wavelength used to measure the sample.
Because of the short decay time one assumes that the meas-
ured response is the instrument response function. Because
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Figure 4.25. Transit time spread for an MCP PMT (R3809U) and a
miniature PMT (R7400 series in a H7422 module). Revised from [90].

Figure 4.26. Compact PMTs and modules containing the PMTs. The
diameter of the PMT is 16 mm. The width of the PMT modules is 25
nm. Courtesy of William Cieslik, Hamamatsu Photonics Systems.



the wavelengths are matched, one assumes that the color
effects are eliminated.

The more common method is to use a standard fluo-
rophore that is known to display a single exponential
decay.114–124 One measures the intensity decay of the sam-
ple and the reference fluorophore at the same wavelength.
The intensity decays of the reference fluorophore with the
known decay time τR and of the sample are analyzed simul-
taneously. In order to correct for the reference lifetime a dif-
ferent functional form is used for I(t):

(4.18)

where δ(t) is the Dirac delta-function. In this expression the
values of αi and τi have their usual meaning (eq. 4.8). This
method is best performed when the decay time of the stan-
dard is precisely known. However, some groups vary the
assumed decay time of the standard to obtain the best fit.

Figure 4.27 shows how the TCSPC data can be
improved using a lifetime standard.118 N-acetyl-L-trypto-
phanamide (NATA) is known to display a single exponen-
tial decay in water. Its intensity decay was measured with
295 nm excitation from a cavity-dumped frequency-dou-
bled R6G dye laser.39 The emission was detected with a
Philips PM 2254 PMT, which is a linear-focused dynode
PMT. When NATA was measured relative to scattered light
the fit was fair. However, there were some non-random
deviations, which are most easily seen in the autocorrela-

tion trace (Figure 4.27, top left). Also, the goodness-of-fit
parameter χR

2 = 1.2 is somewhat elevated. The fit was
improved when measured relative to a standard, p-terphenyl
in ethanol, τR = 1.06 ns at 20EC. One can see the contribu-
tion of the reference lifetime to the instrument response
function as an increased intensity from 5 to 15 ns in the
instrument response function (right). The use of the p-ter-
phenyl reference resulted in more random deviations and a
flatter autocorrelation plot (top right). Also, the value χR

2

was decreased to 1.1. Comparison of the two sides of Fig-
ure 4.27 illustrates the difficulties in judging the quality of
the data from any single experiment. It would be difficult to
know if the minor deviations seen on the left were due to
NATA or to the instrument. Some of the earlier reports
overestimated the extent of color effects due to low voltage
between the photocathode and first dynode. At present,
most PMTs for TCSPC use the highest practical voltage
between the photocathode and first dynode to minimize
these effects. Also, most programs for analysis of TCSPC
allow for a time shift of the lamp function relative to the
measured decay. This time shift serves to correct for any
residual color effects in the PMT. While one needs to be
aware of the possibility of color effects, the problem
appears to be minor with MCP PMTs and compact PMTs.

Prior to performing any TCSPC measurements it is
desirable to test the performance of the instrument. This is
best accomplished using molecules known to display single
exponential decays.113 Assuming the sample is pure and
decays are a single exponential, deviations from the expect-
ed decay can reveal the presence of systematic errors in the

I(t) � ∑
n

i� 1
 αi [ δ(t ) � ( 1

τR
�

1

τi
) exp(�t / τi ) ]
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Figure 4.27. Intensity decay of N-acetyl-L-tryptophanamide as measured versus scattered light (left) and using a p-terphenyl lifetime reference (right).
Revised from [118].



measurements. A number of known single exponential life-
times are summarized in Appendix II.

As described in Chapter 2, it is also important to test
for background fluorescence from blank solutions. Autoflu-
orescence from the sample can result in errors in the inten-
sity decay, which results in confusion and/or erroneous con-
clusions. There is a tendency to collect the time-resolved
data prior to measuring the steady-state spectra of the sam-
ple and controls. This is particularly dangerous for time-
resolved measurements because the data are often collected
through filters, without examining the emission spectra.
Measurements may be performed on an impure sample,
resulting in a corrupted data set. Since the emission spectra
were not recorded the impurity may go undetected. Subse-
quent analysis of the data is then unsatisfactory, and the
source of the problem is not known. In our experience,
more time is wasted by not having the spectra than the time
needed to record blank spectra prior to time-resolved data
collection.

Background correction in TCSPC is straightforward.
Data are collected from the blank sample at the same time
and conditions as used for the sample. As a result, the back-
ground can then be subtracted from the sample data. The
source intensity, repetition rate, and other conditions
must be the same. Inner filter effects in the samples can
attenuate the background signal. If the control samples have
a lower optical density, the measured background can be
an overestimation of the actual background. If the number
of background counts is small, there is no need to consider
the additional Poisson noise in the difference data file.
However, if the background level is large, it is necessary to
consider the increased Poisson noise level in the difference
data file.

4.6.6. Timing Effects of Monochromators

As the time resolution of the instrumentation increases one
needs to consider the effects of the various optical compo-
nents. Monochromators can introduce wavelength-depend-
ent time delays and/or broaden the light pulses.125–126 This
effect is shown in Figure 4.28, which shows the path length
difference for an optical grating with N facets. Monochro-
mators are usually designed to illuminate the entire grating.
The maximum time delay is given by127

(4.19)

where N is the number of facets, m is the diffraction order
(typically 1), λ is the wavelength, and c is the speed of light.
A typical grating may have 1200 lines/mm and be 60 mm
across. The maximum time delay at 350 nm is thus 84 ps.
While ps and fs laser pulses are not usually passed through
a monochromator, this can be expected to broaden the
pulse. Alternatively, the apparent intensity decay of a short-
lived fluorophore may be broadened by the use of a mono-
chromator to isolate the emission. These effects can be
avoided by the use of subtractive dispersion monochroma-
tors.128–129

4.7. MULTI-DETECTOR AND MULTI-
DIMENSIONAL TCSPC

In all the preceding examples TCSPC was performed using
a single detector. However, there are many instances where
it would be useful to collect data simultaneously with more
than one detector. This method is called multidimensional
or multichannel TCSPC. These measurements can be
accomplished in several ways. One approach is to use a
number of completely separate electronics for each chan-
nel,130 which unfortunately results in high complexity and
costs. Another approach is to use a single TAC and MCA
and to multiply the input from several detectors.131–135

Recall that TCSPC is limited to detection of about 1 photon
per 100 excitation pulses. By using several detectors the
overall rate of photon counting can be increased several
fold. The maximum counting rate does not increase in
direct proportion to the number of detectors because of
interference between simultaneously arriving signals, but

td �
Nmλ
c
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Figure 4.28. Path length difference across a monochromator grating.
N is the total number of facets in the grating and ∆x in the path length
difference between adjacent reflections. From [126].



this is a minor problem compared to the advantages of mul-
tidimensional measurements.

Advances in electronics for TCSPC have made multi-
dimensional measurements rather simple, reliable, and rel-
atively inexpensive. Multiple intensity decays can be col-
lected simultaneously at different emission wavelengths or
at different locations in a sample. There are numerous
potential applications for such measurements in analytical
chemistry and cellular imaging. In the future we can expect
many if not most TCSPC experiments to be performed with
multiple detectors.

Multidimensional capabilities are now easily accessi-
ble and are standard in some of the TCSPC electronics. A
typical circuit is shown in Figure 4.29. The pulses from 4 to
16 separate detectors are sent to a rotating module that
keeps track of their origins and sends them to the TAC and
ADC. A single TAC and ADC are used because these are
the most expensive, complex, and power-consuming parts
of the electronics. After conversion the data are sent to sep-
arate blocks of memory as directed by the routing module.
If two photons are detected in different channels at the same
time, the routing module discards their pulses.

The power and simplicity of multidimensional TCSPC
is shown in Figure 4.30 for a mixture of fluorescein and
rhodamine 6G. The light source was a ps diode laser. The
emission wavelengths were separated and focused onto a
multi-anode PMT (Figure 4.31). Such PMTs have a single
photocathode and dynodes that maintain the position of the
electrons so they arrive at the appropriate anode. The tran-
sit time spreads of these PMTs are 0.3 to 0.6 ns, so that
nanosecond decay times can be measured. The output from
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Figure 4.29. Electronic schematic for TCSPC with multiple detectors. Revised from [134].

Figure 4.30. Multidimensional TCSPC of a mixture of fluorescein
and rhodamine 6G. Excitation was a 405-ns pulse with a ps diode
laser, 20 MHz repetition rate. The detector was an R5900-L16, which
has 16 separate anodes in a linear geometry. Revised from [134].

Figure 4.31. Multi-anode PMT for Hamamatsu, R5900. Reprinted
with permission from [11,136].



the 16 anodes is sent to a multiplexing TCSPC board that
measures the time delays between the start and stop pulses.
The system keeps track of the anode that sent the signal, so
the counts can be loaded into different regions of memory,
which correspond to different wavelengths.

Sixteen decay curves were measured simultaneously
for the fluorescein–rhodamine 6G mixture (Figure 4.30).
The different decay times are seen from the slopes, which
change with emission wavelength. In this case the lifetime
of fluorescein was probably decreased by resonance energy
transfer to R6G. It is easy to imagine such measurements
being extended to time-dependent processes such as reso-
nance energy transfer or solvent relaxation.

4.7.1. Multidimensional TCSPC and 
DNA Sequencing

An important application of multichannel detection will be
DNA sequencing. Because of the large number of bases the
sequencing must be performed as inexpensively as possible.

Sequencing was initially done using four lanes, one for each
base. It would be an advantage to identify the four bases in
a single lane. Because of the limited range of available
wavelengths and overlap of emission spectra, there is ongo-
ing research to perform sequencing using the decay times of
the labeled bases.137–142 Using four detectors the intensity
decays are at four different excitation, and/or emission
wavelengths could be measured in a single lane of a
sequencing gel. If the decay times of the labeled bases were
different, the decay times could be used to identify the
bases.

The possibility of DNA sequencing based on lifetime is
shown in Figure 4.32. TCSPC data are shown for four
probes attached to DNA. These dyes are typical of those
used for sequencing. They can be excited with two NIR
laser diodes, which can easily occur at different times by
turning the laser diodes on and off. The four probes show
different lifetimes, and can be identified based on the life-
times recovered from a reasonable number of counts. Each
of the decays in Figure 4.32 were collected in about 7.5 s.
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Figure 4.32. Intensity decays and recovered lifetimes of four labeled nucleotides used for DNA sequencing. Revised from [142].



It is easy to imagine how the four fluorophores in Figure
4.32 could be measured simultaneously using multi-detec-
tor TCSPC.

TCSPC data are usually analyzed using nonlinear least
squares (NLLS) or the method of moments. Both these
methods rely on a large number of photon counts, so that
the uncertainties in the data have a Gaussian distribution. In
applications such as DNA sequencing (Figure 4.32) the
goal is not to resolve a multi-exponential decay, but rather
to obtain an estimate of a single lifetime. When the number
of counts is small the data have a Poissonian distribution
rather than a Gaussian distribution. For such data NLLS
does not provide the best estimate of the lifetime. The life-
time that is most likely the correct lifetime can be calculat-
ed from the maximum likelihood estimates (MLE):143–144

(4.20)

In this expression m is the number of time bins within the
decay profile, Nt is the number of photocounts in the decay
spectrum, Ni is the number of photocounts in time bin i, T
is the width of each time bin, and τ is the lifetime. This
expression allows rapid estimation of the lifetime, which is
essential with the high throughput of DNA sequences.

4.7.2. Dead Times, Repetition Rates, and 
Photon Counting Rates

When examining the specifications for TCSPC elec-
tronics it is easy to become confused. The maximum count
rates are determined by several factors that affect the rate in
different ways depending upon the sample. It is easier
to understand these limitations if they are considered sepa-
rately.

The maximum pulse repetition rate is determined by
the decay times of the sample. The time between the pulses
is usually at least four times the longest decay time in the
sample. If the longest decay time is 12.5 ns then the excita-
tion pulses must be at least 50 ns apart, which corresponds
to a repetition rate of 20 MHz. It will not matter if the laser
can pulse at a higher frequency, or if the electronics can
synchronize to a higher repetition rate laser. For this sample
the pulse repetition rate should not exceed 20 MHz.

The maximum photon counting rate is determined by
the repetition rate of the laser. For the 20-MHz rate the
maximum photon counting rate is 200 kHz, using the 1%
rule. The electronics may be able to count photons faster,

but the 1% rule and the laser repetition rate limit the maxi-
mum photon count rate.

Depending upon the sample the maximum counting
rate can be limited by either the sample or the electronics.
Suppose the TCSPC electronics are modern with a 125 ns
dead time. The maximum count rate is usually listed as the
inverse of the dead time, or 8 MHz. However, photons can-
not be counted at 8 MHz because the electronics would be
busy most of the time and unable to accept start pulses.
Detection becomes inefficient because photons arriving
within the dead time are not counted. An upper effective
count rate is when the counting efficiency decreases to 50%
or 4 MHz. It is important to recognize that this is an elec-
tronic limitation that is independent of the sample. It would
be difficult to obtain a 4-MHz count rate when using the 1%
rule. This would require a pulse repetition rate of 400 MHz
or 2.5 ns between pulses. This pulse rate could only be used
if the lifetime were shorter than 0.625 ns.

The considerations in the previous paragraph indicate
the usefulness of multi-detector TCSPC. The count rate of
the electronics exceeds the count rate determined by the
sample lifetime, so the electronics can process more pho-
tons. Input from the multiple detectors is sent to the elec-
tronics by the routing module. This module has its own
dead time near 70 ns. Hence the saturated count rate from
all the detectors is about 14 MHz, but for a 50% counting
efficiency is limited to 7 MHz. The dead time of the elec-
tronics would not allow efficient photon counting at 7 MHz.
The overall count rate can be increased by using multiple
independent sets of TCSPC electronics.

In summary, the timing considerations of TCSPC can
appear complex. It is easier to consider the problem from
first principles than to work backwards from the specifica-
tions.

4.8. ALTERNATIVE METHODS FOR TIME-
RESOLVED MEASUREMENTS Advanced Material

4.8.1. Transient Recording

While TCSPC and frequency-domain fluorometry are the
dominant methods used by biochemists, there are alterna-
tive methods for measuring intensity decays. Prior to the
introduction of TCSPC, intensity decays were measured
using stroboscopic or pulse sampling methods. The basic
idea is to repetitively sample the intensity decay during
pulsed excitation (Figure 4.33). The detection gate is dis-
placed across the intensity decay until the entire decay is
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measured. In fact, the first time-domain lifetime instru-
ments used gated detection to sample the intensity decay.44

Gated detection can be accomplished in two ways. One
method is to turn on or gate the gain of the detector for a
short period during the intensity decay.145–146 Surprisingly,
this can be accomplished on a timescale adequate for meas-
urement of nanosecond lifetimes. Alternatively, the detector
can be on during the entire decay, and the electrical pulse
measured with a sampling oscilloscope.147–148 Such devices
can sample electrical signals with a resolution of tens of
picoseconds.

While such methods seem direct, they have been most-
ly abandoned due to difficulties with systematic errors. The
flashlamps and N2 lasers generate RF signals that can be
picked up by the detection electronics. This difficulty is
avoided in TCSPC because low-amplitude noise pulses are
rejected, and only the higher-amplitude pulses due to pri-
mary photoelectrons are counted. Also, in TCSPC the stan-
dard deviation of each channel can be estimated from Pois-
son statistics. There are no methods to directly estimate the
uncertainties with stroboscopic measurements. Hence,
TCSPC became the method of choice due to its high sensi-
tivity and low degree of systematic errors, when the goal of
the experiments was resolution of complex intensity
decays.

Recent years have witnessed reintroduction of gated
detection methods.149–150 The time resolution can be good
but not comparable to a laser source and an MCP PMT.
Typical instrument response functions are close to 3 ns
wide. An advantage of this method is that one can detect
many photons per lamp pulse, which can be an advantage in
clinical applications when the decays must be collected rap-

idly. Gated detection can be used with low-repetition-rate
nitrogen lasers, which can also be used to pump dye lasers.
An example of directly recorded intensity decay is shown in
Figure 4.34. The instrument was designed for studies of
skin and tissue using this autofluorescence, so the excita-
tion light was delivered to the sample via an optical fiber.150

The excitation source was a nitrogen laser excitation source
with a repetition rate near 10 Hz. The emission was detect-
ed with an APD and digitized on a high-speed oscilloscope.
The intensity decay of human skin was collected in about 1
s by averaging of several transients. The IRF is about 5 ns
wide but the intensity decay of skin autofluorescence could
be recorded. The wide IRF shows why TCSPC is used
rather than direct transient recording. At this time it is not
possible to directly record nanosecond decays with the
accuracy needed for most biochemical studies.

4.8.2. Streak Cameras

Streak cameras can provide time resolution of several
ps,151–160 and some streak cameras have instrument response
functions of 400 fs, considerably faster than TCSPC with an
MCP PMT. Streak cameras operate by dispersing the pho-
toelectrons across an imaging screen. This can be accom-
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Figure 4.33. Decay time measurements using gated detection in the
pulse sampling method. Revised from [10].

Figure 4.34. Time-resolved instrument using a high-speed oscillo-
scope for measuring of time-resolved decays of skin of human skin.
Revised from [150].



plished at high speed using deflection plates within the
detector (Figure 4.35). In the example shown, the light is
dispersed by wavelength in a line across the front of the
photocathode. Hence, streak cameras can provide simulta-
neous measurements of both wavelength and time-resolved
decays. Such data are valuable when studying time-depend-
ent spectral relaxation or samples which contain fluo-
rophores emitting at different wavelengths.

The time resolution obtainable with a steak camera is
illustrated in Figure 4.36. The instrument response function
is superior to that found with the fastest MCP PMTs. Earli-
er-generation streak camera were delicate, and difficult to
use and synchronize with laser pulses. This situation has
changed, and streak cameras have become more widely
used, especially for simultaneous measurement of sub-
nanosecond decays over a range of emission wavelength.
One example is the decay of PyDMA (Figure 4.37), which
decays rapidly due to exciplex formation and solvent relax-
ation around the charge-transfer (CT) complex.161 Pyrene in

the excited state forms a charge-transfer complex, an exci-
plex, with the linked dimethylphenyl group. The charge-
transfer complex is polar and shows a time-dependent spec-
tral shift to longer wavelengths. This shift occurs rapidly
and is complete in less than 500 ps. The time-dependent
shift to longer wavelength is due to reorientation of the sol-
vent around the CT state. The high temporal resolution of
the streak camera allows recording of the complete emis-
sion spectra over intervals as short as 10 ps. The data can
also be displayed in a format where the axes are time and
wavelength and the color reveals the intensity (Figure 4.38).

An important development in streak camera technolo-
gy is the introduction of the photon-counting streak camera
(PCSC).162 These devices provide single-photon detection
with high time resolution (14 ps) and simultaneous wave-
length resolution. The photon counts can be collected at
high rates because pulse pileup and dead time are not prob-
lems with these instruments. A PCSC functions the same as
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Figure 4.35. Schematic of a streak camera with wavelength resolu-
tion. From [152].

Figure 4.36. Comparison of the instrument response functions of a
streak camera and two MCP PMTs (R3809U and R2809U). The 600
nm dye laser pulse width was 2 ps. Revised from [158].

Figure 4.37. Time and wavelength-dependent intensity decays of
dimethyl-(4-pyren-1-yl-phenyl)amine (PyDMA) measured with a
streak camera. Revised from [161].



the camera shown in Figure 4.35 except for the mode of
detection. Instead of digitizing an analog signal, the PCSC
counts the pulses on the phosphor screen due to single pho-
toelectrons. The pulses are recorded with a CCD camera.
The software examines the size of the pulse and only
accepts pulses above a defined threshold, analogous to the
discriminator in TCSPC (Figure 4.39). The instrument

response function is the width of a single photoelectron
image, which is about 14 ps. There is no dead time because
the photons are distributed in space across the photocath-
ode, so more than a single photon can be collected at each
wavelength for each laser pulse. Of course the photons can-
not be accurately counted if they overlap in time and space
on the phosphor screen. Data can be collected at all wave-
lengths simultaneously because the wavelengths are at dif-
ferent locations on the photocathode.

The high sensitivity of a PCSC allows measurements
that would be difficult with more conventional instruments.
Figure 4.40 shows intensity decays of a pH probe C-Snafl 2
in blood, which has high absorbance at the excitation wave-
length. The decays at all wavelengths were obtained simul-
taneously. It was not possible to suppress all the scattered
light using filters, but the scattered light appears at a differ-
ent position (wavelength) on the photocathode that mini-
mized its effect on emission of C-Snafl 2. The data from a
PCSC can be presented as emission spectra or as intensity
decays (Figure 4.41). By seeing the position and intensity
of the scattered light it is possible to judge the contributions
of the scatter at longer wavelengths. Hence, considerable
information about a sample can be obtained in a single
measurement.
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Figure 4.38. Time- and wavelength-dependent intensity decay of
PyDMA. Figure courtesy of Professor Hubert Staerk, Max-Planck
Institute for Biophysical Chemie, Göttingen, Germany.

Figure 4.39. Single photoelectron detection and time resolution of a
photon counting streak camera. Revised from [162].

Figure 4.40. Intensity decay of C-Snafl 2 in blood at pH 7.3 measured
with a photon counting streak camera. From [163].



4.8.3. Upconversion Methods

The ultimate time resolution is provided by methods that
bypass the limited time-resolution of the detectors, and rely
on the ps and fs pulse widths available with modern

lasers.164–166 The basic idea is to pass the fluorescence sig-
nal through an upconversion crystal, and to gate the crystal
with another ps or fs light pulse (Figure 4.42). One observes
the shorter wavelength harmonic generated by the com-
bined effects of the laser pulse and the emission. In this
schematic the sample is excited with the second harmonic
of a Ti:sapphire laser. The emission is focused on the
upconversion crystal. The fundamental output of the Ti:sap-
phire is focused on the crystal in the same region where the
fluorescence is focused. An upconversion signal is generat-
ed that is proportional to the emission at the moment the
gating pulse arrives. The time resolution is determined by
the width of the laser pulse. The time-resolved decay is
obtained by measuring the intensity of the upconverted sig-
nal as the optical delay time is varied. The signals are typi-
cally weak, so that an optical chopper and lock-in detectors
sometimes are needed to measure the upconverted signal in
the presence of considerable background.

Upconversion provides impressive time resolution;
however, the instrumentation is rather complex. For
instance, even a seemingly minor change of the emission
wavelength can require a major readjustment of the appara-
tus since the orientation of the upconversion crystal has
to be adjusted according to the wavelength. Decay times
of more than 1–2 ns are difficult to measure because of
the use of a delay line (.1 ns/foot). Alignment of the delay
line can be quite difficult to maintain as the time delay is
altered.
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Figure 4.42. Schematic for fluorescence upconversion measurements. Courtesy of Professor Eric Vauthery, University of Geneva, Switzerland.

Figure 4.41. Emission spectra and intensity decays of C-Snafl 2 in
blood measured with a photon counting streak camera. From [163].



The high time resolution of upconversion measure-
ments can be illustrated by quenching and exciplex forma-
tion of 3-cyanoperylene (PeCN) in neat diethylaniline
(DEA).167–168 The cyano group makes perylene a good elec-
tron acceptor, and DEA is a good electron donor. PeCN in
the excited state undergoes photoinduced electron transfer
(PET) with DEA (Chapter 9). This reaction is very rapid
because in DEA the PeCN molecules are surrounded by
potential electron donors. Emission spectra of PeCN show
that it is highly quenched in DEA as compared to a non-
electron-donating solvent (Figure 4.43). The lower panel
shows the wavelength-dependent decays of PeCN. The time
resolution is limited by the pulse width of the pump lasers,
which is near 100 fs. The decay time is about 1 ps for the
PeCN emission near 500 nm and about 20 ps for the exci-
plex emission.

4.8.4. Microsecond Luminescence Decays

For decay times that become longer than about 20 ns, the
complexity of TCSPC is no longer necessary. In fact,
TCSPC is slow and inefficient for long decay times because
of the need to use a low pulse repetitive rate and to wait a
long time to detect each photon. In the past such decays

would be measured using a sampling oscilloscope. At pres-
ent the preferred method is to use a multiscalar card. These
devices function as photon-counting detectors that sum the
number of photons occurring within a time interval. Figure
4.44 shows the operating principle. Following the excitation
pulse, photons arriving within a defined time interval are
counted. The arrival times within the interval are not
recorded. The time intervals can be uniform, but this
becomes inefficient at long times because many of the inter-
vals will contain no counts. A more efficient approach is to
use intervals that increase with time. The count rates for
multiscalars can be high: up to about 1 GHz. At present the
minimum width of a time interval is about 1 ns, with 5 ns
being more typical. Hence, the multiscalars are not yet
practical for measuring ns decays.

An example of a decay measured with a multiscalar is
shown in Figure 4.45. The fluorophore was [Ru(bpy)3]2+,
which has a lifetime of several hundred nanoseconds. A
large number of counts were obtained even with the long
lifetimes. However, the count rate is not as high as one may
expect: about 1 photon per 2 laser pulses. The data acquisi-
tion time would be much longer using traditional TCSPC
with a 1% count rate (Problem 4.6).

4.9. DATA ANALYSIS: NONLINEAR LEAST
SQUARES

Time-resolved fluorescence data are moderately complex,
and in general cannot be analyzed using graphical methods.
Since the mid-1970s many methods have been proposed for
analysis of TCSPC data. These include nonlinear least
squares (NLLS),3,16,170 the method-of-moments,171–173

Laplace transformation,174–177 the maximum entropy
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Figure 4.43. Emission spectra and time-resolved decays of 3-cyanop-
erylene in chlorobenzene (CB) and diethylaniline (DEA). Revised
from [168].

Figure 4.44. Time-resolved intensities measured with a photon count-
ing multiscalar. Revised from [169].



method,178–179 Prony's method,180 sine transforms,181 and
phase-plane methods.182–183 These various techniques have
been compared.184 The method-of-moments (MEM) and the
Laplace methods are not widely used at the current time.
The maximum entropy method is newer, and is being used
in a number of laboratories. The MEM is typically used to
recover lifetime distributions since these can be recovered
without assumptions about the shape of the distributions.

During the 1990s most studies using TCSPC made
extensive use of NLLS and to a somewhat lesser extent the
MEM. This emphasis was due to the biochemical and bio-
physical applications of TCSPC and the need to resolve
complex decays. At present TCSPC is being used in analyt-
ical chemistry, cellular imaging, single molecule detection,
and fluorescence correlation spectroscopy. In these applica-
tions the lifetimes are used to distinguish different fluo-
rophores on different environments, and the number of
observed photons is small. A rapid estimation of a mean
lifetime is needed with the least possible observed photons.
In these cases maximum likelihood methods are used (eq.
4.20). In the following sections we describe NLLS and the
resolution of multi-exponential decay.

4.9.1. Assumptions of Nonlinear Least Squares

Prior to describing NLLS analysis, it is important to under-
stand its principles and underlying assumptions. It is often
stated that the goal of NLLS is to fit the data, which is only
partially true. With a large enough number of variable
parameters, any set of data can be fit using many different
mathematical models. The goal of least squares is to test
whether a given mathematical model is consistent with the

data, and to determine the parameter values for that model
which have the highest probability of being correct. Least
squares provides the best estimate for parameter values if
the data satisfy a reasonable set of assumptions, which are
as follows:185-186

1. All the experimental uncertainty is in the depend-
ent variable (y-axis).

2. The uncertainties in the dependent variable (meas-
ured values) have a Gaussian distribution, centered
on the correct value.

3. There are no systematic errors in either the depend-
ent (y-axis) or independent (x-axis) variables.

4. The assumed fitting function is the correct mathe-
matical description of the system. Incorrect models
yield incorrect parameters.

5. The datapoints are each independent observations.

6. There is a sufficient number of datapoints so that
the parameters are overdetermined.

These assumptions are generally true for TCSPC, and
least squares is an appropriate method of analysis. In many
other instances the data are in a form that does not satisfy
these assumptions, in which case least squares may not be
the preferred method of analysis. This can occur when the
variables are transformed to yield linear plots, the errors are
no longer a Gaussian and/or there are also errors in the x-
axis. NLLS may not be the best method of analysis when
there is a small number of photon counts, such as TCSPC
measurements on single molecules (Section 4.7.1). The
data for TCSPC usually satisfy the assumptions of least-
squares analysis.

4.9.2. Overview of Least-Squares Analysis

A least-squares analysis starts with a model that is assumed
to describe the data. The goal is to test whether the model is
consistent with the data and to obtain the parameter values
for the model that provide the best match between the
measured data, N(tk), and the calculated decay, Nc(tk), using
assumed parameter values. This is accomplished by mini-
mizing the goodness-of-fit parameter, which is given by

(4.21)� ∑
n

k�1

�N(tk ) � Nc(tk ) �2

N(tk )

χ2 � ∑
n

k�1

1

σ2
k

�N(tk ) � Nc(tk ) �2
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Figure 4.45. Intensity decay of [Ru(bpy)3]2+ measured with a photon
counting multiscalar. Excitation was accomplished using a 440 nm
laser diode with a repetition rate of 200 kHz. The lifetime was 373 ns.
Revised from [169].



In this expression the sum extends over the number (n) of
channels or datapoints used for a particular analysis and σk

in the standard deviation of each datapoint.
In TCSPC it is straightforward to assign the standard

deviations (σk). From Poisson statistics the standard devia-
tion is known to be the square root of the number of photon
counts: . Hence, for a channel with 10,000
counts, σk = 100, and for 106 counts, σk = 1000. This rela-
tionship between the standard deviation and the number of
photons is only true if there are no systematic errors and
counting statistics are the only source of uncertainty in the
data. If the data contains only Poisson noise then the rela-
tive uncertainty in the data decreases as the number of pho-
tons increases. The value of χ2 is the sum of the squares
deviations between the measured N(tk) and expected values
Nc(tk), each divided by squared deviations expected for the
number of detected photons.

It is informative to compare the numerator and denom-
inator in eq. 4.21 for a single datapoint. Assume a channel
contains 104 counts. Then the expected deviation for this
measurement is 100 counts. If the assumed model accounts
for the data, then the numerator and denominator of eq. 4.21
are both (102)2, and this datapoint contributes 1.0 to the
value of χ2. In TCSPC, and also for frequency-domain
measurements, the number of datapoints is typically much
larger than the number of parameters. For random errors
and the correct model, χ2 is expected to be approximately
equal to the number of datapoints (channels).

Suppose the data are analyzed in terms of the multi-
exponential model (eq. 4.8). During NLLS analysis the val-
ues of αi and τi are varied until χ2 is a minimum, which
occurs when N(tk) and Nc(tk) are most closely matched. Sev-
eral mathematical methods are available for selecting how
αi and τi are changed after each iteration during NLLS fit-
ting. Some procedures work more efficiently than others,
but all seem to perform adequately.185–186 These methods
include the Gauss-Newton, modified Gauss-Newton, and
Nelder-Mead algorithms. This procedure of fitting the data
according to eq. 4.21 is frequently referred to as deconvolu-
tion, which is inaccurate. During analysis an assumed decay
law I(t) is convoluted with L(tk), and the results are com-
pared with N(tk). This procedure is more correctly called
iterative reconvolution.

It is not convenient to interpret the values of χ2 because
χ2 depends on the number of datapoints.1 The value of χ2

will be larger for data sets with more datapoints. For this
reason one uses the value of reduced χ2:

(4.22)

where n is the number of datapoints, p is the number of
floating parameters, and ν = n – p is the number of degrees
of freedom. For TCSPC the number of datapoints is typical-
ly much larger than the number of parameters so that (n –
p) is approximately equal to n. If only random errors con-
tribute to χR

2, then this value is expected to be near unity.
This is because the average χ2 per datapoint should be about
one, and typically the number of datapoints (n) is much
larger than the number of parameters. If the model does not
fit, the individual values of χ2 and χR

2 are both larger than
expected for random errors.

The value of χR
2 can be used to judge the goodness-of-

fit. When the experimental uncertainties σk are known, then
the value of χR

2 is expected to be close to unity. This is
because each datapoint is expected to contribute σk

2 to χ2,
the value of which is in turn normalized by the Σσk

2, so the
ratio is expected to be near unity. If the model does not fit
the data, then χR

2 will be significantly larger than unity.
Even though the values of χR

2 are used to judge the fit, the
first step should be a visual comparison of the data and the
fitted function, and a visual examination of the residuals.
The residuals are the differences between the measured data
and the fitted function. If the data and fitted function are
grossly mismatched there may be a flaw in the program, the
program may be trapped in a local minimum far from the
correct parameter values, or the model may be incorrect.
When the data and fitted functions are closely but not per-
fectly matched, it is tempting to accept a more complex
model when a simpler one is adequate. A small amount of
systematic error in the data can give the appearance that the
more complex model is needed. In this laboratory we rely
heavily on visual comparisons. If we cannot visually see a
fit is improved, then we are hesitant to accept the more
complex model.

4.9.3. Meaning of the Goodness-of-Fit

During analysis of the TCSPC data there are frequently two
or more fits to the data, each with a value of χR

2. The value
of χR

2 will usually decrease for the model with more
adjustable parameters. What elevation of χR

2 is adequate to
reject a model? What decrease in χR

2 is adequate to justify
accepting the model with more parameters? These ques-
tions can be answered in two ways, based on experience
and based on mathematics. In mathematical terms one can

χ2
R �

χ2

n � p 
�

χ2

ν

σk � √N(tk )
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predict the probability for obtaining a value of χR
2 because

of random errors. These values can be found in standard
mathematical tables of the χR

2 distribution. Selected values
are shown in Table 4.2 for various probabilities and num-
bers of degrees of freedom. Suppose you have over 200 dat-
apoints and the value of χR

2 = 1.25. There is only a 1%
chance (P = 0.01) that random errors could result in this
value. Then the model yielding χR

2 = 1.25 can be rejected,
assuming the data are free of systematic errors. If the value
of χR

2 is 1.08, then there is a 20% chance that this value is
due to random deviations in the data. While this may seem
like a small probability, it is not advisable to reject a model
if the probability exceeds 5%, which corresponds to χR

2 =
1.17 (Table 4.2). In our experience, systematic errors in the
data can easily result in a 10–20% elevation in χR

2. For
example, suppose the data does contain systematic errors
and a two-component fit returns a value of χR

2 = 1.17. The
data are then fit to three components, which results in a
decreased χR

2. If the three-component model is accepted as
the correct model, then an incorrect conclusion is reached.
The systematic errors in the data will have resulted in addi-
tion of a third component that does not exist in the experi-
mental system.

While we stated that assumptions 1 through 6 (above)
are generally true for TCSPC, we are not convinced that
number 5 is true. Based on our experience we have the
impression that the TCSPC data have fewer independent
observations (degrees of freedom) in the TCSPC data than
the number of actual observations (channels). This is not a
criticism of NLLS analysis or TCSPC. However, if the
effective number of independent datapoints is less than the
number of datapoints, then small changes in χR

2 may not be
as significant as understood from the mathematical tables.

Complete reliance on mathematical tables can lead to
overinterpretation of the data. The absolute value of χR

2 is
often of less significance than its relative values. Systemat-
ic errors in the data can easily result in χR

2 values in excess

of 1.5. This small elevation in χR
2 does not mean the model

is incorrect. We find that for systematic errors the χR
2 value

is not significantly decreased using the next more complex
model. Hence, if the value of χR

2 does not decrease signifi-
cantly when the data are analyzed with a more complex
model, the value of χR

2 probably reflects the poor quality of
the data. In general we consider decreases in χR

2 significant
if the ratio decreases by twofold or more. Smaller changes
in χR

2 are interpreted with caution, typically based on some
prior understanding of the system.

4.9.4. Autocorrelation Function Advanced Topic

Another diagnostic for the goodness of fit is the autocorre-
lation function.3 For a correct model, and the absence of
systematic errors, the deviations are expected to be random-
ly distributed around zero. The randomness of the devia-
tions can be judged from the autocorrelation function. Cal-
culation of the correlation function is moderately complex,
and does not need to be understood in detail to interpret
these plots. The autocorrelation function C(tj) is the extent
of correlation between deviations in the k and k+jth chan-
nel. The values of C(tj) are calculated using

(4.23)

where Dk is the deviation in the kth datapoint and Dk+j is the
deviation in the k+jth datapoint (eq. 4.23). This function
measures whether a deviation at one datapoint (time chan-
nel) predicts that the deviation in the jth higher channel will
have the same or opposite sign. For example, the probabil-
ity is higher that channels 50 and 51 have the same sign
than channels 50 and 251. The calculation is usually
extended to test for correlations across half of the data
channels (m = n/2) because the order of multiplication in

C(tj ) � ( 1

m
∑
m

k�1
DkDk� j ) / ( 1

n
∑
n

k�1
D2
k )
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Table 4.2. χR
2 Distributiona

Probability (P)/
degrees of freedom                       0.2                0.1                0.05                0.02                0.01                0.001

10 1.344 1.599 1.831 2.116 2.321 2.959

20 1.252 1.421 1.571 1.751 1.878 2.266

50 1.163 1.263 1.350 1.452 1.523 1.733

100 1.117 1.185 1.243 1.311 1.358 1.494

200 1.083b 1.131 1.170 1.216 1.247 1.338

aFrom [1, Table C-4].
bMentioned in text.



the numerator does not matter. The autocorrelation plots
have half as many datapoints as the original data set.

One example of an autocorrelation plot was seen in
Figure 4.27, where data for NATA were presented for meas-
urements versus scattered light and versus a lifetime refer-
ence. This instrument showed a minor color effect, which
resulted in some systematic deviations between Nc(tk) and
N(tk). The systematic differences are barely visible in the
direct plot of the deviations (middle left). The autocorrela-
tion plot (upper left) allowed the deviations to be visualized
as positive and negative correlations in adjacent or distant
channels, respectively. For closely spaced channels the
deviations are likely to both be the same sign. For more dis-
tant channels the deviations are likely to be of opposite
signs. These systematic errors were eliminated by the use of
a lifetime reference, as seen by the flat autocorrelation plot
(upper right panel).

4.10. ANALYSIS OF MULTI-EXPONENTIAL
DECAYS

4.10.1. p-Terphenyl and Indole:Two Widely 
Spaced Lifetimes

An understanding of time-domain data analysis is facilitat-
ed by examination of representative data. As an example we
chose a mixture of p-terphenyl and indole, which individu-
ally display single exponential decays of 0.93 and 3.58 ns,
respectively. For the time-domain measurements a mixture
of p-terphenyl and indole was observed at 330 nm, where
both species emit (Figure 4.46). TCSPC data for this mix-

ture are shown in Figure 4.47. The presence of two decay
times is evident from curvature in the plot of log N(t) ver-
sus time. The time-dependent data could not be fit to a sin-
gle decay time, as seen by the mismatch of the calculated
convolution integral (dashed) with the data (dots).

The lower panels show the deviations (Dk) or differ-
ences between the measured and calculated data:

(4.24)

The weighted residual (W.Res.) or deviations plots are used
because it is easier to see the differences between I(tk) and
Ic(tk) in these plots than in a plot of log I(tk) versus tk. Also,
the residuals are weighted according to the standard devia-
tion of each datapoint. For a good fit these values are
expected to randomly distribute around zero, with a mean
value near unity.

4.10.2. Comparison of χR
2 Values: F Statistic

How can one compare the values of χR
2 for two fits? This

can be done using the F statistic, which is a ratio of χR
2 val-

Dk �
I(tk ) � Ic(tk )

√I(tk )
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Figure 4.46. Emission spectra of p-terphenyl (p-T), indole (In) and of
the mixture. Excitation was at 292 nm, from a frequency-doubled
R6G dye laser. The emission at 330 nm was isolated with a monochro-
mator. From [187].

Figure 4.47. Time-domain intensity decay of a two-component mix-
ture of indole and p-terphenyl. The dashed line shows the one-decay-
time fit, and the solid line the two-decay-time fit. From [187].



ues. This ratio depends on the number of degrees of free-
dom (ν) for each fit, and this number will depend on the
model. The values of the χR

2 ratios that are statistically sig-
nificant at various levels of probability are available in sta-
tistical tables, of which a few values are listed in Table
4.3. In practice, there are usually many more datapoints
than parameters, so that ν is almost the same for both
fits. For this reason we did not consider the slightly differ-
ent number of degrees of freedom in the numerator and
denominator.

For the mixture of p-terphenyl and indole the residuals
of the single-decay-time fit oscillate across the time axis,
which is characteristic of an incorrect model. The value of
χR

2 = 16.7 is obviously much greater than unity, and accord-
ing to Table 4.2 there is a less than 0.1% chance that ran-
dom error could result in such an elevated value of χR

2.
Additionally, the χR

2 ratio of 17.6 is much larger than the
values of the F statistic in Table 4.3. Hence, the single-
decay-time model is easily rejected for this sample. There is
a potential problem with the use of an F statistic to compare
two χR

2 values originating from different mathematical
models and the same data set.189 The use of the F statistic
requires that the residuals for each analysis be independent
from each other. It is not clear if this assumption is correct
when analyzing the same set of data with different mathe-
matical models.

4.10.3. Parameter Uncertainty:
Confidence Intervals

The NLLS analysis using the multi-exponential model
returns a set of αi and τi values. It is important to recognize
that there can be considerable uncertainty in these values,
particularly for closely spaced decay times. Estimation of

the uncertainties in the recovered parameters is an impor-
tant but often-ignored problem. With nonlinear least-
squares analysis there are no general methods for estimat-
ing the range of parameter values that are consistent with
the data. Uncertainties are reported by almost all the data
analysis programs, but these estimates are invariably small-
er than the actual uncertainties. Most software for nonlinear
least-square analysis reports uncertainties that are based on
the assumption of no correlation between parameters.
These are called the asymptotic standard errors (ASEs).185

As shown below for a mixture having more closely spaced
lifetimes (Section 4.10.5), the errors in the recovered
parameters often exceed the ASEs. The ASEs usually
underestimate the actual uncertainties in the parameter val-
ues.

In our opinion the best way to determine the range of
parameters consistent with the data is to examine the χR

2

surfaces, which is also called a support plane analysis.186

The procedure is to change one parameter value from its
value where χR

2 is a minimum, and then rerun the least-
squares fit, keeping this parameter value constant at the
selected value. By rerunning the fit, the other parameters
can adjust to again minimize χR

2. If χR
2 can be reduced to

an acceptable value, then the offset parameter value is said
to be consistent with the data. The parameter value is
changed again by a larger amount until the χR

2 value
exceeds an acceptable value, as judged by the Fχ statistic
(eq. 4.25) appropriate for p and ν degrees of freedom.190

This procedure is then repeated for the other parameter val-
ues.

The range of parameter values consistent with the data
can be obtained using P = 0.32, where P is the probability
that the value of Fχ is due to random errors in the data.
When the value of P exceeds 0.32 there is less than a 32%
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Table 4.3. F Statistic for Comparison of χR
2 Valuesa

Degrees of                                                                          Probability (P)
freedom

(ν)                                0.32                 0.25                 0.10                 0.05                 0.025             0.01

10 1.36 1.55 2.32 2.98 3.96 4.85

15 1.28 1.43 1.97 2.40 2.86 3.52

20 1.24 1.36 1.79 2.12 2.46 2.94

40 1.16 1.24 1.51 1.69 1.88 2.11

60 1.13 1.19 1.40 1.53 1.67 1.84

120 1.09 1.13 1.26 1.35 1.43 1.53

4 1.00 1.00 1.00 1.00 1.00 1.00

aFrom [188, Table A-4]. In general, the F values are computed for different degrees of freedom for each χR
2 value.

For TCSPC data and for FD data, the degrees of freedom are usually similar in the numerator and in the denomi-

nator. Hence, F values are listed for only one value of ν. Additional F values can be found in [1, Tables C-6 and

C-7].



chance that the parameter value is consistent with the data.
When the value of P is less than 0.32 there is a 68% chance
that the parameter value is consistent with the data, which
is the usual definition of a standard deviation.

To determine the confidence interval, the value of χR
2

with a fixed parameter value, χR
2(par), is compared with the

minimum value of χR
2 with all parameter variables,

χR
2(min).190–191 The range of parameter values is expanded

until χR
2(par) exceeds the Fχ value for the number of

parameters (p) and the degrees of freedom (ν) and the cho-
sen probability, typically P = 0.32:

(4.25)

In this expression192 F(p,ν,P) is the F statistic with p param-
eters and ν degrees of freedom with a probability of P. The
F statistics needed to calculate Fχ are listed in Table 4.4. It
is important to realize that, in general, the uncertainty range
will not be symmetrical around the best fit value of the
parameter. For a two-decay-time model (p = 4) and 400
degrees of freedom (ν = 400), the Fχ value is 1.012 for p =
0.32. Calculation of the χR

2 surfaces is a time-consuming
process, and has not yet been automated within most data-
analysis software. However, these calculations provide a
realistic judgment of what one actually knows from the
data.

There appears to be no general agreement that the pro-
cedure described above represents the correct method to
estimate confidence intervals. This is a topic that requires
further research. There is some disagreement in the statis-
tics literature about the proper form of Fχ for estimating the
parameter uncertainty.189 Some reports193 argue that, since
one parameter is being varied, the number of degrees of
freedom in the numerator should be one. In this case Fχ is
calculated using

(4.26)

Since we are varying p parameters to calculate the χR
2 sur-

face, we chose to use eq. 4.25. Irrespective of whether the
Fχ values accurately define the confidence interval, exami-
nation of the χR

2 surfaces provides valuable insight into the
resolution of parameters provided by a given experiment. If
the χR

2 surfaces do not show well-defined minima, then the
data are not adequate to determine the parameters.

A confidence interval analysis is shown in Figure 4.48
for the mixture of p-terphenyl and indole. The confidence
intervals are given by the intercept of the χR

2 surfaces
(solid) with the appropriate Fχ values (dashed). For compar-
ison we have also shown the ASEs as solid bars. The ASEs
are about twofold smaller than the confidence intervals.
This is a serious underestimation, but a factor of two is
small compared to what is found for more closely spaced
lifetimes. Also, in our opinion, the Fχ value near 1.005 for
about 950 degrees of freedom is an underestimation
because the time-resolved decay may not have completely
independent datapoints. Suppose the actual number of inde-
pendent datapoints was 200. In this case the Fχ value would
be near 1.02, which may provide a more realistic range of
the uncertainties. For instance, the confidence interval of α2

would become 0.305 " 0.015 instead of 0.305 " 0.005. The
uncertainty in the latter value appears to be unrealistically
small.

Another way to estimate parameter uncertainty is by
Monte Carlo simulations.194 The basic idea is to simulate
data based on the recovered decay law using the known
level of random noise present in a given experiment. Newly
generated random noise is added to each simulated data set,
which is then analyzed as if it were actual data. New ran-
dom noise is added and the process repeated. This results in
a histogram of parameter values. These parameter values
are examined for the range that results from the randomly
added noise. It is important that the simulations use a model
that correctly describes the system. The Monte Carlo
method is time consuming and thus seldom used. However,
with the rapid advances in computer speed, one can expect
Monte Carlo simulations to become more widely utilized
for estimation of confidence intervals.

4.10.4. Effect of the Number of Photon Counts

For a single-exponential decay, the decay time can usually
be determined with adequate accuracy even for a small
number of observed photons. However, for multi-exponen-
tial decays it is important to measure as many photons as
possible to obtain the highest resolution of the parameter
values. This is illustrated in Figure 4.49 for the same two-
component mixture of p-terphenyl and indole. For these
data the number of counts in the peak channel was tenfold
less than in Figure 4.47, 3,000 counts versus 30,000 counts.
The correct values for the two decay times were still recov-
ered. However, the relative decrease in χR

2 for the two
decay time models was only 1.9-fold, as compared to 17-

Fχ �
χ2(par)

χ2(min)
� 1 �

1

ν
F(p,ν,P )

Fχ �
χ2

R(par)

χ2
R(min)

� 1 �
p

ν
 F(p,ν,P )
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Table 4.4. F Statistic for Calculation of Confidence Intervalsa

Probability (P)

Degrees of                                                                          One parameter (p)b

freedom (ν) 0.32d 0.25                 0.10                 0.05                 0.025                 0.01

10 1.09 1.49 3.29 4.96 6.94 10.0
30 1.02 1.38 2.88 4.17 5.57 7.56
60 1.01 1.35 2.79 4.00 5.29 7.08

120 1.00 1.34 2.75 3.92 5.15 6.85
4 1.00 1.32 2.71c 3.84 5.02 6.63

Two Parametersb

10 1.28 1.60 2.92 4.10 5.46 7.56
30 1.18 1.45 2.49 3.32 4.18 5.39
60 1.16 1.42 2.39 3.15 3.93 4.98

120 1.15 1.40 2.35 3.07 3.80 4.79
4 1.14 1.39 2.30 3.00 3.69 4.61

Three Parameters

10 1.33 1.60 2.73 3.71 4.83 6.55
30 1.22 1.44 2.28 2.92 3.59 4.51
60 1.19 1.41 2.18 2.76 3.34 4.13

120 1.18 1.39 2.13 2.68 3.23 3.95
4 1.17 1.37 2.08 2.60 3.12 3.78

Four Parameters

10 1.34 1.59 2.61 3.48 4.47 5.99
30 1.23 1.42 2.14 2.64 3.25 4.02
60 1.20 1.38 2.04 2.53 3.01 3.65

120 1.19 1.37 1.99 2.45 2.89 3.48
4 1.18 1.35 1.94 2.37 2.79 3.32

Five Parameters

10 1.35 1.59 2.52 3.33 4.24 5.64
30 1.23 1.41 2.05 2.53 3.03 3.70
60 1.20 1.37 1.95 2.37 2.79 3.34

120 1.19 1.35 1.90 2.29 2.67 3.17
4 1.17 1.33 1.85 2.21 2.57 3.02

Eight Parameters

10 1.36 1.56 2.34 3.07 3.85 5.06
30 1.22 1.37 1.88 2.27 2.65 3.17
60 1.19 1.32 1.77 2.10 2.41 2.82

120 1.17 1.30 1.72 2.02 2.30 2.66
4 1.16 1.28 1.67 1.94 2.19 2.51

Ten Parameters

10 1.35 1.55 2.32 2.98 3.72 4.85
30 1.22 1.35 1.82 2.16 2.51 2.98
60 1.18 1.30 1.71 1.99 2.27 2.63

120 1.17 1.28 1.65 1.91 2.16 2.47
4 1.15 1.25 1.59 1.83 2.05 2.32

aFrom [188]. In the ratio of χR
2 values, the degrees of freedom refer to that for the denominator. The degrees of free-

dom in the numerator are one, two, or three, for one, two or three additional parameters.
bThese values refer to the degrees of freedom in the numerator (p).
cThis value appears to be incorrect in [188], and was taken from [1].
dThe values for 0.32 were calculated with a program (F-stat) provided by Dr. M. L. Johnson, University of Virginia.



fold for the higher number of counts. Also, the χR
2 surfaces

rise more slowly as the lifetimes are varied (Figure 4.49,
right), so that the lifetimes are determined with less preci-
sion.

4.10.5. Anthranilic Acid and 2-Aminopurine:
Two Closely Spaced Lifetimes

The resolution of two decay times becomes more difficult if
the decay times are more closely spaced. This is illustrated
by a mixture of anthranilic acid (AA) and 2-amino purine

(2-AP), which individually display single exponential
decays of 8.53 and 11.27 ns, respectively (shown in Figure
4.54 below). Emission spectra for the mixture are shown in
Problem 4.5. The time-dependent data for the mixture of
AA and 2-AP are shown in Figure 4.50. At 380 nm, where
both fluorophores emit, it is difficult to visually detect the
presence of two decay times. The single-decay-time model
(dashes) shows only small differences from the data (dots).
However, the residual plot shows systematic deviations
(lower panel), which are easier to see on the linear scale
used for the deviations than on the logarithmic plot. The
4.5-fold decrease in χR

2 for the two-decay-time model is
adequate to reject the single-decay-time model.

While the data support acceptance of two decay times,
these values of αi and τi are not well determined. This is
illustrated in Figure 4.51, which shows the χR

2 surfaces for
the mixture of AA and 2-AP. This mixture was measured at
five emission wavelengths. The data were analyzed individ-
ually at each wavelength. Each of the χR

2 surfaces shows
distinct minima, which leads one to accept the recovered
lifetimes. However, one should notice that different life-
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Figure 4.48. Confidence interval for the two component mixture of
indole and p-terphenyl. The solid bars show the asymptotic standard
errors. From [187].

Figure 4.49. Effect of the number of photons counts on the resolution
of the lifetimes for the mixture of p-terphenyl (p-T) and indole (In) in
Figure 4.47. Left: Two-decay-time fit of the intensity decay measured
with 3000 counts in the peak channel. The corresponding plot for the
data obtained with 30,000 counts in the peak channel is shown in
Figure 4.31. Right: Comparison of the χR

2 surfaces for the data
obtained with 3000 (——) and 30,000 counts (dashed). From [187].

Figure 4.50. Time-dependent intensity decay of a two-component
mixture of anthranilic acid (AA) and 2-amino-purine (2-AP). The
dashed line shows the one-decay-time fit, and the solid line the two-
decay-time fit to the data (dots). From [187].



times were recovered at each emission wavelength. This
suggests that the actual uncertainties in the recovered life-
times are larger than expected from the ASEs, and then
seem to be even larger than calculated from the χR

2 sur-
faces. Furthermore, the differences in the lifetimes recov-
ered at each emission wavelength seem to be larger than
expected even from the χR

2 surfaces. This illustrates the dif-
ficulties in recovering accurate lifetimes if the values differ
by less than twofold.

Another difficulty is that the recovered amplitudes do
not follow the emission spectra expected for each compo-
nent (Table 4.5 and Problem 4.5). As the lifetimes become
closer together, the parameter values become more highly

correlated, and it is difficult to know the true uncertainties.
This is not intended to be a criticism of the TD measure-
ments, but rather is meant to illustrate the difficulties inher-
ent in the analysis of multi-exponential decays.

4.10.6. Global Analysis: Multi-Wavelength 
Measurements

One way to improve the resolution of closely spaced life-
times is to perform measurements at additional wave-
lengths, and to do a global analysis (Section 4.12). The con-
cept of global analysis is based on the assumption that
decay times are independent of wavelength. The decay
times are global parameters because they are the same in all
data sets. The amplitudes are non-global because they are
different in each data set. Global analysis of the multi-
wavelength data results in much steeper χR

2 surfaces (Fig-
ure 4.52), and presumably a higher probability of recovery
of the correct lifetimes. The lifetimes are determined with
higher certainty from the global analysis because of the
steeper χR

2 surfaces and the lower value of Fχ with more
degrees of freedom (more data). As shown in Problem 4.5,
the amplitudes (Table 4.6) recovered from the global analy-
sis more closely reflect the individual emission spectra than
the amplitudes recovered from the single wavelength data.

4.10.7. Resolution of Three Closely Spaced 
Lifetimes

The resolution of multi-exponential decays becomes more
difficult as the number of decay times increases. This diffi-
culty is illustrated by a mixture of indole (In), anthranilic
acid (AA), and 2-amino purine (2-AP) (Figure 4.53). At
380 nm all three fluorophores emit, and the decay is expect-
ed to be a sum of three exponentials.
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Table 4.5. Resolution of a Two-Component Mixture of Anthranilic Acid and 2-Aminopurine,
Observed at a Single Wavelength, Using Time-Domain Data

Observa-                                                                     Pre-expo-                                         χR
2

tion                                                                            nential                               Fractional                         Number of
wave-                         Lifetimes (ns)                            factors                               intensities                         decay times

length
(nm) τ1 τ2 α1 α2 f1 f2 2a 1a

360 6.72 11.58 0.223 0.777 0.143 0.857 1.01 2.77
380 7.51 11.51 0.404 0.596 0.306 0.694 0.85 3.81
400 7.22 11.08 0.448 0.552 0.347 0.653 0.91 4.51
420 7.99 11.22 0.595 0.405 0.511 0.489 0.93 2.95
440 8.38 11.91 0.763 0.237 0.692 0.308 0.89 2.72

aRefers to a two- or one-component fit.

Figure 4.51. Lifetime χR
2 surfaces for the two-component mixture of

AA and 2-AP (Figure 4.50). The horizontal bars show the asymptotic
standard errors. From [187].



TCSPC data for the three individual fluorophores are
shown in Figure 4.54. Excitation was with the frequency-
doubled output of an R6G dye laser, and the emission
detected with an R2809 MCP PMT. The excitation was
polarized vertically and the emission detected 54.7E from
vertical to avoid the effects of rotational diffusion on the
measured intensity decays. The points represent the data
I(tk) or number of counts measured at each time interval tk.
The solid lines are the fitted functions or calculated data
Ic(tk) using a single decay time. I(tk) and Ic(tk) are well
matched, which indicates that each individual fluorophore
decays as a single exponential with decay times of 4.41,
8.53, and 11.27 ns, respectively. As expected for a good fit,
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Figure 4.52. Lifetime χR
2 surface for the global analysis of the two

component mixture of AA and 2-AP (——). Also shown for compar-
ison is the χR

2 surface at 380 nm (dashed). The horizontal lines repre-
sent the Fχ values. From [187].

Figure 4.53. Emission spectra of Indole (In), 2-aminopurine (2-AP),
and anthranilic acid (AA), and of the three-component mixture. From
[187].

Table 4.6. Global Analysis of a Two-Component Mixture of
Anthranilic Acid and 2-Aminopurine Measured at Five

Emission Wavelengths: Time Domain Data

AAa 2-AP
Observa-                      τ1 = 8.35 ns τ2 = 12.16 ns

tion wave-
length (nm) α1 f1 α2 f2

360 0.117 0.089 0.883 0.911
380 0.431 0.357 0.569 0.643
400 0.604 0.528 0.396 0.472
420 0.708 0.640 0.292 0.360
440 0.810 0.758 0.190 0.242

aFor the two-component fit χR
2 = 0.92, and for the one-component fit χR

2

= 22.3.

Figure 4.54. TCSPC data for indole (In), anthranilic acid (AA), and
2-aminopurine (AP). From [187].



the deviations are randomly distributed around zero and the
values of χR

2 are near unity.
The intensity decay for indole in Figure 4.54 illustrates

the need to consider the convolution integral when using an
MCP PMT, even with a 4.41-ns decay time. At long times
the plot of log I(tk) versus time becomes nonlinear even
though there is only a single lifetime. This effect is most
visible for indole, with the shortest lifetime of 4.41 ns. This
long tail on the intensity decay is due to continued excita-
tion from the tail of the impulse response function and pos-
sibly some background emission. If one did not consider
convolution, and calculated the decay times only from the
slopes, then one would reach the erroneous conclusion that
the indole sample displayed a second long decay time.

Now consider similar data for a mixture of the three
fluorophores. The decay times range threefold from 4 to 12
ns, but this is a difficult resolution. Examination of Figure
4.55 shows that the single exponential fit (dashes) appears
to provide a reasonable fit to the data. However, the failure
of this model is easily seen in the deviations, which are
much larger than unity and not randomly distributed on the
time axis (lowest panel). The failure of the single exponen-
tial model can also be seen from the value of χR

2 = 26.45,
which according to Table 4.2 allows the single exponential
model to be rejected with high certainty. To be more specif-
ic, there is a less than a 0.1% chance (P < 0.001) that this
value of χR

2 could be the result of random error in the data.
The situation is less clear with a double exponential fit.

In this case the fitted curve overlaps the data (not shown),
χR

2 = 1.22, and the deviations are nearly random. Accord-
ing to the χR

2 data (Table 4.2), there is only a 2% chance
that χR

2 = 1.22 could result from statistical uncertainties in
the data. In practice, such values of χR

2 are often encoun-
tered owing to systematic errors in the data. For compari-
son, the systematic errors in Figure 4.27 resulted in an ele-
vation of χR

2 to a similar value. In an actual experiment we
do not know beforehand if the decay is a double, triple, or
non-exponential decay. One should always accept the sim-
plest model that accounts for the data, so we would be
tempted to accept the double exponential model because of
the weak evidence for the third decay time.

An improved fit was obtained using the triple exponen-
tial model, χR

2 = 0.93, and the deviations are slightly more
random than the two-decay-time fit. It is important to
understand that such a result indicates the data are consis-
tent with three decay times, but does not prove the decay is
a triple exponential. By least-squares analysis one cannot
exclude other more complex models, and can only state that

a particular model is adequate to explain the data. In this
case, the data are consistent with the three-exponential
model, but the analysis does not exclude the presence of a
fourth decay time.

The two- and three-decay-time fits can also be com-
pared using the ratio of χR

2 values. For this mixture the ratio
of χR

2 values was 1.31. This value can be compared with the
probability of this ratio occurring due to random deviations
in the data, which is between 5 and 10% (Table 4.3). Hence,
there is a relatively low probability of finding this reduction
in χR

2 (1.22 to 0.93) unless the data actually contained three
decay times, or was described by some model other than a
two-decay-time model. Stated alternatively, there is a 90 to
95% probability that the two-decay-time model is not an
adequate description of the sample.
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Figure 4.55. TCSPC data for a mixture of indole (In), anthranilic acid
(AA), and 2-aminopurine (AP). From [187].



One may question why there are two tests for goodness
of fit: based on χR

2 itself and based on the F statistic. The
values of χR

2 are useful when the experimental errors can be
accurately estimated, which is usually the case with TCSPC
data. In this case the value of χR

2 provides a test of both the
agreement of the measured and calculated N(tk) values, and
whether the only source of noise is Poisson photon statis-
tics. In contrast to χR

2, the F statistic can be used when the
experimental uncertainties (σk values) are not precisely
known. This is usually the case with stroboscopic, gated
detection, and streak camera measurements, in which pho-
ton counting is not used. This situation also occurs in fre-
quency-domain fluorometry, where the uncertainties in the
phase and modulation values can only be estimated. The
calculated values of χR

2 can be very different from unity
even for a good fit, because the σk

2 values may not be equal
to the values of [N(tk) – Nc(tk)]2. This is not a problem as
long as the relative values of χR

2 are known. In these cases
one uses the F statistic, or relative decrease in χR

2, to deter-
mine the goodness of fit.

For closely spaced lifetimes, the ASEs will greatly
underestimate the uncertainties in the parameters. This
underestimation of errors is also illustrated in Table 4.7,
which lists the analysis of the three-component mixture
when measured at various emission wavelengths. It is clear
from these analyses that the recovered lifetimes differ by
amounts considerably larger than the asymptotic standard
errors. This is particularly true for the fractional intensities,
for which the asymptotic standard errors are "0.001. Simi-

lar results can be expected for any decay with closely
spaced lifetimes.

4.11. INTENSITY DECAY LAWS

So far we have considered methods to measure intensity
decays, but we have not considered the forms that are pos-
sible. Many examples will be seen in the remainder of this
book. A few examples are given here to illustrate the range
of possibilities.

4.11.1. Multi-Exponential Decays

In the multi-exponential model the intensity is assumed to
decay as the sum of individual single exponential decays:

(4.27)

In this expression τi are the decay times, αi represent the
amplitudes of the components at t = 0, and n is the number
of decay times. This is the most commonly used model, but
the meaning of the parameters (αi and τi) depends on the
system being studied. The most obvious application is to a
mixture of fluorophores, each displaying one of the decay
times τi. In a multi-tryptophan protein the decay times may
be assigned to each of the tryptophan residue, but this usu-
ally requires examination of mutant protein with some of
the tryptophan residues deleted. Many samples that contain

I(t) � ∑
n

i�1
αi exp(�t / τi)
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Table 4.7. Multi-Exponential Analysis of the Three-Component Mixture of Indole, 2-Aminopurine, and Anthranilic Acid

Pre-exponential                                  Fractional                              χR
2, number

Observa-                              Lifetimes (ns)                                    factors                                        intensitiesa of exponents
tion wave-
length (nm) τ1 τ2 τ3 α1 α2 α3 f1 f2 f3 3          2          1

360 4.79 7.51 11.43 0.314 0.004 0.682 0.161 0.003 0.836 1.10 1.10 17.67

(0.10)b (1.66) (0.02) (0.001) (0.001)

380 4.29 8.37 11.53 0.155 0.622 0.223 0.079 0.617 0.304 0.93 1.22 26.45

(0.33) (0.05) (0.02) (0.001) (0.001)

400 4.99 9.50 13.48 0.180 0.722 0.098 0.099 0.755 0.146 0.96 0.97 7.88

(0.16) (0.13) (0.25) (0.001) (0.001)

420 4.32 8.54 11.68 0.072 0.658 0.270 0.034 0.618 0.348 0.93 0.34 4.97

(0.47) (0.25) (0.09) (0.001) (0.001)

440 1.70 7.94 11.07 0.037 0.580 0.383 0.007 0.517 0.476 1.02 1.04 4.14

(0.61) (0.24) (0.06) (0.001) (0.001)

afi = αiτi/Σαjτj.
bAsymptotic standard errors.



only a single fluorophore display decays more complex
than a single exponential. These data are usually interpret-
ed in terms of eq. 4.27, which then requires explanation of
the multiple decay times. If the probe can exist in two envi-
ronments, such as exposed and shielded from water, then a
decay time can be assigned to each of these states. Hence,
single-tryptophan proteins that exist in multiple conforma-
tional states may display a decay time for each state. Papers
on protein fluorescence sometimes interpret the multi-expo-
nential decays in terms of conformational distribu-
tions.195–196

The meaning of the pre-exponential factors αi are dif-
ferent for a mixture of fluorophores and for one fluorophore
displaying a complex decay. For the latter case, it is gener-
ally safe to assume that the fluorophore has the same radia-
tive decay rate in each environment. In this case the αi val-
ues represent the fraction of the molecules in each confor-
mation at t = 0, which represents the ground-state equilibri-
um. However, the meaning of the αi values is more complex
for a mixture of fluorophores. In this case the relative αi

values depend on the concentrations, absorption, quantum
yields, and intensities of each fluorophore at the observa-
tion wavelength.

Irrespective of whether the multi-exponential decay
originates with a single fluorophore or multiple fluo-
rophores, the value of αi and τi can be used to determine the
fractional contribution (fi) of each decay time to the steady-
state intensity. These values are given by

(4.28)

The terms αiτi are proportional to the area under the decay
curve for each decay time. In a steady-state measurement
one measures all the emissions irrespective of when the
photon is emitted. This is why the intensity is usually weak-
er for a short decay time and the αiτi product is smaller. For
a mixture of fluorophores, the values of fi represent the frac-
tional intensity of each fluorophore at each observation
wavelength (Tables 4.5 and 4.6). However, the recovered
values of fi may not correlate well with the expected inten-
sities due to the difficulties of resolving a multi-exponential
decay.

What are the variable parameters in a multi-exponen-
tial analysis? Typically these are the n lifetimes, and n or n
– 1 amplitudes. In most intensity decay analyses the total
intensity is not measured, and the Σαi is normalized to
unity. Also, Σfi is normalized to unity. Hence for a three-

decay-time fit there are typically five independently vari-
able parameters, three lifetimes, and two amplitudes. How-
ever, most programs require that all the amplitudes remain
variable during the fitting procedure, and the αi values are
normalized at the end of the analysis. In these cases one is
fitting to the total intensity, and there are three variable-
amplitude parameters.

And, finally, it is important to remember that the multi-
exponential model (eq. 4.27) is perhaps the most powerful
model. Almost any intensity decay, irrespective of its com-
plexity, can be fit using eq. 4.27. This means that one can
say the data are consistent with eq. 4.27, but the data can
also be consistent with many other decay laws.

When using the multi-exponential decay law it is often
useful to determine the average lifetime (τ�). The average
lifetime is given by eq. 4.3. For a two-exponential decay it
is given by

(4.29)

Occasionally one finds the "average lifetime" given by

(4.30)

which is not correct. The value of <τ> is proportional to the
area under the decay curve, and for a double-exponential
decay becomes

(4.31)

This value should perhaps be called a lifetime-weighted
quantum yield or an amplitude-weighted lifetime. There are
occasions where the value of <τ> is useful. For instance, the
efficiency of energy transfer is given by

(4.32)

where IDA(t) and ID(t) are the intensity decays of the donor
in the presence and absence of energy transfer, respective-
ly. The integrals in eq. 4.32 are proportional to the steady-
state intensities in the presence (FDA) and absence (FD) of

E � 1 �
FDA

FD
� 1 �

�IDA(t)dt

� ID(t)dt

�
∞

0

 I(t)dt � α1τ1 � α2τ2

<τ> � ∑
i

 αiτi

τ �
α1τ2

1 � α2τ2
2

α1τ1 � α2τ2
� f1τ1 � f2τ2

fi �
αiτi

∑j αjτj
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acceptor, which is given by eq. 4.31. When using the results
of a multi-exponential analysis, the transfer efficiency
should be calculated using <τ> values, since these are pro-
portional to the steady-state intensity.

4.11.2. Lifetime Distributions

There are many situations where one does not expect a lim-
ited number of discrete decay times, but rather a distribu-
tion of decay times. Such behavior may be expected for a
fluorophore in a mixture of solvents, so that a range of envi-
ronments exists. One can imagine a fluorophore being sur-
rounded by one, two, three, or more polar molecules, each
resulting in a different intensity decay. Another possibility
is a protein with many tryptophan residues, so that it is not
practical to consider individual decay times.

In such cases the intensity decays are typically ana-
lyzed in terms of a lifetime distribution. In this case the αi

values are replaced by distribution functions α(τ). The com-
ponent with each individual τ value is given by

(4.33)

However, one cannot observe these individual components
with lifetime τ, but only the entire decay. The total decay
law is the sum of the individual decays weighted by the
amplitudes:

(4.34)

where Iα(τ)dτ = 1.0.
Lifetime distributions are usually used without a theo-

retical basis for the α(τ) distribution. One typically uses
arbitrarily selected Gaussian (G) and Lorentzian (L) life-
time distributions. For these functions the α(τ) values are

(4.35)

(4.36)

where (τ�) is the central value of the distribution, σ the stan-
dard deviation of the Gaussian, and Γ the full width at half

maximum (FWHM) for the Lorentzian. For a Gaussian the
full width at half maximum is given by 2.345σ. For ease of
interpretation we prefer to describe both distributions by the
full width at half maxima. An alternative approach would
be to use α(τ) distributions that are not described by any
particular function. This approach may be superior in that it
makes no assumptions about the shape of the distribution.
However, the use of functional forms for α(τ) minimizes
the number of floating parameters in the fitting algorithms.
Without an assumed function form it may be necessary to
place restraints on the adjacent values of α(τ).

By analogy with the multi-exponential model, it is pos-
sible that α(τ) is multimodal. Then

(4.37)

where i refers to the ith component of the distribution cen-
tered at αi, and gi represents the amplitude of this compo-
nent. The gi values are amplitude factors and αi

0(τ) the
shape factors describing the distribution. If part of the dis-
tribution exists below τ = 0, then the αi(τ) values need addi-
tional normalization. For any distribution, including those
cut off at the origin, the amplitude associated with the ith
mode of the distribution is given by

(4.38)

The fractional contribution of the ith component to the total
emission is given by

(4.39)

In the use of lifetime distributions each decay time compo-
nent is associated with three variables, αi, fi and the half
width (σ or Γ). Consequently, one can fit a complex decay
with fewer exponential components. For instance, data that
can be fit to three discrete decay times can typically be fit
to a bimodal distribution model. In general, it is not possi-
ble to distinguish between the discrete multi-exponential
model (eq. 4.27) or the lifetime distribution model (eq.
4.34), so the model selection must be based on one's knowl-
edge of the system.197–199

fi �
�∞

0  αi(τ ) τdτ

�∞
0  ∑

i
 αi(τ ) τdτ

αi �
�∞

0  αi(τ )  dτ

�∞
0  ∑

i
 αi(τ )dτ

α(τ ) � ∑
i

 gi α0
i (τ ) � ∑

i
 αi(τ )

αL(τ ) �
1

π
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(τ � τ ) 2 � (Γ/2 ) 2

αG(τ ) �
1
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  exp { �

1

2
 ( τ � τ

σ
) 2 }

I(t) � �
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τ�0

 α (τ )e�t/τdτ

I(τ,t) � α(τ )e�t/τ
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4.11.3. Stretched Exponentials

A function similar to the lifetime distributions is the
stretched exponential

(4.40)

In this expression β is related to the distribution of decay
times. The function is not used frequently in biophysics but
is often found in studies of polymers when one expects a
distribution of relaxation times. In a least-squares fit, β and
τ would be the variable parameters.

4.11.4. Transient Effects

In many samples the intensity decay can be non-exponen-
tial due to phenomena which occur immediately following
excitation. This occurs in collisional quenching and in res-
onance energy transfer. In the presence of a quencher, a flu-
orophore that displays an unquenched single-exponential
lifetime will decay according to

(4.41)

In this expression b depends on the quencher concentration
and diffusion coefficient. One can fit such decays to the
multi-exponential model, but one would then erroneously
conclude that there are two fluorophore populations. In this
case a single fluorophore population gives a non-exponen-
tial decay due to rapid quenching of closely spaced fluo-
rophore–quencher pairs.

Resonance energy transfer (RET) can also result in
decays that have various powers of time in the exponent.
Depending on whether RET occurs in one, two, or three
dimensions, t can appear with powers of 1/6, 1/3, or 2
respectively. Hence we see that intensity decays can take a
number of forms depending on the underlying molecular
phenomenon. In our opinion it is essential to analyze each
decay with the model that correctly describes the samples.
Use of an incorrect model, such as the multi-exponential
model, to describe transient effects, results in apparent
parameter values (αi and τi) that cannot be easily related to
the quantities of interest (quencher concentration and diffu-
sion coefficient).

4.12. GLOBAL ANALYSIS

In Section 4.10 we indicated the difficulties of resolving the
decay times and amplitudes in a multi-exponential decay.

The parameters in the various decay functions are correlat-
ed and difficult to resolve. The resolution of correlated
parameters can be improved by the use of global analy-
sis.200–205 The procedure is to combine two or more experi-
ments in which some of the parameters are the same in all
measurements, and some are different. This can be illustrat-
ed by the emission spectra in Figure 4.53. A non-global
experiment would be to recover the values of αi and τi from
the intensity decay collected at 380 nm, where all three flu-
orophores emit. A global experiment would be to measure
the intensity decays at several wavelengths, say 360, 380,
400, and 420 nm. The multiple intensity decay curves are
then analyzed simultaneously to recover the τi values and
the αi(λ) values. The τi values are assumed to be independ-
ent of emission wavelength. In the case of global analysis
the calculation of χR

2 extends over several data sets. The
global value of χR

2 is given by

(4.42)

where the additional sum extends over the files measured at
each wavelength (λ). For the fitted functions the αi values
are different at each wavelength αi(λ) because of the differ-
ent relative contributions of the three fluorophores. The val-
ues of τi are assumed to be independent of emission wave-
length since each fluorophore is assumed to display a single
exponential decay.

It is easy to see how global analysis can improve reso-
lution. Suppose one of the intensity decays was measured at
320 nm. This decay would be almost completely due to
indole (Figure 4.53), and thus would determine its lifetime
without contribution from the other fluorophores. Since
there is only one decay time, there would be no parameter
correlation, and τ1 would be determined with good certain-
ty. The data at 320 nm will constrain the lifetime of indole
in data measured at longer wavelengths and in effect
decrease the number of variable parameters at this wave-
length. Even if the choice of wavelengths only partially
selects for a given fluorophore, the data serve to determine
its decay time and reduce the uncertainty in the remaining
parameters.

Global analysis was used to recover the lifetimes
across the emission spectrum of the three-component mix-
ture, using the decays measured from 360 to 440 nm. The
lifetime χR

2 surface for the three decay times is shown in
Figure 4.56. The expected decay time was recovered for
each of the components. However, even with a multi-wave-

χ2
R �

1

ν
 ∑

λ
 ∑
n

k�1
 

[Iλc (tk ) � Iλ(tk ) � 2

Iλ(tk )

I(t) � I0 exp(�t / τ � 2bt1/2)

I(t) � I0  exp�(�t/τ )β�
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length global analysis the uncertainties are significant. For
instance, the value of the 4.1-ns lifetime can range from
about 3.2 to 5.5 ns and still be consistent with the data.

4.13. APPLICATIONS OF TCSPC

The concepts described in the preceding sections can be
made more understandable by examination of some specif-
ic examples.

4.13.1. Intensity Decay for a Single Tryptophan
Protein

The tet repressor controls the gene in Gram-negative bacte-
ria that provides resistance to the antibiotic tetracycline.206

This protein usually contains two tryptophans, but a mutant
protein was engineered that contains a single tryptophan
residue at position 43. Intensity decays are shown in Figure
4.57. The light source was a frequency-doubled R6G dye
laser at 590 nm, frequency doubled to 295 nm. The dye
laser was cavity dumped at 80 kHz. The excitation was ver-
tically polarized and the emission detected through a polar-
izer set 54.7E from the vertical. The use of magic-angle
polarization conditions is essential in this case because the
protein can be expected to rotate on a timescale comparable
to the intensity decay. A Schott WG 320 filter was used in
front of the monochromator to prevent scattered light from
entering the monochromator, which was set at 360 nm.

The emission was detected with an XP-2020 PMT.
This PMT shows a wavelength-dependent time response
and an afterpulse. To avoid color effects the authors used a

short-lifetime reference that shifted the wavelength to the
measurement wavelength with minimal time delay.112 This
was accomplished with a solution of p-terphenyl highly
quenched by CCl4. The fact that the measurements were
performed with a dynode PMT is evident from the width of
the impulse response function, which appears to be near
500 ps. Some of this width may be contributed from the
short lifetime standard.

The intensity decay was fit to the one, two, and three
exponential models, resulting in χR

2 values of 17, 1.6, and
1.5, respectively. Rejection of the single-exponential model
is clearly justified by the data. However, it is less clear that
three decay times are needed. The ratio of the χR

2 values is
1.07, which is attributed to random error with a probability
of over 20% (Table 4.3). The fractional amplitude of the
third component was less than 1%, and the authors accept-
ed the double exponential fit as descriptive of their protein.

4.13.2. Green Fluorescent Protein:
Systematic Errors in the Data

Green fluorescent protein (GFP) spontaneously becomes
fluorescent following synthesis of its amino-acid chain.
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Figure 4.56. Global lifetime χR
2 surface for the three-component mix-

ture of In, AA, and 2-AP. From [187].

Figure 4.57. Intensity decay of trp-43 in the tet repressor protein F75
TetR at 360 nm. The calibration is 108 ps/channel. Revised and
reprinted with permission from [206]. Copyright © 1992, American
Chemical Society.



GFPs are widely used as a tag to follow gene expression.
The intensity decay of GFP was measured with 365-nm
excitation, a 1.25-MHz repetition rate, and magic-angle
polarizer conditions.207 The emission was detected above
500 nm, using an MCP PMT.

The intensity decay of GFP could be well fit to a single
exponential (Figure 4.58). The value of χR

2 is slightly ele-
vated, and not consistent with a single exponential model.
However, the value of χR

2 was not decreased by including a
second decay time (χR

2 = 1.18). Examination of the devia-
tions (lower panel) reveals the presence of systematic oscil-
lations for which a second decay time does not improve the
fit. The failure of χR

2 to decrease is typically an indication
of systematic error as the origin of the elevated value of χR

2.

4.13.3. Picosecond Decay Time

The measurement of picosecond decay times remains chal-
lenging even with the most modern instruments for TCSPC.
Figure 4.59 shows a schematic for a state-of-the-art instru-
ment.208 The primary source of excitation is a Ti:sapphire
laser, which is pumped by a continuous argon ion laser. The
repetition rate is decreased as needed by a pulse picker
(PP). Additional excitation wavelengths are obtained using
a harmonic generator (HG) for frequency doubling or
tripling, or an optical parameter oscillator (OPO). The pulse

widths were near 1 ps. This instrument has an R3809U
MCP PMT that has one of the smallest available transient
time spreads.

The lower panel in Figure 4.59 shows the intensity
decay of DASPI in methanol. DASPI has a very short decay
time in this solvent. The intensity decay is not much wider
than the IRF, which has an FWHM below 28 ps. The decay
time recovered for DASPI is 27.5 ps. Comparison of the
IRF and intensity decay of DASPI shows the need for
deconvolution. In spite of the complex profile of these
curves, they are consistent with a single-exponential decay
of DASPI with a 27.5 ps lifetime.

4.13.4. Chlorophyll Aggregates in Hexane

The intensity decay for the tryptophan residues in the tet
repressor was relatively close to a single exponential. Inten-
sity decays can be much more heterogeneous. One example
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Figure 4.58. Intensity decay of green fluorescence protein. From
[207].

Figure 4.59. Intensity decay of DASPI in methanol. The upper panel
shows a schematic of the instrument with a Ti:sapphire-OPO pump
source at 543 nm and an R3809U MPC PMT. DASPI is 2-[2-[3-
dimethylamino)phenyl]-ethyl]-N-methyl pyridinium iodide (DASPI).
Revised from [208].



is the intensity decay of chlorophyll in wet hexane solvents,
in which chlorophyll exists in a variety of aggregated
states.209 Data were obtained using a Pyridine dye laser at
760 nm, which was cavity dumped at 1 MHz and frequen-
cy doubled to 380 nm. The emission was detected at 715
nm through an interference filter. The detector was an
R2809 MCP PMT, with 6 micron channels. Even though
the excitation and emission wavelengths were far apart (380
and 715 nm), color effect corrections did not seem neces-
sary with this MCP PMT. Magic-angle polarizer conditions
were used.

The intensity decay of chlorophyll was strongly hetero-
geneous (Figure 4.60). The decay could not even be approx-
imated by a single decay time. The fit with two decay times
was much improved, reducing χR

2 from 52.3 to 1.49. A fur-
ther reduction of 40% in χR

2 occurred for the three-decay-
time fit. The two-decay-time model can be rejected because
this χR

2 ratio of 1.41 would only occur between 1 and 5%
of the time due to statistical errors in the data (Table 4.3).

Complex intensity decays with up to four lifetimes have
been reported for photosynthetic systems.210–211

4.13.5. Intensity Decay of Flavin Adenine 
Dinucleotide (FAD)

Flavin adenine dinucleotide (FAD) is a cofactor in many
enzymatic reactions. The fluorescent moiety is the flavin,
which can be quenched on contact with the adenine. In
solution FAD can exist in an open or stacked configuration.
It is known that a significant amount of quenching occurs
because cleavage of FAD with phosphodiesterase results in
a several-fold increase in fluorescence intensity.

The nature of the flavin quenching by the adenine was
studied by TCSPC.212 Data were obtained using the output
of a mode-locked argon ion laser at 457.9 nm. The detector
was an XP 2020 linear-focused PMT, resulting in a relative-
ly wide instrument response function (Figure 4.61). The
intensity decay of the flavin alone (FMN) was found to be
a single exponential with a decay time of 4.89 ns. FAD dis-
played a double-exponential decay with a component of
3.38 ns (αi = 0.46) and of 0.12 ns (α2 = 0.54). The short
decay time component was assigned to the stacked forms,
allowing calculation of the fraction of FAD present in the
stacked and open conformations. The lifetime of 3.38 ns is
thought to be due to dynamic quenching of the flavin by the
adenine moiety.
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Figure 4.60. Intensity decay of chlorophyll in wet n-hexane [209].

Figure 4.61. Intensity decays of FAD and FMN at pH 7.5, 3°C. Also
shown is the laser pulse profile. The deviations are for fits to the FAD
intensity decay. Data from [212].



4.14. DATA ANALYSIS: MAXIMUM ENTROPY
METHOD

Intensity decays of biomolecules are usually multi-expo-
nential or non-exponential. The decays can be fitted using
the multi-exponential model. However, it is difficult to

obtain an intuitive understanding of the results by examin-
ing table of αi and τi values. Analysis of the decays in terms
of lifetime distribution (Section 4.11.2) is often useful for
visualizing the decay. However, when using NLLS the life-
time distribution analysis is usually performed in terms of
assumed shape functions (eqs. 4.35 and 4.36). Analysis
using the maximum entropy method (MEM) allows recov-
ery of lifetime distributions without assumptions about the
shape of the components.

The MEM is mathematically complex213–216 and the fit-
ting criteria somewhat subjective. Most of the published
analyses were performed using commercial algorithms
which are not completely explained. Nonetheless, the MEM
is now widely utilized and provides insight into complex
intensity decays.

The MEM is based on maximizing a function called
the Skilling-Jaynes entropy function:

(4.43)

In this expression α(τ) is the recovered distribution and
m(τ) is an assumed starting model that is flat in log τ space.
The MEM method is not used alone, but the fits are per-
formed while calculating χR

2 according to eq. 4.22 to
ensure that the recovered distribution is consistent with the
data. In contrast to NLLS there does not appear to be a well-
defined stopping point for the MEM analysis. The analysis
is stopped when χR

2 does not decrease more than 2% for 20
interactions. The MEM is advantageous because it provides
smooth α(τ) spectra that have enough detail to reveal the
shape of the distribution. The MEM method is claimed to
not introduce α(τ) components unless they are needed to fit
the data.

An example of an MEM analysis is shown in Figure
4.62 for domain III of Annexin V. Annexins are peripheral
membrane proteins that interact with negatively charged
phospholipids. Annexins can become inserted into mem-
branes (Figure 4.62), so the tryptophan intensity decays are
expected to be dependent on the presence of phospholipids.
This domain of Annexin V contains a single tryptophan
residue at position 187 (W187). The intensity decays of
W187 were measured by TCSPC. The excitation source
was synchrotron radiation that appeared as pulses at 13.6
MHz with a pulse width of 1.4 ns.215 The maximum entropy
analysis shows a shift from a dominant component near 0.9
ns in the absence of membrane to a longer-lived component

S � �
∞

0

α(τ ) � m(τ ) � α(τ )   log 

α(τ )
m(τ )

 dτ
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Figure 4.62. Lifetime distribution of Annexin V Domain III in the
presence of phospholipid at various lipid-to-protein molar ratios
(L/P). The lipid was an 80/20 molar ratio of DOPC and DOPS, where
S indicates serine. Revised from [214]. The upper panel shows a
schematic of Annexin insertion into membranes. Reprinted with per-
mission from [218].



near 6 ns in the presence of lipid. It is easier to visualize the
effects of lipid from the distributions than from a table of
parameter values.

Lifetime distributions and the MEM are also useful in
visualizing the effects of observation wavelength on inten-
sity decays.219 The immunophilin FKBP59-1 contains two
tryptophan residues, one buried and one exposed to the sol-
vent (Chapter 16 and 17). The intensity decays are visually
similar on the short (310 nm) and long (380 nm) sides of the
emission spectrum (Figure 4.63). The difference between
the decays are much more apparent in lifetime distributions
recovered from the maximum entropy analysis (Figure
4.64). An excellent monograph has recently been published
on TCSPC [220]. Readers are encouraged to see this book
for additional details on TCSPC.
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PROBLEMS

P4.1. Calculation of Lifetimes: Use the data in Figures 4.1 and
4.2 to estimate the lifetime from the time-domain data,
and from the phase and modulation.

P4.2. Fractional Intensity of Components in the Tryptophan
Intensity Decay: At pH 7, tryptophan displays a double-
exponential intensity decay. At 320 nm the intensity
decay low is I(t) = 0.19 exp(–t/0.62 ns) + 0.81
exp(–t/3.33 ns). What is the fractional contribution of
the 0.62-ns component to the steady-state intensity at
320 nm?

P4.3. Stacking Equilibrium in Flavin Adenine Dinucleotide:
Use the intensity decays and lifetimes in Figure 4.61 to
calculate the collisional rate between the flavin and ade-
nine groups in FAD.

P4.4. Average Lifetime: Suppose that a protein contains two
tryptophan residues with identical lifetimes (τ1 = τ2 = 5
ns) and pre-exponential factors (α1 = α2 = 0.5). Now
suppose that a quencher is added such that the first tryp-
tophan is quenched tenfold in both lifetime and steady-
state intensity. What is the intensity decay law in the
presence of quencher? What is the average lifetime (τ�)
and the lifetime-weighted quantum yield (<τ>)? Explain
the relative values.

P4.5. Decay Associated Spectra: Tables 4.5 and 4.6 list the
results of the multi-exponential analysis of the two-com-
ponent mixture of anthranilic acid (AA) and 2-aminop-
urine (2-AP). Use these data to construct the decay asso-
ciated spectra. Explain the results for the DAS recovered
from the non-global (Table 4.5) and global (Table 4.6)
analysis.
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P4.6. Data Acquisition Times Using TCSPC With Microsec-
ond Decay Times: Calculate the time needed to acquire
the data in Figure 4.45. Assume the lifetime of
[Ru(bpy)3]2+ is 400 ns and that one photon is detected
for each excitation pulse. Calculate the data acquisition
time to obtain the same data using TCSPC with the same
pulse repetition rate and a 1% count rate.

P4.7. Data Acquisition Times Using TCSPC With Nanosecond
Decay Times: Suppose the lifetime of a fluorophore is 4
ns. Determine the conditions needed for TCSPC. Calcu-

late the time required to count 4 x 106 photons with 1
photon counted per 100 excitation pulses. Consider dead
times of 2 :s and 120 ns.

P4.8. Calculation of Fractional Intensities and Pre-Exponen-
tial Factors: Suppose two compounds have equal quan-
tum yields but different lifetimes of τ1 = 1 :s and τ2 = 1
ns. If a solution contains an equimolar amount of both
fluorophores, what is the fractional intensity of each flu-
orophore?
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In the preceding chapter we described the theory and instru-
mentation for measuring fluorescence intensity decays
using time-domain measurements. In the present chapter
we continue this discussion, but describe frequency-domain
fluorometry. In this method the sample is excited with light
that is intensity modulated at a high frequency comparable
to the reciprocal of the lifetime. When this is done, the
emission is intensity modulated at the same frequency.
However, the emission does not precisely follow the excita-
tion, but rather shows time delays and amplitude changes
that are determined by the intensity decay law of the sam-
ple. The time delay is measured as a phase angle shift
between the excitation and emission, as was shown in Fig-
ure 4.2. The peak-to-peak height of the modulated emission
is decreased relative to the modulated excitation, and pro-
vides another independent measure of the lifetime.

Time-resolved measurements, whether performed in
the time domain or in the frequency domain, provides infor-
mation about intensity decay of the sample. Samples with
multiple fluorophores typically display multi-exponential
decays. Even samples with a single fluorophore can display
complex intensity decays due to conformational hetero-
geneity, resonance energy transfer, and transient effects in
diffusive quenching or fluorophore–solvent interactions, to
name just the most common origins. The goal of the time-
resolved measurement is to determine the form of the inten-
sity decay law, and to interpret the decay in terms of molec-
ular features of the sample.

Intensity decays can be single-exponential, multi-expo-
nential, or non-exponential. Irrespective of the complexity
of the decay, one can always define a mean or apparent
decay time. For a single exponential decay in the time
domain the actual lifetime is given by this the time when the
intensity decays to 1/e of its initial value. For a multi-expo-
nential decay, the 1/e time is typically not equal to any of
the decay times. In the frequency domain an apparent life-
time (τφ) determined from the phase angle (φω) or the appar-

ent lifetime (τm) determined from the modulation (mω, eqs.
4.5 and 4.6). The apparent lifetimes are characteristic of the
sample, but do not provide a complete description of the
complex intensity decay. The values of τφ and τm need not
be equal, and each value represents a different weighted
average of the decay times displayed by the sample. In gen-
eral, the apparent lifetime depends on the method of meas-
urement. The earlier literature on time-resolved fluores-
cence often describes apparent lifetimes. At present, there
are relatively few reports of only the mean decay times.
This is because the mean lifetimes represent complex
weighted averages of the multi-exponential decay. Quanti-
tative interpretation of mean decay times is usually difficult
and the results are often ambiguous.

Prior to 1983, frequency-domain fluorometry allowed
determination of mean lifetime, but was not able to resolve
complex intensity decays. This limitation was the result of
phase-modulation fluorometers, which only operated at
one, two, or three fixed light modulation frequencies. The
resolution of a complex decay requires measurements at a
number of modulation frequencies that span the frequency
response of the sample. While several variable-frequency
instruments were described prior to 1983, these were not
generally useful and were limited by systematic errors. The
first generally useful variable frequency instrument was
described in the mid 1980s.1–2 These instruments allowed
phase and modulation measurements from 1 to 200 MHz.
These designs are the basis of currently available instru-
ments. Frequency-domain fluorometry is now in wide-
spread use,3–9 and instruments are commercially available.
Frequency-domain fluorometers are now routinely used to
study multi-exponential intensity decays, and non-exponen-
tial decays resulting from resonance energy transfer, time-
dependent solvent relaxation, and collisional quenching.

In this chapter we describe the instrumentation for FD
measurements and the theory used to interpret the experi-
mental data. We will describe examples that illustrate the
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applications of the FD method for the resolution of complex
decay kinetics. We describe the present state-of-the-art
instrumentation, which allows FD data to be obtained to 10
GHz, depending upon the photodetector and associated
electronics. We will describe the newer simple FD instru-
mentation based on laser diodes (LD) or light-emitting
diodes (LED) as the excitation source.

The objective of both the time- and frequency-domain
measurements is to recover the parameters describing the
time-dependent decay. Assume that the sample is excited
with a δ-function pulse of light. The resulting time-depend-
ent emission is called the impulse response function, which
is often represented by the multi-exponential model:

(5.1)

In this expression the values of αi are the pre-exponential
factors and the τi values the decay times.

If the emission decays with a single decay time (Figure
5.1), it is rather easy to measure the decay time with good
accuracy. If the single decay time is long relative to the
excitation pulse, then log I(t) decays linearly versus time,
and the decay time is easily obtained from the slope. The
more difficult task is recovery of multiple decay times,
which is illustrated for two widely spaced decay times in
Figure 5.1 (5 and 20 ns). In this case, log I(t) does not decay
linearly with time. Unfortunately, decay times of the emis-
sion from macromolecules are often more closely spaced
than the fivefold difference shown in Figure 5.1, and reso-
lution of the decay times becomes increasingly difficult as

the decay times become more closely spaced. If the decay
times are spaced by 20% (e.g., 5 and 6 ns or 10 and 12 ns),
it is difficult to visually distinguish a single-exponential
decay from a double-exponential decay. In fact, such close-
ly spaced decay times cannot usually be resolved using TD
or FD measurements. It is generally difficult to resolve
sums of exponentials because the parameters describing the
decay are highly correlated. Hence, one requires a high sig-
nal-to-noise ratio, or equivalently a large number of pho-
tons, to recover the multiple decay times with reasonable
confidence.

It is valuable to understand how a multi-exponential
decay is related to the steady-state intensity of the same
sample. The fraction of the intensity observed in the usual
steady-state measurement due to each component in the
multi-exponential decay is

(5.2)

The contribution of any decay component to the steady-
state intensity is proportional to the ατ product for this
component. This can be understood by visualizing the area
under an intensity decay, which is proportional to the ατ
product (Figure 5.1).

Intensity decays are routinely analyzed in terms of the
multi-exponential model. However this does not mean that
the values of αi and τi have any physical meaning. The
multi-exponential model is very powerful and able to
account for almost any decay law. Depending upon the
sample, the values of αi and τi may have direct or indirect
molecular significance. For a mixture of two fluorophores,
each of which displays a single decay time, τi are the decay
times of the two fluorophores, and fi are the fractional con-
tributions of each fluorophore to the total emission. In many
circumstances there is no obvious linkage between the αi

and τi values and the molecular features of the sample. For
instance, non-exponential decays occur due to transient
effects in quenching, or due to distributions of donor–
acceptor distances. These intensity decays can usually be
satisfactorily fit by the multi-exponential model, for such
decays it is difficult to relate the values of αi and τi to the
molecular parameters of the sample.

5.1. THEORY OF FREQUENCY-DOMAIN 
FLUOROMETRY

In frequency-domain fluorometry the excitation source and
measurements are rather different than for time-domain

fi �
αiτi

∑j αjτj

I(t) � ∑
i

 αi e� t/τi
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Figure 5.1. Impulse response function for decay times of 5 and 20 ns,
and for a multi-exponential decay with the same decay times.



measurements. In time-domain measurements the excita-
tion source is a pulsed light source. In frequency-domain
measurements the excitation is an intensity-modulated light
source.3 Because of the time lag between absorption and
emission, the emission is delayed in time relative to the
modulated excitation (Figure 5.2). The delay is measured as
a phase shift φω between the excitation and emission, where
ω is the modulation frequency in radians/s. The finite time
response of the sample also results in demodulation of the
emission by a factor mω. The finite lifetime of the excited

state prevents the emission from precisely following the
excitation. This results in a decrease in the peak-to-peak
amplitude of the modulated emission, which is measured
relative to the modulated excitation (Figure 5.2).

The phase shift and modulation of the emission depend
on the relative values of the lifetime and the light modula-
tion frequency. This is shown in Figure 5.3 for a decay time
of 5 ns and modulation frequencies of 2.5, 25, and 250
MHz. As the light modulation frequency increases, the
phase shift of the emission increases and the modulation of
the emission decreases. The dependence of the phase angle
φ and modulation m on the light modulation frequency is
used to recover the intensity decay of the sample.

The origin of the phase shift and demodulation can be
understood by considering the time-dependent excitation
intensity and the time of intensity decay of the fluorophore.
Figure 5.4 shows a 10-ns intensity decay superimposed on
the modulated excitation. Consider the fluorophores that
are excited when the intensity is at its maximum (t = 0). If
the modulation frequency is 2.5 MHz, a full cycle is 400 ns
long. On this timescale the intensity decay is barely visible.
For this reason the emission closely follows the excitation
with a minimal phase shift and nearly complete modulation.
Now consider modulation at 250 MHz, where a cycle is 4
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Figure 5.2. Definitions of the phase angle and modulation of emis-
sion. The assumed decay time is 5 ns and the light modulation fre-
quency is 80 MHz.

Figure 5.3. Emission of a 5-ns decay time fluorophore in response to
sinusoidally modulated excitation at 2.5, 25, and 250 MHz.

Figure 5.4. Comparison of a 5-ns intensity decay with light modula-
tion frequencies of 2.5, 25, and 250 MHz. The time axis of the inserts
are the same as for the modulated intensity.



ns long. In this case the molecules excited at the peak of the
intensity continue to emit during the entire modulation
cycle. This results in an averaging of the decay across the
peaks and valleys of the excitation. This averaging results in
the phase shift and decrease in modulation of the emission.
At an intermediate modulation frequency of 25 MHz some
averaging occurs, but to a lesser extent than at 250 MHz.

In FD measurements the phase angle and modulation
are measured over a wide range of frequencies. These data
are called the frequency response of the sample. The char-
acteristic features of the frequency response of a sample are
illustrated in Figure 5.5 (top) for a single exponential decay.
As the light modulation frequency is increased the phase
angle increases from 0 to 90E. At first glance the 90E phase
angle limit is counterintuitive. For a time delay of the type
available from an optical delay line, the phase shift can
exceed 90E and reach any arbitrary value. For a single expo-
nential or multi-exponential decay, the maximum phase
angle is 90E. Hence the phase angle displayed by any sam-
ple is some fraction of 90E, independent of the modulation
frequency. Only under special circumstances can the phase
angle exceed 90E (Chapter 17).

The modulation of the emission also depends on the
modulation frequency of the incident light. As the frequen-
cy increases the modulation decreases from 1.0 to 0. The

modulation of the emission is zero when the frequency is
much larger than the emission rate. In presenting frequen-
cy-domain data, the modulation frequency on the x-axis
(Figure 5.5) is usually described in cycles/s (Hz or MHz).
The circular modulation frequency (ω = 2π x Hz) in radi-
ans/s is used for calculations.

The shape of the frequency response is determined by
the number of decay times displayed by the sample. If the
decay is a single exponential (Figure 5.5, top), the frequen-
cy response is simple. One can use the phase angle or mod-
ulation at any frequency to calculate the lifetime. For a sin-
gle-exponential decay, the phase and modulation are relat-
ed to the decay time (τ) by

(5.3)

and

(5.4)

The derivation of eqs. 5.3 and 5.4 is given in Section 5.11.
For the 10-ns decay time, the phase shift at 20 MHz is
51.5E, and the emission is demodulated by a factor of 0.62
relative to the excitation. At a modulation frequency of 100
MHz the phase angle increases to 81E, and the modulation
decreases to 0.16. Most samples of interest display more
than one decay time. In this case the lifetimes calculated
from the value of φω or mω, measured at a particular fre-
quency, are only apparent values and are the result of a
complex weighting of various components in the emission
(Section 5.10). For such samples it is necessary to measure
the phase and modulation values over the widest possible
range of modulation frequencies.

The frequency response has a different shape for a
multi-exponential decay (Figure 5.5, bottom). In this simu-
lation the assumed decay times are 2.5 and 10 ns. The shape
of the frequency response is used to determine the form of
the intensity decay. This is generally accomplished using
nonlinear least-squares procedures.10–13 The fitting proce-
dure is illustrated by the solid and dashed lines in Figure
5.5. For the single-exponential decays shown in the top half
of the figure, it is possible to obtain a good match between
the data (!) and the curves calculated using the single-
exponential model (solid line). For a double-exponential
decay, as shown in the bottom half of the figure, the data
cannot be matched using a single-decay time fit, represent-
ed by the dashed lines. However, the complex frequency
response is accounted for by the double-exponential model,

mω � (1 � ω2τ2 )�1/2

 tan φω � ωτ
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Figure 5.5. Simulated frequency-domain data for single- (top) and
double- (bottom) exponential decays. The phase angle increases and
the modulation decreases with increasing modulation frequency. The
datapoints indicate the simulated data. Top: The solid lines show the
best fits to a single decay time. Bottom: The dashed and solid lines
show the best single- and double-exponential fits, respectively.



represented by the solid lines, with the expected decay
times (2.5 and 10 ns) and fractional intensities (f1 = f2 = 0.5)
being recovered from the least-squares analysis.

The range of modulation frequencies needed to recov-
er the intensity decay depends on the lifetimes. The useful
modulation frequencies are those where the phase angle is
frequency dependent, and there is still measurable modula-
tion (Figure 5.6). Most fluorophores display lifetimes near
10 ns, so that modulation frequencies are typically near
2–200 MHz. If the decay time is near 100 ps, higher mod-
ulation frequencies near 2 GHz are needed. For longer
decay times of 1 to 10 :s the modulation frequencies can
range from 10 kHz to 1 MHz. As the modulation frequency
increases, the modulation of the emission decreases. Hence
it becomes more difficult to measure the phase angles as
they approach 90E.

5.1.1. Least-Squares Analysis of 
Frequency-Domain Intensity Decays

The procedures used to analyze the frequency-domain data
are analogous to those used for TCSPC. The frequency-

domain data are usually analyzed by the method of nonlin-
ear least squares.10–13 The measured data are compared with
values predicted from a model, and the parameters of the
model are varied to yield the minimum deviations from the
data. The phase and modulation values can be predicted for
any decay law. This is accomplished using sine and cosine
transforms of the intensity decay I(t):

(5.5)

(5.6)

where ω is the circular modulation frequency (2π times the

modulation frequency in Hz). The denominator J =

normalizes the expression for the total intensity

of the sample. These expressions are valued for any intensi-

ty decay law, whether the decay is multi-exponential or

non-exponential. Non-exponential decay laws can be trans-

formed numerically. For a sum of exponentials the trans-

forms are12–13

(5.7)

(5.8)

For a multi-exponential decay J = Eiαiτi, which is propor-
tional to the steady-state intensity of the sample. Because of
this normalization factor one can always fix one of the
amplitudes (αi or fi) in the analysis of frequency-domain
data. The calculated frequency-dependent values of the
phase angle (φcω) and the demodulation (mcω) are given by

(5.9)

(5.10)

In the least-squares analysis the parameters (αi and τi) are
varied to yield the best fit between the data and the calcu-

mcω � (N2
ω � D2

ω) 1/2

 tan φcω � Nω/Dω

Dω � ∑
i

αiτi
(1 � ω2τ2

i ) / ∑
i

αiτi

Nω � ∑
i

αiω τ2
i

(1 � ω2τ2
i ) / ∑

i
αiτi

� ∞
0  I(t)  dt

Dω �
�∞

0  I(t)  cos ωt dt

�∞
0  I(t)  dt

Nω �
�∞

0  I(t)  sin ωt dt

�∞
0  I(t)  dt
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Figure 5.6. Relationship between the decay time and the useful range
of light modulation frequencies.



lated values, as indicated by a minimum value for the good-
ness-of-fit parameters χR

2:

(5.11)

where ν is the number of degrees of freedom. The value of
ν is given by the number of measurements, which is typi-
cally twice the number of frequencies minus the number of
variable parameters. The subscript c is used to indicate cal-
culated values for assumed values of αi and τi, and δφ and
δm are the uncertainties in the phase and modulation values,
respectively. Unlike the errors in the photon-counting
experiments (Chapter 4), these errors cannot be estimated
directly from Poisson statistics.

The correctness of a model is judged based on the val-
ues of χR

2. For an appropriate model and random noise, χR
2

is expected to be near unity. If χR
2 is sufficiently greater

than unity, then it may be correct to reject the model. Rejec-
tion is judged from the probability that random noise could
be the origin of the value of χR

2.10,11 For instance, a typical
frequency-domain measurement from this laboratory con-
tains phase and modulation data at 25 frequencies. A dou-
ble-exponential model contains three floating parameters
(two τi and one αi), resulting in 47 degrees of freedom. A
value of χR

2 equal to 2 is adequate to reject the model with
a certainty of 99.9% or higher (Table 4.2).

In practice, the values of χR
2 change depending upon

the values of the uncertainties (δφ and δm) used in its cal-
culation. The effects of selecting different values of δφ and
δm has been considered in detail.12–13 The fortunate result is
that the recovered parameter values (αi and τi) do not
depend strongly on the chosen values of δφ and δm. The
parameter values can be expected to be sensitive to δφ and
δm if the data are just adequate to determine the parameter
values, that is, at the limits of resolution.

For consistency and ease of day-to-day data interpreta-
tion we use constant values of δφ = 0.2E and δm = 0.005.
While the precise values may vary between experiments,
the χR

2 values calculated in this way indicate to us the
degree of error in a particular data set. For instance, if a par-
ticular data set has poor signal-to-noise, or systematic
errors, the value of χR

2 is elevated even for the best fit. The
use of fixed values of δφ and δm does not introduce any
ambiguity in the analysis, as it is the relative values of χR

2

that are used in accepting or rejecting a model. We typical-
ly compare χR

2 for the one-, two-, and three-exponential
fits. If χR

2 decreases twofold or more as the model is incre-

mented, then the data probably justify inclusion of the addi-
tional decay time. According to Table 4.3, a ratio of χR

2 val-
ues of 2 is adequate to reject the simpler model with a 99%
certainty. It should be remembered that the values of δφ and
δm might depend upon frequency, either as a gradual
increase in random error with frequency, or as higher-than-
average uncertainties at discrete frequencies due to interfer-
ence or other instrumental effects. In most cases the recov-
ered parameter values are independent of the chosen values
of δφ and δm. However, caution is needed as one approach-
es the resolution limits of the measurements. In these cases
the values of the recovered parameters might depend upon
the values chosen for δφ and δm.

The values of δφ and δm can be adjusted as appropri-
ate for a particular instrument. For instance, the phase data
may become noisier with increasing modulation frequency
because the phase angle is being measured from a smaller
signal. One can use values of δφ and δm which increase
with frequency to account for this effect. In adjusting the
values of δφ and δm, we try to give equal weight to the
phase and modulation data. This is accomplished by adjust-
ing the relative values of δφ and δm so that the sum of the
squared deviations (eq. 5.11) is approximately equal for the
phase and modulation data.

Another way to estimate the values of δφ and δm is
from the data itself. The phase and modulation values at
each frequency are typically an average of 10 to 100 indi-
vidual measurements. In principle, the values of δφ and δm
are given by the standard deviation of the mean of the phase
and modulation, respectively. In practice we find that the
standard deviation of the mean underestimates the values of
δφ and δm. This probably occurs because the individual
phase and modulation measurements are not independent of
each other. For simplicity and consistency, the use of con-
stant values of δφ and δm is recommended.

In analyzing frequency-domain data it is advisable to
avoid use of the apparent (τφ) or modulation (τm) lifetimes.
These values are the lifetimes calculated from the measured
phase and modulation values at a given frequency. These
values can be misleading, and are best avoided. The charac-
teristics of τφ and τm are discussed in Section 5.10.

5.1.2. Global Analysis of Frequency-Domain Data

Resolution of closely spaced parameters can be improved
by global analysis. This applies to the frequency-domain
data as well as the time-domain data. The use of global
analysis is easiest to visualize for a mixture of fluorophores

χ2
R �

1

ν ∑
ω

[ φω � φcω
δφ

] 2

�
1

ν ∑
ω

[ mω � mcω

δm
] 2
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each displaying a different emission spectrum. In this case
the intensity decay at each wavelength (λ) is given by

(5.12)

where the values of αi(λ) represent the relative contribution
of the ith fluorophore at wavelength λ. The frequency
response is typically measured at several wavelengths
resulting in wavelength-dependent values of the phase
angle φω(λ) and the modulation mω(λ). In this case the val-
ues of Nω

λ and Dω
λ depend on the observation wavelength,

and are given by

(5.13)

(5.14)

The wavelength-dependent data sets can be used in a glob-
al minimization of χR

2:

(5.15)

where the sum now extends over the frequencies (ω) and
wavelengths (λ). Typically the values of τi are assumed to
be independent of wavelength and are thus the global
parameters. The values of αi(λ) are usually different for
each data set, that is, are non-global parameters. The data
are normalized at each wavelength, allowing one of the
amplitudes at each wavelength to be fixed in the analysis.

It is important to estimate the range of parameter val-
ues that are consistent with the data. As for TCSPC, the
asymptotic standard errors (ASEs) recovered from least-
square analysis do not provide a true estimate of the uncer-
tainty, but provide a significant underestimation of the
range of parameter values which is consistent with the data.
This effect is due to correlation between the parameters,
which is not considered in calculation of the asymptotic
standard errors. Algorithms are available to estimate the
upper and lower bounds of a parameter based on the extent

of correlation.14–16 If the analysis is at the limits of resolu-
tion we prefer to examine the χR

2 surfaces. This is accom-
plished just as for the time-domain data. Each parameter
value is varied around its best fit value, and the value of χR

2

is minimized by adjustment of the remaining parameters.
The upper and lower limits for a parameter are taken as
those which result in an elevation of the FP value expected
for one standard deviation (P = 0.32) and the number of
degrees of freedom (Section 5.7.1).

5.2. FREQUENCY-DOMAIN INSTRUMENTATION

5.2.1. History of Phase-Modulation 
Fluorometers

The use of phase-modulation methods for measurements of
fluorescence lifetimes has a long history.17 The first lifetime
measurements were performed by Gaviola in 1926 using a
phase fluorometer.18 The first suggestion that phase angle
measurements could be used for measuring fluorescence
lifetimes appears to have been made even earlier in 1921.19

The use of phase delays to measure short time intervals
appears to have been suggested even earlier, in 1899.20

Hence, the use of phase shifts for timing of rapid processes
has been recognized for 100 years. Since the pioneering
measurements by Gaviola18 a large number of phase-modu-
lation instruments have been described. These include an
instrument by Duschinky in 1933,21 and an instrument of
somewhat more advanced design described by Szymonows-
ki22, on which many of Jablonski's early measurements
were performed. Phase fluorometers have been described
by many research groups.23–53 The first generally useful
design appeared in 1969.41 This instrument used a Debye-
Sears ultrasonic modulator42–43 to obtain intensity-modulat-
ed light from an arc lamp light source. The use of the
Debye-Sears modulator has been replaced by electrooptic
modulators in current FD instruments. However, an impor-
tant feature of this instrument41 is the use of cross-correla-
tion detection (Section 5.11.2). The use of this radio fre-
quency mixing method simplified measurement of the
phase angles and modulation values at high frequencies,
and allowed measurement of the phase angle and modula-
tion with relatively slow timing electronics.

The primary technical factor limiting the development
of frequency-domain fluorometers was the inability to
obtain intensity-modulated light over a range of modulation
frequencies. Debye-Sears modulators are limited to operat-
ing at the frequency of the crystal, or multiples thereof.
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Consequently, the early phase-modulation fluorometers
operated at only one to three fixed modulation frequencies.
The limited data these instruments provided were adequate
for measuring mean decay times, or for detecting the pres-
ence of a complex decay. However, the data at a limited
number of modulation frequencies were not generally use-
ful for resolution of the parameters describing multi- or
non-exponential decays.

As has occurred for TCSPC, pulsed-laser diodes
(LDs), and light-emitting diodes (LEDs) are becoming the
preferred excitation source. The output of the LDs and
LEDs can be modulated directly by the electrical input.
This eliminates the need for the electrooptic modulator,
which adds cost and complexity to the FD instruments.

5.2.2. An MHz Frequency-Domain Fluorometer

Frequency-domain fluorometers are now in widespread use.
Most designs are similar to that shown in Figure 5.7. The
main differences are the laser light source, the light modu-
lator, and the associated radio-frequency electronics. With-
out the use of LDs or LEDs it is difficult to obtain light
modulation over a wide range of frequencies. Amplitude
modulation of laser sources over a continuous range of fre-
quencies to 200 MHz is possible with electrooptic modula-
tors. Light can also be modulated with acoustooptic modu-
lators. However, acoustooptic modulators provide modula-
tion at discrete resonances over a limited range of frequen-

cies.54–56 Most electrooptic modulators have long narrow
optical apertures, and electrooptic modulators are not easi-
ly used with arc lamp sources. Initially, only laser sources
seemed practical for use with electrooptic modulators. Sur-
prisingly, it is now possible to use electrooptic devices to
modulate arc lamps to 200 MHz, which is done in commer-
cial FD instruments. The operational principles of the mod-
ulators and the electronic parts needed to construct such an
FD instrument are discussed below, along with the rationale
for selecting the various components.

The light source for an FD instrument can be almost
any continuous-wave (cw) light source or a high-repetition-
rate pulse laser. The choice of source is based on the need-
ed wavelengths and power levels. The He–Cd laser is a con-
venient cw source, providing cw output at 325 and 442 nm.
Unfortunately, these wavelengths are not suitable for exci-
tation of protein fluorescence. A very versatile source is the
Ar ion laser, which can now provide deep UV lines (-275
nm) for intrinsic fluorescent probes. However, only a limit-
ed number of UV wavelengths are available. Studies of pro-
tein fluorescence usually require 290 to 300 nm to avoid
excitation of tyrosine and to obtain high fundamental
anisotropies. These wavelengths are not available from an
argon ion laser. The argon ion laser at 514 nm is an ideal
source for pumping dye lasers. The 514 nm line can be
mode-locked to synchronously pump a picosecond dye
laser system (Section 4.4). An Nd:YAG laser can also be the
primary source, particularly for pumping dye lasers.

Appropriate electronics are needed to measure the
phase angle and modulation at high frequencies. The meas-
urements appear difficult because the resolution of multi-
exponential decays requires accuracy near 0.2E in phase
and 0.5% (0.005) in modulation, and that this accuracy
needs to be maintained from 1 to 200 MHz. In fact, the
measurements are surprisingly easy and free of interference
because of cross-correlation detection. In cross-correlation
detection the gain of the detector is modulated at a frequen-
cy offset (F + δF) from that of the modulated excitation (F).
The difference frequency (δF) is typically in the range of 10
to 100 Hz. This results in a low-frequency signal at δF that
contains the phase and modulation information in the orig-
inal high-frequency signal (Section 5.11.2). At all modula-
tion frequencies, the phase and modulation are measured at
the same low cross-correlation frequency (δF). The use of
cross-correlation detection results in the rejection of har-
monics and other sources of noise. The newer FD instru-
ments use signal processing boards that extract the values
from the digitized low-frequency signal.

164 FREQUENCY-DOMAIN LIFETIME MEASUREMENTS

Figure 5.7. Schematic representation of the variable-frequency phase-
modulation fluorometer. P, polarizer; SB, Soliel-Babinet compen-
sator; F, frequency; δF, cross-correlation frequency; PMT, photomul-
tiplier tube.



The cross-correlation method is surprisingly robust.
The harmonic content (frequency components) of almost
any excitation profile can be used if it contains frequency
components that are synchronized with the detector. Both
pulsed lasers and synchrotron radiation have been used as
modulated light sources. Pulse lasers provide harmonic
content to many gigahertz, so the bandwidth of the frequen-
cy-domain instruments is then limited by the detector and
not the light modulator (Section 5.6).

5.2.3. Light Modulators

Adjustment of the frequency-domain instruments is aided
by understanding the operating principles of light modula-
tors. Light can be modulated with high efficiency using
acoustooptic modulators, which diffract light based on a
periodic density gradient caused by sound waves. Acous-
tooptic (AO) modulators are typically resonant devices that
operate at only certain frequencies. While broadband or
variable frequency AO modulators are known, the active
area is usually small, limiting their use to focused laser
sources.

A general procedure to modulate light is provided by
the use of electrooptic (EO) modulators (Figure 5.8). EO
modulators are constructed of materials that rotate polar-
ized light when the material is exposed to an electrical
field.54–56 The modulator is placed between crossed polariz-
ers. In the absence of any voltage there is no effect on the
incident light, and no light is transmitted. If a voltage is
applied to the modulator, the electric vector of the light is
rotated and some light passes through the second polarizer.
A voltage is applied to the modulator at the desired modu-
lation frequency.

When an EO modulator is used as just described, with-
out a bias, it provides modulated light at twice the frequen-
cy of the electric field applied to the modulator. This occurs
because the optical system becomes transmissive whether
the voltage is positive or negative (Figure 5.9). However,
the amount of light transmitted is rather small. Hence, EO
modulators are usually operated with an optical or electri-
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Figure 5.8. Optical arrangement for an electrooptic modulator. P, polarizer; SB, Soliel-Babinet compensator; RF, radio frequency signal. The SB com-
pensator is replaced by an electrical DC voltage in some commercial FD instruments.

Figure 5.9. Modulated intensity from an electrooptic modulator. The
upper drawing shows the modulated intensity without an electrical or
optical bias, the lower drawing includes a λ/4 bias.



cal bias, which results in some light transmission when the
voltage applied to the modulation is zero. This can be
accomplished by the use of an optical bias (Soliel-Babinet
compensator) or an electrical bias (DC voltage). This bias
converts the linearly polarized light to circular or elliptical-
ly polarized light even if no AC voltage is applied to the
modulator. This results in partial transmission of the laser
beam in the absence of the RF voltage. Application of an
RF voltage now results in amplitude modulation of the laser
beam at the applied RF frequency (Figure 5.9). The modu-
lated light is polarized according to the orientation of the
second polarizer.

The usefulness of the EO modulator results from the
ability to rapidly change the electric field across the EO
crystal. In practice, adequate RF voltage can be applied up
to about 200 MHz, which is also the upper frequency limit
of most dynode PMTs. The EO modulators are not resonant
devices, and perform equally well at any frequency below
the upper frequency limit. However, there are several fea-
tures of EO modulators that are not ideal for use in a fre-
quency domain fluorometer. Perhaps the most serious limi-
tation is the high half-wave voltage. The half-wave voltage
is the voltage needed to rotate the electrical vector by 90E
and allow all the light to pass through the second polarizer.
Half-wave voltages for commonly used EO modulators are
1 to 7 kV, whereas the maximum practical RF peak-to-peak
voltages are near 100 volts. For this reason one can only
obtain a relatively small amount of modulation.

In frequency-domain fluorometers the extent of modu-
lation is usually increased by adjusting the optical or elec-
trical bias close to the zero transmission point. This
decreases both the AC and DC intensities, but the DC inten-
sity can be decreased to a greater extent, resulting in a larg-
er AC/DC ratio. Because of the large half-wave voltage,
crossed polarizers, and a modulator biased near zero trans-
mission, the overall efficiency of light transmission rarely
exceeds 10%.

Another disadvantage of the EO modulators is that they
generally require collimated light. They are easier to use
with lasers than with arc lamp sources. It is possible to
obtain useful amounts of modulation with an arc lamp, but
the transmission is typically less than 5%. Unfortunately,
there does not seem to be any general solution to this prob-
lem. As shown in Section 5.6, the limitations of using a
light modulator can be avoided by using intrinsically mod-
ulated light sources. These include pulsed lasers, laser
diodes, and LEDs. LEDs and LDs are now available for FD
measurements with output from 370 to 830 nm56 that can be

used to excite many extrinsic fluorophores. A pulsed sub-
nanosecond LED at 280 nm has recently been described for
TCSPC,57 so that modulated LEDs for excitation of intrin-
sic protein fluorescence should be available in the near
future.

Modulators are known that have lower half-wave volt-
ages and higher frequency limits above 1 GHz.54 These
include the longitudinal field and traveling wave modula-
tors. These devices typically have long narrow light paths
and are only suitable for use with lasers. Also, they are sen-
sitive to temperature and RF power. This instability limits
their use in frequency-domain instruments.

5.2.4. Cross-Correlation Detection

The use of cross-correlation detection is an essential feature
of the frequency-domain measurements. The basic idea is to
modulate the gain of the PMT at a frequency offset (δF)
from the light modulation frequency. The result is a low-fre-
quency signal from the PMT at frequency δF that contains
the phase and modulation information. The phase shift and
modulation of the low-frequency signal is the same as one
would have observed at high frequency. The phase and
modulation of the low-frequency signal is easily measured
using either analog or digital methods. Some FD instru-
ments use zero crossing detectors and a ratio voltmeter
(DVM) to measure these values, as was done in the early
instruments.41 In newer FD instruments the low-frequency
signal is digitized and analyzed by a fast Fourier trans-
form.58–60 It seems that digital data acquisition of the low-
frequency signal decreases the noise in the phase and mod-
ulation data by about twofold compared to the analog cir-
cuits. The equations describing cross-correlation detection
are provided in Section 5.11.2.

Cross-correlation detection provides a significant
advantage in addition to allowing low-frequency measure-
ments. The process of cross-correlation suppresses harmon-
ic or other frequencies, so that the modulation of the light
or PMT gain need not be a pure sine wave. In fact, the exci-
tation waveform can be almost any repetitive waveform,
even a laser pulse train. After cross-correlation, the phase
and modulation values are the values that would have been
observed if the modulation were perfectly sinusoidal. This
feature of harmonic suppression makes the frequency-
domain instruments easy to use. One need not be concerned
about the shape of the modulated signals, as this will be cor-
rected by cross-correlation.

166 FREQUENCY-DOMAIN LIFETIME MEASUREMENTS



5.2.5. Frequency Synthesizers

The use of cross-correlation distributions requires two fre-
quencies that are synchronized but different by a small fre-
quency δF. The cross-correlation frequency δF can be any
value, and is generally selected to be between 10 and 100
Hz. The synthesizer must provide frequencies to 200 MHz
or higher, with 1 or 0.1 Hz resolution, which is not difficult
with modern electronics. The requirements for frequency
resolution in the synthesizer can be relaxed if one uses
higher cross-correlation frequencies,61 and schemes are
being developed that use only one high-stability frequency
source.62 It seems clear that the cost of frequency-domain
instrumentation will continue to decrease.

5.2.6. Radio Frequency Amplifiers

The electrooptic modulator requires the highest reasonable
voltage, preferably 1500 volts peak-to-peak over a wide fre-
quency range. Unfortunately, this is not practical. In order
to obtain variable frequency operation the circuit is usually
terminated with a 50-ohm (S) power resistor. A 25-watt
amplifier provides only about 100 volts into 50 S, which is
why overall light transmission is low. One can usually
remove the 50-S terminating resistor, which results in a
twofold increase in voltage. The RF amplifier should be
protected from reflected power. It is important to avoid
standing waves in the amplifier to modulator cable, which
should be less than 30 cm long.

In contrast to the high power required by the light mod-
ulator, relatively little power is needed to modulate the gain
of the PMT. This amplifier is typically near 1 watt, and can
be less. In fact, we often directly use the output of the fre-
quency synthesizer without amplification for gain modula-
tion of the PMT.

5.2.7. Photomultiplier Tubes

The detector of choice for FD measurements is a PMT. The
upper frequency limit of a PMT is determined by its tran-
sient time spread, so that the same detectors that are useful
in TCSPC are useful in FD fluorometry. There is a slight
difference in that the most important feature for TCSPC is
the rise time of the pulse. For FD measurements the PMTs
with the highest frequency limits are those with the narrow-
est pulses for each photoelectron. While fast rise times usu-
ally imply narrow photoelectron pulse widths, some detec-
tors can have fast rise times with long tails.

The approximate upper frequency limits of commonly
used PMTs are listed in Table 4.1. These values are estimat-
ed based on our experience and product literature. The
upper frequency limit of the side window R928 is near 200
MHz. Much higher-frequency measurements are possible
with MCP PMTs (Section 5.7), but special circuits are
needed for cross-correlation outside of the PMT.

It is informative to examine the PMT electronics used
in a frequency-domain fluorometer (Figure 5.10), in this
case for an R928 PMT. The circuit starts with a high nega-
tive voltage of the photocathode. There is a Zener diode
(Z1) between the photocathode and first dynode. This diode
maintains a constant high 250-volt potential. With the use
of a constant high potential, the wavelength- and position-
dependent time response of the PMT is minimized. The
next dynodes are all linked by simple resistors. This allows
the gain of the PMT to be varied by changes in applied volt-
age. Capacitors are included to maintain the voltage differ-
ence during periods of transiently high illumination.

Cross-correlation is accomplished by injection of a
small RF signal at dynode 9 (D9). The voltage between D8

and D9 is held constant by the Zener diode (Z2). The aver-
age voltage between D9 and ground is adjusted by bias
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Figure 5.10. Dynode chain for an R928 photomultiplier tube used in
a frequency-domain fluorometer. Revised from [1] and reprinted with
permission from the Biophysical Society.



resistors Rb1 and Rb2. A few volts of RF signal are adequate
to obtain nearly 100% gain modulation of the PMT.

5.2.8. Frequency-Domain Measurements

When performing frequency-domain measurements it is
valuable to understand what is being measured. One per-
forms a comparison of the sample emission and scattered
light, similar to the comparison in TCSPC. The FD instru-
ments typically contain two detectors, one for the sample
and one that serves as a timing reference (Figure 5.7). The
reference PMT typically observes reflected light, scattered
light, or the emission from a short-lifetime standard. The
sample PMT is exposed alternately to the emission from
either the sample or to scattered light. The sample and scat-
tering solutions are usually in a rotating sample holder (tur-
ret) that precisely positions each solution in the same loca-
tion. Since everything else in the measurement remains the
same, any change in relative phase or modulation is due to
the intensity decay of the sample.

Because the scatterer and sample are not observed at
the same time, the phase difference and relative modulation
cannot be measured at the same time. Instead, all measure-
ments are performed relative to the reference PMT (Figure
5.11). First, the phase shift between the scatterer and refer-
ence PMT is measured. These signals are shifted by an arbi-
trary phase angle (φ1) due to the inevitable time delays in
the cables and electronic circuits. The second measurement
is the phase of the sample relative to the reference PMT.
This phase angle (φ2) contains both the arbitrary phase shift
φ1 and the value of interest, φω. The actual phase shift is
then calculated from φω = φ2 − φ1.

The modulation is measured in a similar way, except
that one typically does not measure the modulation of the
reference PMT is not measured. The modulation is deter-
mined from the AC and DC components of the sample
(B/A) and scatterer (b/a), as shown in Figure 5.2. For meas-
urement of the modulation it does not matter if one meas-
ures the peak-to-peak or RMS voltage of the modulated sig-
nal, as the method of measurement cancels in the ratio. The
modulation at the reference PMT can be used as a correc-
tion for modulation drifts in the instrument. In this case all
measured modulation values are divided by the value at the
reference PMT during each particular measurement. This
procedure is useful if the extent of modulation is changing
during the measurement due to instabilities in the modula-
tor or light source.

As described in Chapter 4 for time-domain measure-
ments, it is important to consider the effects of rotational
diffusion on the measured intensity decays. Rotational dif-
fusion can also affect the frequency-domain measurements
(Chapter 11). The use of an excitation and/or emission
monochromator results in either partially polarized excita-
tion or selective observation of one of the polarized compo-
nents of the emission. If the decay rate is comparable to the
rate of rotational diffusion, which is a situation frequently
encountered for fluorophores bound to biological macro-
molecules, then the decay of the individual polarized com-
ponents of the emission is multi-exponential. This effect is
unimportant if the rate of rotational diffusion is either much
slower or faster than the decay rate. These effects can be
canceled by use of vertically polarized excitation and an
emission polarizer oriented at 54.7E to the vertical.

5.3. COLOR EFFECTS AND BACKGROUND 
FLUORESCENCE

5.3.1. Color Effects in Frequency-Domain 
Measurements

Photomultiplier tubes can display a wavelength-dependent
time response (Section 4.6.4), which can affect the frequen-
cy-domain measurements.63–68 In frequency-domain meas-
urements the effects are somewhat more difficult to under-
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Figure 5.11. Measurement of phase shift and modulation for a modu-
lation frequency of 50 MHz, a lifetime of 5 ns, and a cross-correlation
frequency of 25 Hz. The phase angle is 57.5° and the modulation 0.54.



stand. There can be systematic errors in the phase or mod-
ulation values, and the direction of the errors is not always
intuitively obvious. Fortunately, the color effects are minor
with presently used side-window dynode PMTs, and the
effect appears to be negligible with microchannel plate
PMTs. Although no reports have appeared, it is likely that
color effects are minimal with the TO-8 compact PMTs
(Section 4.6.3.). Systematic errors due to the wavelength-
dependent time response are easily corrected using lifetime
standards.

In order to correct for a wavelength-dependent
response one uses a lifetime standard in place of the scatter-
er in the sample turret (Figure 5.7). The standard should
display a single-exponential decay of known lifetime τR.
The lifetime of the standard should be as short as possible,
typically near 1 ns, to avoid demodulation that results in
decreased precision of the phase-angle measurements.
Another advantage of short-lifetime standards is the mini-
mal effect of dissolved oxygen on the lifetimes. Short life-
times can be obtained with collisional quenching, but this is
not recommended because such samples display non-expo-
nential decays. Lifetime standards are summarized in
Appendix II. The chosen standard should absorb and emit
at wavelengths comparable to the sample, so that the sam-
ple and reference can be observed with the same emission
filter and/or monochromator setting. Under these condi-
tions the PMT observes essentially the same wavelength for
both sample and reference measurements, so the color
effects are eliminated.

The decay time of the reference results in a phase delay
(φR) and demodulation (mR) of the reference emission com-
pared to that which would have been observed using a scat-
terer with a lifetime of zero. Of course, φR and mR depend
on the modulation frequency. The measured values (φT

obs

and mT
obs) need to be corrected for this effect. The correct-

ed values are given by

(5.16)

(5.17)

where φT
obs and mT

obs are the observed values measured rel-
ative to the lifetime standard. These equations can be under-
stood by noting that the observed phase angle is smaller
than the actual phase angle due to the phase angle of the ref-
erence (φT

obs = φT – φR). Similarly, the observed modulation
is the ratio of the modulation of the sample relative to the

reference (mT
obs = mT/mR). We find this simple approach

adequate for all samples we have encountered. Somewhat
different methods have also been proposed.67–68

5.3.2. Background Correction in Frequency-
Domain Measurements

Correction for background fluorescence from the sample is
somewhat complex when using the FD method.69–70 In
time-domain measurements, correction for autofluores-
cence can be accomplished by a relatively straightforward
subtraction of the data file measured for the blank from that
measured for the sample, with error propagation of Poisson
noise if the background level is high. In the frequency
domain it is not possible to perform a simple subtraction of
the background signal. The background may be due to scat-
tered light with a zero decay time, due to impurities with
finite lifetimes, or a combination of scattered light and aut-
ofluorescence. The phase (φTB) and modulation (mTB) of the
background can be measured at each light modulation fre-
quency. However, the measured values φTB and mTB cannot
be subtracted from the sample data unless the intensities are
known and the correction is properly weighted.

Background correction of the FD data is possible, but
the procedure is somewhat complex and degrades the reso-
lution of the measurements. It is preferable to perform the
FD measurements under conditions where background cor-
rection is not necessary. If needed, the correction is per-
formed by measuring the frequency response of the back-
ground, and its fractional contribution (fB) to the steady-
state intensity of the sample. If the background level is low,
then the values of φTB and mTB have large uncertainties due
to the weak signals. However, this is not usually a problem
because if the background is low its weighted contribution
to the sample data is small, so that minimal additional
uncertainty is added to the data. If the background is larger,
its significance is greater, but it can also be measured with
higher precision.

A data file corrected for background is created by the
following procedure.66 Let

(5.18)

(5.19)

represent the sine and cosine transforms. In these equations
φTB and mTB represent the measured values for the phase

DωB � mωB  cos φωB

NωB � mωB  sin φωB

mω � mobs
ω  �  mR � mobs

ω / √1 � ω2 τ2
R

φω � φobs
ω � φR
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and modulation of the background. A least-squares fit of the
phase and modulation data for the background is performed
and for the parameter values to calculate φTB and mTB. This
latter procedure is useful if the background file is not meas-
ured at the same modulation frequencies as the sample. In
the presence of background the observed values of NT

obs

and DT
obs are given by

(5.20)

(5.21)

In these equations fB is the fraction of the total signal due to
the background, and φT and mT are the correct phase and
modulation values in the absence of background. The cor-
rected values of NT and DT are given by

(5.22)

(5.23)

In using these expressions the values of φTB and mTB are
known from the measured frequency response of the back-
ground. The value of fB is found from the relative steady-
state intensity of the blank measured under the same instru-
mental conditions and gain as the sample. Except for
adjusting the gain and/or intensity, the values of φTB and
mTB should be measured under the same conditions as the
sample. The corrected values of NT and DT can be used in
eqs. 5.9 and 5.10 to calculate the corrected phase and mod-
ulation values. An important part of this procedure is prop-
agation of errors into the corrected data file. Error propaga-
tion is straightforward but complex to describe in detail.69

5.4. REPRESENTATIVE FREQUENCY-DOMAIN
INTENSITY DECAYS

5.4.1. Exponential Decays

It is informative to examine some typical frequency-domain
measurements.71 Frequency-domain intensity decays for
anthracene (AN) and 9-cyanoanthracene (9-CA) are shown
in Figure 5.12. The samples were in equilibrium with
atmospheric oxygen. The emission was observed through a

long pass filter to reject scattered light. Magic-angle polar-
izer conditions were used, but this is unnecessary for such
samples where the emission is completely depolarized. The
excitation at 295 nm was obtained from the frequency-dou-
bled output of a rhodamine 6G dye laser, cavity dumped at
3.8 MHz. This pulse train provides intrinsically modulated
excitation over a wide range of frequencies (Section 5.6).

Experimental FD data are shown in Figure 5.12 (upper
panel). The increasing values are the frequency-dependent
phase angles (φT) and the decreasing values are the modu-
lation values (mT). The solid lines are calculated curves for
the best single-decay-time fits. In the single-exponential
model the decay time is the only variable parameter. The
shape of a single-decay-time frequency response is always
the same, except that the response is shifted to higher fre-
quencies for shorter decay times.

The lower panels show the deviations between the data
(!, ") and the fitted curve (solid line). In this case the devi-
ations are presented in units of degrees and percentage
modulation. For calculation of χR

2 the standard errors were
taken as δφ = 0.2 and δm = 0.005. The fact that the values
of χR

2 are close to unity reflects an appropriate choice for
the values of δφ and δm. In analysis of the FD data the
absolute values of χR

2 are variable due to the unknown
Dω �

Dobs
ω � fBDωB

1 � fB

Nω �
Nobs

ω � fBNωB

1 � fB

Dobs
ω � (1 � fB ) mω cos φω � fB mωB sin φωB

Nobs
ω � (1 � fB )mω sin φω � fBmωB sin φωB
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Figure 5.12. Single-exponential decays of anthracene (AN) and 9-
cyanoanthracene (9-CA). Samples were equilibrated with atmos-
pheric oxygen. δφ = 0.2 and δm = 0.005. From [71].



amounts of noise. The ratio of the χR
2 is used for testing

various models. For anthracene and 9-cyanoanthracene, the
values of χR

2 did not decrease for the two-decay-time
model, so the single-exponential model was accepted.

5.4.2. Multi-Exponential Decays of Staphylococcal
Nuclease and Melittin

Most single-tryptophan proteins display multi-exponential
intensity decays. This is illustrated for two proteins in Fig-
ure 5.13.70 The intensity decay of trp-140 in staph nuclease
is at least a double exponential. The intensity decay of trp-
19 in melittin is at least a triple-exponential decay. Under
these experimental conditions (1 M NaCl) melittin is a
tetramer, with the monomers each in the "-helical state. The
frequency responses and recovered lifetimes in Figure 5.13
are typical of many single- and multi-tryptophan proteins.

5.4.3. Green Fluorescent Protein: One- and 
Two-Photon Excitation

Green fluorescent protein (GFP) is of wide interest because
it can be used to follow gene expression. GFP spontaneous-
ly forms a highly fluorescent fluorophore after the amino-
acid backbone is synthesized. GFP is widely used in optical
microscopy and cellular imaging. In these applications GFP

is frequently excited by two-photon absorption (Chapter
18). In this process a fluorophore simultaneously absorbs
two or more long-wavelength photons to reach the first sin-
glet excited state. Two-photon excitation occurs when there
is reasonable probability of two photons being in the same
place at the same time, and thus the power density must be
rather high. Multi-photon excitation requires locally intense
excitation, and there is often concern about the stability of
the fluorophores. The stability of GFP under these condi-
tions was investigated by measuring the intensity decays
with one- and two-photon excitation.

Since GFP is a modest-sized protein (.28 kDa) the
emission is expected to be polarized. For this reason the
intensity decays were measured with magic-angle polarizer
conditions. Excitation was obtained using fs pulses from a
Ti:sapphire laser.72 A pulse picker was used to reduce the
repetition rate to near 4 MHz. For one-photon excitation the
laser pulses were frequency doubled to 400 nm. For two-
photon excitation the 800-nm output from the Ti:sapphire
laser was used directly to excite the sample. These measure-
ments used the harmonic content of the pulse train (Section
5.6). It is essential to select emission filters that reject scat-
tered light at both 400 and 800 nm. The emission was
observed through a 510-nm interference filter and a Corn-
ing 4-96 colored glass filter.

Intensity decays of proteins and labeled macromole-
cules are typically dependent on the conformation, and any
perturbation of the structure is expected to alter the decay
times. The intensity decays of GFP were found to be essen-
tially identical for one- and two-photon excitation (Figure
5.14). This indicated that GFP was not perturbed by the
intense illumination at 800 nm. The values of χR

2 are some-
what high, but did not decrease when using the two-decay-
time model. The single-decay-time model was thus accept-
ed for GFP, in agreement with one-photon excitation results
from other laboratories.73

5.4.4. SPQ: Collisional Quenching of a 
Chloride Sensor

Collisional quenching decreases the lifetime of the
quenched fluorophore (Chapter 8). This suggests that the
lifetimes can be used to determine the concentration of
quenchers. The probe SPQ (6-methoxy-N-[3-sulfopropyl]-
quinoline) is sensitive to quenching by chloride,74–76 proba-
bly by photoinduced electron transfer (Chapter 9).

Absorption and emission spectra of SPQ were shown
in Chapter 3. Frequency responses of SPQ are shown in
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Figure 5.13. Frequency responses of staph nuclease and melittin
tetramer. The data are the solid dots. The best single- (dashed) and
double- or triple-exponential fits (solid) are shown.



Figure 5.15. The frequency responses shift to higher fre-
quencies with increasing amounts of chloride, indicating a
decrease in lifetime. One can use the data to calculate the
decay times at each chloride concentration. These lifetimes
are 25.5, 11.3, 5.3, and 2.7 ns, for 0, 10, 30, and 70 mM
chloride, respectively (Problem 5.1).

5.4.5. Intensity Decay of NADH

Reduced nicotinamide adenine dinucleotide (NADH) is
known to display a subnanosecond decay time near 0.4 ns.

Its intensity decay is complex, with decay times near 0.3
and 0.8 ns.77 Frequency-domain data for NADH are shown
in Figure 5.16. The presence of more than one lifetime is
immediately evident from the failure of the single exponen-
tial fit (– – –) and the systematic deviations ("). Use of the
two decay time model resulted in a 50-fold decrease of χR

2.
The frequency-domain data for NADH illustrate a limita-
tion of the commercially available instruments. An upper
frequency of 200 MHz is too low to determine the entire
frequency response of NADH or other subnanosecond
intensity decays. For this reason FD instruments were
developed to allow measurements at higher modulation fre-
quencies.

5.4.6. Effect of Scattered Light

A critical component of any frequency-domain or time-
domain experiment should be collection of emission spec-
tra. One possible artifact is illustrated in Figure 5.17, which
shows the emission spectrum of 9,10-diphenylanthracene
(DPA) in a solution that also scattered light.69 9,10-
Diphenylanthracene was dissolved in ethanol that contained
a small amount of Ludox scatterer. When the emission is
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Figure 5.14. Frequency-domain intensity decay data for GFPuv in
0.05 M phosphate buffer, pH = 7, for one-photon excitation at 400 nm,
and for two-photon excitation at 800 nm. From [72].

Figure 5.15. Frequency-domain intensity decays of SPQ in the pres-
ence of 0, 10, 40, and 70 mM chloride.

Figure 5.16. Frequency response of NADH dissolved in 0.02 M Tris
(pH 8) 25°C. The excitation wavelength was 325 nm from an HeCd
laser, which was modulated with an electrooptic modulator. The emis-
sion filter was a Corning 0-52. For the two-component analysis f1 =
0.57 and f2 = 0.43. Revised and reprinted from [2], Copyright © 1985,
with permission from Elsevier Science.



observed without an emission filter (solid) there is a large
peak due to scattered light at the excitation wavelength of
325 nm. The presence of this scattered component would
not be recognized without measurement of the emission
spectrum, and would result in an incorrect intensity decay.

Scattered light is typically rejected from the detector
by using emission filters. In this case we used a Corning 3-
75 filter, which transmits above 360 nm (dashed). As a con-
trol measurement one should always record the emission
spectrum of the blank sample through the emission filter to
ensure scattered light is rejected. Alternatively, one can
measure the intensity of the blank through the filter to
determine that the blank contribution is negligible. In such
control measurements it is important that the blank scatters
light to the same extent as the sample. Frequently, buffer
blanks do not scatter as strongly as the sample containing
the macromolecules because of the inner filter effect pres-
ent in the sample.

It is useful to understand how scattered light can cor-
rupt the frequency-domain data. Frequency responses for
the DPA solution are shown in Figure 5.18. For these meas-
urements the excitation source was a helium-cadmium
(HeCd) laser at 325 nm. The cw output of this laser was
modulated with an electrooptic modulator, as shown in Fig-
ure 5.8. The effect of scattered light is visually evident in
the frequency-domain data. When measured without an
emission filter, the phase angles (") are considerably small-
er than expected for the single exponential decay of DPA
(!). The phase angle error becomes larger at higher fre-
quencies. It should be noted that the fractional intensity of
the background is only 15% (fB = 0.15), so that significant

errors in phase angle are expected for even small amounts
of scattered light.

It is possible to correct for background from the sam-
ple. The solid dots represent the data corrected according to
eqs. 5.18–5.23. The corrected data can be fit to a single
decay time with τ = 6.01 ns. An alternative approach is to
fit the data with scattered light to include a second compo-
nent with a lifetime near zero. This also results in a good fit
to the data, with a decay time near zero associated with fB =
0.15. However, this procedure is only appropriate if the
background is only due to scattered light. In general auto-
fluorescence will display nonzero lifetimes and nonzero
phase angles.

5.5. SIMPLE FREQUENCY-DOMAIN 
INSTRUMENTS

A large fraction of the cost of a frequency-domain instru-
ment is the light source and/or modulation optics. In
TCSPC these expensive light sources are being replaced by
LDs and LEDs. This substitution is also occurring with fre-
quency-domain instruments. For most experiments the
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Figure 5.17. Emission spectra of 9,10-diphenylanthracene (DPA) in
ethanol for excitation at 325 nm from a helium–cadmium laser. The
solvent contained a small amount of Ludox colloidal silica as the scat-
terer. The dashed line is the transmission of the Corning 3-75 filter.
Revised from [69].

Figure 5.18. Frequency-domain intensity decay of 9,10-diphenylan-
thracene in ethanol with a scatterer. The sample was in equilibrium
with dissolved oxygen. Data were measured without an emission fil-
ter (") and then corrected (!) for the scattered light using eqs.
5.18–5.23. Bottom panels: deviations from the best single exponential
fits for the data with ("), and corrected for (!) scattered light. Revised
from [69].



complex laser source can be replaced with laser diodes,78–79

and light-emitting diodes.80–86 Frequency-domain measure-
ments have also been accomplished with electrolumines-
cent devices,87 and even a modulated deuterium lamp.88

Given the rapid advances with pulsed LDs and LEDs these
devices are likely to be the dominant excitation source for
FD measurements in the near future.

5.5.1. Laser Diode Excitation

The output of laser diodes can be modulated up to several
GHz. Hence, laser diodes can be used for FD excitation
without the use of a modulator. Data are shown in Figure
5.19 for two laser dyes—IR-144 and DOTCI—which were
excited with 791- or 670-nm laser diodes, respectively (Fig-
ure 5.19). Frequency-doubled laser diodes have also been
used to obtain shorter excitation wavelengths near 400
nm.89 However, the need for frequency-doubled LDs has
diminished given the availability of LDs and LEDs with
fundamental outputs ranging from 280 to 820 nm.

5.5.2. LED Excitation

It is now known that LEDs can be modulated to several
hundred MHz.85–86 Hence, LEDs are becoming an alterna-
tive to modulated arc lamps. The modulated output of a
390-nm LED output was used to measure the 3.2-ns decay
time of green fluorescent protein (not shown) and the 11.8-
ns lifetime of 9-cyanoanthracene85 (Figure 5.20).

The use of a simple light source such as an LED is like-
ly to find use in analytical chemistry and clinical chem-
istry.84–85 This is illustrated in Figure 5.21 for the potassi-

um-sensitive probe CD 222. This probe has a lifetime of
0.15 ns in the absence of potassium and 0.67 ns in the pres-
ence of bound potassium. The frequency response could be
measured up to 300 MHz using a modulated UV LED at
373 nm. The possibility of measuring nanosecond decay
times using modulated LEDs, and the availability of a wide
range of wavelengths, suggests these light sources will be
used for low-cost FD instruments in the near future.

Another application of LEDs will be for excitation of
the longer-lived metal–ligand complexes (Chapter 20). The
LEDs are ideal because the 450-nm output is centered on
the 450-nm charge-transfer absorption of the ruthenium
complexes. The shorter wavelengths are suitable for excita-
tion of the higher-quantum-yield rhenium complexes (Fig-
ure 5.22). In this case the entire frequency response of
[Re(dpphen)(CO)3) (4-COOHPy)]+ was measured in the
absence (10.24 :s) or presence of oxygen (598 ns).84
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Figure 5.19. Frequency response for IR-144 in ethanol (open sym-
bols) and DOTCI in ethanol (filled symbols). Best one-component fits
to each data are indicated by the lines. IR-144 and DOTCI were excit-
ed with laser diodes at 790 and 670 nm, respectively. Revised and
reprinted with permission from [79], Copyright © 1992, American
Chemical Society.

Figure 5.20. Intensity decay of 9-cyanoanthracene in ethanol using
the 390-nm output of a UV LED as the excitation source. Revised
from [85].

Figure 5.21. Frequency response of the potassium probe CD 222
measured with a 373-nm LED ("). From [84].



Given the simplicity of such light sources, one can
imagine the frequency-domain fluorometer built on a card
in a personal computer. pH can be measured using lifetimes
either in standard cuvette measurements,90 or through opti-
cal fibers.91 LEDs have been used in phase fluorometric
sensors for oxygen92–93 and carbon dioxide.94 Phase-modu-

lation lifetimes have been used in HPLC to assist in the
identification and quantitation of polynuclear aromatic
hydrocarbons.95–97 Phase-modulation lifetime measure-
ments have already been used to quantify a wide variety of
clinically important analytes.98 Several companies are
already designing simple phase-modulation instruments for
use in analytical applications. Frequency-domain fluorom-
etry can now be accomplished with components no more
complex than consumer electronics.

5.6. GIGAHERTZ FREQUENCY-DOMAIN 
FLUOROMETRY

In frequency-domain measurements it is desirable to meas-
ure over the widest possible range of frequencies, so as to
examine the entire frequency response of the sample. Most
FD instruments are limited to an upper frequency near 200
MHz. This limitation arises from two components. First, it
is difficult to obtain light modulation above 200 MHz. This
limitation is due in part to the large half-wave voltages of
most electrooptic modulators. Second, many PMTs have an
upper frequency limit near 200 MHz.
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Figure 5.22. Frequency-domain intensity decays of [Re(dpphen)-
(CO)3(4-COOHPy)]+ in methanol; dpphen is 4,7-diphenyl-1,10-
phenanthroline, Py is pyridine. Excitation was 373 nm from the UV
LED. From [84].

Figure 5.23. Harmonic content frequency-domain fluorometer. PD, high speed photodiode; PS, power splitter; MCP PMT, microchannel plate pho-
tomultiplier tube; BS, beam splitter; F, pulse repetition rate of the cavity dumped dye laser; δF, cross-correlation frequency; n, number of the harmon-
ic; S, sample; R, reference or scatterer. The lower panel shows a laser pulse train and its Fourier transform. Revised from [106].



Alternative technologies are available to obtain FD
measurements at frequencies above 200 MHz. The need for
a light modulator can be eliminated by using the harmonic
frequency content of a laser pulse train. Suppose the light
source consists of a mode-locked argon ion laser and a cav-
ity-dumped ps dye laser. This source provides 5-ps pulses
with a repetition rate near 4 MHz. In the frequency domain
this source is intrinsically modulated to many gigahertz, as
shown by the schematic Fourier transform in Figure 5.23
(lower panel). The idea of using the harmonic content of a
pulse train was originally proposed for pulsed lasers99 and
later for synchrotron radiation.100–102 Pulse sources provide
intrinsically modulated excitation at each integer multiple
of the repetition rate, up to about the reciprocal of the pulse
width.103–104 For a ps dye laser the 4-MHz pulse train can be
used for frequency domain measurements at 4, 8, 12, 16
MHz, etc. These harmonics extend to GHz frequencies,
which are higher than the upper frequency limit of most
detectors.

There are significant advantages in using the pulses
from a ps laser. The cavity-dumped output of dye lasers
is rather easy to frequency double because of the high
peak power. Frequency doubling provides wavelengths
for excitation of proteins and other extrinsic probes ab-
sorbing in the UV. Importantly, when using a ps dye laser
source it is no longer necessary to use an electrooptic mod-
ulator and nearly crossed polarizers, which results in a sig-
nificant attenuation of the incident light. There appears
to be no detectable increase in noise up to 10 GHz, suggest-
ing that there is no multiplication of phase noise at the high-
er harmonics.

The second obstacle to higher frequency measurements
was the detector. The PMT in the 200-MHz instrument
(Figure 5.7) is replaced with a microchannel plate (MCP)
PMT.105–108 These devices are 10- to 20-fold faster than a
standard PMT, and hence a multi-gigahertz bandwidth was
expected. As presently designed, the MCP PMTs do not
allow internal cross-correlation, which is essential for an
adequate signal-to-noise ratio. This problem was circum-
vented by designing an external mixing circuit,105–106 which
allows cross-correlation and preserves both the phase and
the modulation data. The basic idea is analogous to Figure
5.10, except that mixing with the low-frequency signal is
accomplished after the signal exits the MCP PMT. External
cross-correlation was found to perform well without any
noticeable increase in noise.

What range of frequencies can be expected with a
pulsed-laser light source and an MCP PMT detector? For

Lorentzian-shaped pulses the harmonic content decreases
to half the low-frequency intensity at a frequency ω2 = 2 ln
2/∆t, where ∆t is the pulse width.104 For 5-ps pulses the har-
monics extend to 280 GHz, higher than the upper frequen-
cy limit of any available detector. Hence for the foreseeable
future the measurements will be limited by the detector.

The upper frequency of a detector is limited by the
pulse width due to a single photoelectron, or equivalently
the transit time spread. Hence, one expects the highest mod-
ulation frequencies to be measurable with MCP PMTs that
have the smallest transit time spread (Table 4.1). The rela-
tive power at various frequencies can be measured with a
spectrum analyzer. This was done for several PMTs using a
ps pulse train with its high harmonic content as the light
source. These results show that the side-window R928 is
most useful below 200 MHz (Figure 5.24), and cannot be
used for measurements much above about 400 MHz. The
R-1564U is a 6-micron MCP PMT, and shows a useful
response to 2 GHz. This PMT was used in the first 2-GHz
instrument.105

To obtain frequencies above 2 GHz it was necessary to
use a specially designed MCP PMT, the R-2566. The data
in Figure 5.25 are for the 6-micron version of the R-2566,
which provides measurable power to 10 GHz, and allowed
construction of a 10-GHz FD instrument.106 This MCP
PMT possesses a grid between the microchannel plates and
the anode, which serves to decrease the width of the photo-
electron pulses. In the frequency domain the upper limit of
the detector is determined by the reciprocal of the pulse
width. In TCSPC the time resolution is determined by the
rise time of the PMT, and the overall pulse width is less
important.
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Figure 5.24. Measured frequency-response of several PMTs, and a
fast photodiode (PD). Data from [107] and [108], and technical liter-
ature from Hamamatsu Inc.



Figure 5.24 shows that the photodiode provides a high-
er bandwidth than does any of the MCP PMTs. In fact, pho-
todiode detectors were used in several phase fluorometers
for measurements at high frequencies.109–112 Unfortunately,
the small active area of photodiodes results in low sensitiv-
ity, so that photodiodes are rarely used for fluorescence
spectroscopy.

The schematic for the 10-GHz instrument shown in
Figure 5.23 incorporates a ps laser as an intrinsically mod-
ulated light source, and an MCP PMT as the detector. A
photodiode (PD) is adequate as the reference detector
because the laser beam can be focused on its small active
area. The use of cross-correlation allows measurement over
the entire frequency range from 1 MHz to 10 GHz without
any noticeable increase in noise. Cross-correlation allows
measurements at any modulation frequency at the same low
cross-correlation frequency, and avoids the need to measure
phase angles and modulation at high frequencies. A valu-
able feature of cross-correlation is that the entire signal

appears at the measured frequency. Contrary to intuition,
one is not selecting one harmonic component out of many,
which would result in low signal levels. The use of cross-
correlation provides absolute phase and modulation values
as if the excitation and detector were both modulated as
sine waves. A final favorable feature of this instrument is
that the modulation can be higher than 1.0, which is the
limit for sine wave modulation. At low frequencies where
the detector is fully responsive, the modulation can be as
high as 2.0. To understand this unusual result one needs to
examine the Fourier components for a pulse train.

5.6.1. Gigahertz FD Measurements

Several examples of gigahertz FD measurements will illus-
trate the value of a wide range of frequencies. Short decay
times are needed to utilize the high-frequency capabili-
ties.113 Otherwise, the emission is demodulated prior to
reaching the upper frequency limit. A short decay time was
obtained using 4-dimethylamino-4'-bromostilbene (DBS)
in cyclohexane at 75EC (Figure 5.25). Because of the short
61-ps lifetime the phase and modulation data could be
measured to 10 GHz. The intensity decay was found to be a
single exponential.3 The vertical dashed lines illustrate how
only a fraction of the frequency response could be explored
if the upper limit was 200 MHz, or even 2 GHz. It would be
difficult to detect additional components in the intensity
decay if the data stopped at 200 MHz, which would display
a maximum phase angle of 4.4E. An important aspect of
these measurements is that no measurable color effect has
been observed in the 10 GHz measurements.106

5.6.2. Biochemical Examples of 
Gigahertz FD Data

GHz measurements may seem exotic, but such data are
often needed for studies of routine biochemical samples.
One example is NADH. At 200 MHz the data only sampled
part of the frequency response (Figure 5.16). When meas-
ured to higher frequencies one can more dramatically see
the difference between the one and two decay time fits (Fig-
ure 5.26). The decrease in χR

2 for the two decay time model
is 400-fold. While we have not performed a support plane
analysis on these data, the αi and τi values will be more
closely determined using the data extending above 200
MHz.

Another biochemical example is provided by the pep-
tide hormone vasopressin, which acts as an antidiuretic and
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Figure 5.25. Frequency response of 4-dimethylamino-4'-bromostil-
bene (DBS) up to 10 GHz. The vertical dashed lines are at 200 MHz,
2 GHz, and 10 GHz. From [3].



a vasoconstrictor. Vasopressin is a cyclic polypeptide that
contains 9 amino acids including a single tyrosine residue
at position 2. Oxytocin has a similar structure, but has a dis-
tinct physiological activity of stimulating smooth muscle
contraction. Hence there have been many efforts to use the
tyrosine emission to learn about the solution conformation
of these peptide hormones. The frequency-domain data for
vasopressin reveal a complex intensity decay (Figure
5.27).114 The decay is not even closely approximated by the
single exponential model (dashed). Fitting the data requires
three decay times of 0.17, 0.75, and 1.60 ns. These multiple
decay times could probably not be recovered if the data
were limited to 200 MHz.

MCP PMTs are moderately expensive, and their use in
FD measurements requires special circuits for cross-corre-
lation. However, the advantages of high-frequency FD data
may become available without the use of MCP PMTs.
Examination of Figures 5.26 and 5.27 indicates that consid-
erable data can be obtained if the data were available to just
1 GHz. This frequency limit can probably be reached with
the new compact PMTs, which show short transit time
spreads (Table 4.1). A dynode PMT (H5023) has already
been used up to 1 GHz.115 It seems likely that a compact
PMT such as the R74000 will be useful up to 900 MHz.
Laser diodes with 30-ps pulse widths will provide useful
harmonics up to 40 GHz.

In the near future gigahertz FD instruments will be
available based on pulsed-laser diodes and compact PMTs.

5.7. ANALYSIS OF FREQUENCY-DOMAIN DATA

Frequency-domain data is often analyzed in terms of the
multi-exponential model. As described in Chapter 4, the
amplitudes (αi) and decay times (τi) are usually strongly
correlated, so that there can be considerable uncertainty in
the values of the recovered parameters. In this section we
describe examples that show correlation between the
parameter values.

5.7.1. Resolution of  Two Widely Spaced Lifetimes

The analysis of frequency-domain data can be illustrated
using a mixture of p-terphenyl and indole. This same mix-
ture was used in Chapter 4 for TCSPC data (Figures 4.46–
4.49). The same 292-nm excitation and 330-nm emission
wavelengths were used for the frequency-domain measure-
ments as for the time-domain measurements. The decay
times of the individual fluorophores are 0.93 and 3.58 ns for
p-terphenyl and indole, respectively. For this mixture the
decay times are spaced 3.8-fold, making this a moderately
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Figure 5.26. Frequency-domain measurements of the intensity decay
of NADH up to 2-GHz. From [3].

Figure 5.27. Phase and modulation data for the vasopressin tyrosine
fluorescence intensity decay. The dashed line is the best single-expo-
nential fit, and the solid line is the best three-exponential fit. From
[114].



easy resolution. Frequency-domain intensity decay data are
shown in Figure 5.28. The presence of more than a single
decay time is evident from the shape of the frequency
response, which appears to be stretched out along the fre-
quency axis. The fact that the decay is more complex than
a single exponential is immediately evident from the
attempt to fit the data to a single decay time. The best sin-
gle decay time fit (dashed) is very poor and the deviations

are large and systematic (!, lower panels). Also, the value
of χR

2 = 384.6 is easily rejected as being too large.
Use of a two-decay-time model results in a good fit of

the calculated frequency response (Figure 5.28, solid) to the
measured phase and modulation values (!). Also, the value
of χR

2 decreases to 1.34. Use of the three-decay-time model
results in a modest reduction of χR

2 to 1.24, so that the two-
decay-time model is accepted. For this mixture the recov-
ered decay times of 0.91 and 3.51 ns closely match the life-
times measured for the individual fluorophores. The recov-
ered amplitudes and fractional intensities suggest that about
64% of the emission at 330 nm is from the indole with a
decay time of 3.51 ns (Table 5.1).

An important part of data analysis is estimating this
confidence intervals for each parameter. Most computer
programs report the asymptotic standard errors (ASEs),
which are the uncertainties calculated under the assumption
that the parameters are not correlated. The range of possible
parameters are usually 2- to 10-fold larger than that estimat-
ed from the ASEs. For this reason, examination of the χR

2

surfaces is preferred. The upper and lower limits of each
parameter are determined from the χR

2 ratio as the parame-
ter value is held fixed around the optimal value. The least-
squares analysis is then run again to obtain the lowest value
of χR

2 consistent with the fixed parameter value. This
allows calculation of the χR

2 ratios:

(5.24)

where χR
2(par) is the value of χR

2 with a parameter value
held fixed at a value different from that yielding the mini-
mum value of χR

2(min). The upper and lower bounds of
each parameter are selected as those where the χR

2 ratio
intercepts with the FP value for one standard deviation (P =
0.32) and the number of parameters (p) and degrees of free-

Fχ �
χ2

R (par)

χ2
R (min )

� 1 �  

p

m � p
 F(p,ν,P )
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Figure 5.28. Frequency-domain intensity decay data of a two-compo-
nent mixture of p-terphenyl (p-T) and indole (In) in ethanol, 20°C.
Magic-angle polarization conditions were used. The sample was in
equilibrium with air. The repetition rate was 1.9 MHz from a frequen-
cy-doubled rhodamine 6G dye laser. Emission at 330 nm was isolated
with a monochromator. The dashed line (top panel) and closed circles
(lower panels) show the best fit with one decay time. The solid curves
(top) and open circles (bottom) show the best fit with two decay times.
From [116].

Table 5.1. Multi-Exponential Analysis of a Two-Component Mixture of p-Terphenyl and Indole

Pre-ex-
ponential                           Fractional

Lifetime (ns)                            factors                              intensity                              χR
2

Sample τ1 τ2 α1 α2 f1 f2 1a 2a

p-Terphenyl 0.93 – 1.0 – 1.0 - 1.38 1.42
Indole – 3.58 – 1.0 – 1.0 1.10 1.13
Mixture 0.91 3.51 0.686 0.314 0.36 0.64 384.6 1.34b

aRefers to a two- or one-component fit. δφ = 0.2 and δm = 0.005. From [116].
bThe value of χR

2 for the three-decay-time fit for the mixture was 1.24.



dom (ν = m – p). It is useful to consider some representa-
tive values for the ratio of χR

2 values. For the two-compo-
nent mixture of p-terphenyl and indole there are 29 frequen-
cies and 58 datapoints. The two-decay-time model has three
variable parameters. The F statistic for p = 3 and m = 60 can
be found from Table 4.4 and is 1.19. Hence, the FP value
used for the confidence interval of each parameter is 1.06.
As described in Section 4.10.3, there is some disagreement
in the statistics literature as to the exact equation for finding
the confidence intervals. We will use eq. 5.24, but its cor-
rectness has not yet been proven.

The χR
2 surfaces for the two-component mixture are

shown in Figure 5.29. The confidence intervals (CI) are
determined from the intercept of the χR

2 surfaces with the
χR

2 ratio appropriate for the number of parameters and
degrees of freedom. The arrows in Figure 5.29 show the
asymptotic standard errors. The ASEs are about twofold
smaller than the confidence intervals. The decay times in
this mixture are widely spaced. For more closely spaced
decay times it becomes even more important to consider
parameter correlation in the calculation of confidence inter-
vals, and the ASEs can grossly underestimate the true con-
fidence intervals.

5.7.2. Resolution of  Two Closely Spaced Lifetimes

The resolution of multi-exponential decays becomes more
difficult as the decay times become more closely spaced. It
was previously noted that two decay times spaced by a fac-
tor of 1.4 represents the practical resolution limit for double
exponential decay.12 It is instructive to examine data for
such a mixture because the analysis illustrates the difficul-
ties encountered at the limits of resolution.

To illustrate a sample with two closely spaced decay
times we have chosen the mixture of anthranilic acid (AA,
τ = 8.5 ns) and 2-aminopurine (2-AP, τ = 11.3 ns). This may
seem to be an easy resolution, but it is difficult to resolve
decay times which are less than two-fold different. Emis-
sion spectra are shown in Figure 5.30. Frequency-domain
data for the individual fluorophores and for the mixture are
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Figure 5.29. χR
2 surfaces for the two-component mixture of p-ter-

phenyl and indole. The horizontal arrows show the asymptotic stan-
dard errors (ASE), and the dashed lines are at the appropriate Fχ val-
ues. From [116].

Figure 5.30. Emission spectra of a two-component mixture of
anthranilic acid (AA) and 2-aminopurine (2-AP). Also shown are the
amplitudes recovered from the global analysis (Figure 5.33). From
[116].



shown in Figure 5.31. Each of the single fluorophores dis-
plays a frequency response characteristic of a single decay
time. The values of χR

2 for the single-decay-time fits were
acceptably low, and were not improved by using a two-
decay-time model. The 40% difference in decay time

results in only a modest shift on the frequency axis. Figure
5.31 (middle panel) also shows the frequency-domain data
for the two component mixture of AA and 2-AP. Frequen-
cy-domain data were measured through a 400-nm interfer-
ence filter. At this wavelength both fluorophores contribute
almost equally to the measured intensities. For these two
closely spaced lifetimes, it is difficult to see a difference
between the calculated curves for the one and two decay
time fits. The deviation plots (lower panels) show larger and
systematic deviations for the one component fit. Also, χR

2

decreases from 3.3 for the one-decay-time fit to 1.45 for the
one- and two-decay-time fits. For these measurements we
have approximately 40 degrees of freedom. The F value of
2.3 is seen to be significant at the 1% level (Table 4.3), and
there is less than a 0.1% probability that random noise is the
origin of the elevated χR

2 value for the one-decay-time fit
(Table 4.2).

In general we accept the more complex model if χR
2

decreases by at least 50%, preferably twofold. Occasional-
ly, the value of χR

2 is larger than expected, but χR
2 does not

decrease for the next more complex model. In these cases
the elevated χR

2 is usually due to systematic errors in the
measurements. It is fortunate that in many cases systematic
errors cannot be accounted for by another decay time com-
ponent in the model.

The twofold reduction in χR
2 for the two-decay-time

mixture seems reasonable, but the recovered parameter val-
ues have considerable uncertainty. At 400 nm the two-com-
ponent analysis returns a fractional intensity of 80% for the
longer lifetime, and decay times of 6.82 and 10.29 ns (Table
5.2). These values are considerably different from the
expected fractional intensity near 40% for the longer decay
time component. Also, the recovered decay times of 6.82
and 10.29 ns are different from the expected decay times of
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Figure 5.31. Frequency-domain intensity decays for 2-aminopurine
(2-AP) and anthranilic acid (AA). Top: single fluorophore data at 400
nm. Middle: the two component mixture measured at 400 nm.
Bottom: deviations for fits to the two component mixture. The value
of χR

2 for the one- and two-component fits are 3.31 and 1.45, respec-
tively. From [116].

Table 5.2. Resolution of a Two-Component Mixture of Anthranilic Acid 
and 2-Aminopurine, Observed at a Single Wavelength

Pre-expo-
Lifetimes                                nential                            Fractional

Observa-                                  (ns)                                    factors                             intensity χR
2

tion wave-
length (nm) τ1 τ2 α1 α2 f1 f2 2a 1a

360 6.18 11.00 0.037 0.963 0.021 0.979 0.95 1.07
380 8.99 12.26 0.725 0.275 0.659 0.341 1.24 2.06
400 6.82 10.29 0.268 0.732 0.195 0.805 1.54 3.44
420 8.44 12.15 0.832 0.168 0.775 0.225 1.36 2.22
440 7.69 9.73 0.479 0.521 0.421 0.579 1.69 2.01

aRefers to a two- or one-component fit. δφ = 0.2 and δm = 0.005. From [116].



8.5 and 11.3 ns. Analysis of the intensity decays at other
wavelengths reveals considerable variability in the recov-
ered lifetimes and fractional intensities. This can be seen in
Figure 5.32 from the range of lifetimes consistent with the
data from the χR

2 surfaces. At different emission wave-
lengths the lifetime of the shorter decay time ranges from
6.18 to 8.99 ns, and the lifetime of the longer component
ranges from 9.73 to 12.26 ns (Table 5.2). The amplitudes
and fractional intensities recovered from the measurements
at different wavelengths do not accurately represent the
emission spectra of the two fluorophores. This is seen at
400 nm, where the amplitude of AA is expected to be dom-
inant, but a low value was recovered (0.195, Table 5.2).
Such variability is typical in the analysis of closely spaced
decay times, whether the measurements are performed in
the frequency domain or in the time domain.

The uncertainties in the recovered lifetimes is best
determined from the χR

2 surfaces (Figure 5.32). These sur-
faces for the mixture of AA and 2-AP are wide due to the

closely spaced lifetimes and correlation between the life-
times and amplitudes. The lack of resolution is especially
apparent for observation at 360 nm. In this case the emis-
sion is due primarily to just one of the fluorophores (AA).
The lifetime of one component can be fixed near 12 ns
without an elevation in χR

2, even when the dominant life-
time is near 8 ns. This probably occurs because the ampli-
tude of the 12-ns component can be decreased as the new
χR

2 values are calculated. At observation wavelengths
where both AA and 2-AP emit there are modest minima in
the χR

2 surfaces (Figure 5.32). However, the confidence
intervals are large, and in some cases the desired χR

2

increase is not reached for any reasonable value of the
decay times. The confidence intervals, which are the range
of parameter values consistent with the data, are not sym-
metrical about the best-fit values.

5.7.3. Global Analysis of a Two-Component 
Mixture

The resolution of complex intensity decays can be dramati-
cally enhanced by global analysis, which is the simultane-
ous analysis of multiple data sets measured under slightly
different conditions. For the two-component mixture of AA
and 2-AP, data were measured for five emission wave-
lengths (Figure 5.33, 360 to 440 nm). The decay time of
each fluorophore is expected to be independent of emission
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Figure 5.32. Lifetime χR
2 surfaces for the mixture of anthranilic acid (AA)

and 2-aminopurine (2-AP) for single observation wavelengths. The solid
bars (|——|) show the asymptotic standard errors. From [116].

Figure 5.33. Global analysis of the two-component mixtures of AA and 2-
AP. From left to right, the data are for 360, 380, 400, 420, and 440 nm. The
values of χR

2 for the global one- and two-component fits are 37.4 and 1.33,
respectively. From [116].



wavelength. Hence the global analysis is performed as
described in eqs. 5.13 to 5.15, where the αi(λ) values are
assumed to be different at each wavelength, but the τi val-
ues were assumed to be independent of wavelength.

Results of the global analysis are shown in Figure 5.33
and Table 5.3. The value of χR

2 = 37.4 for the one-compo-
nent fit is easily rejected. Use of the two-component model
results in a decrease of χR

2 to 1.33. For the global analysis,
the frequency responses at each emission wavelength are in
good agreement with the calculated curves when using two
wavelength-independent decay times. Use of three decay
times does not improve χR

2, so the two-decay-times model
is accepted.

Global analysis results in less uncertainty in the recov-
ered parameters. The lifetime χR

2 surfaces from the global

analysis are much steeper when calculated using the data at
six emission wavelengths (Figure 5.34, ——). The elevated
values of χR

2 are more significant because of the larger
degrees of freedom. For this global analysis there are
approximately 200 datapoints, and seven variable parame-
ters. Hence the F statistic is 1.16 (Table 4.4), and the F>

value is 1.04 (eq. 5.24). Global analysis also results in
improved estimates of the amplitudes. The fractional inten-
sities (fi) and decay times (τi) recovered from the global
analysis closely match those expected from the spectral
properties of the individual fluorophores (Figure 5.30).

5.7.4. Analysis of a Three Component Mixture:
Limits of Resolution

A three-component mixture with less than a threefold range
in lifetime represents the practical limit of resolution for
both time and frequency domain measurements. Analysis of
the data from such a sample illustrates important consider-
ations in data analysis at the limits of resolution. Frequen-
cy-domain intensity decay data for the mixture of indole
(IN, 4.41 ns), anthranilic acid (AA, 8.53 ns) and 2-aminop-
urine (2-AP, 11.27 ns) are shown in Figure 5.35. The data
cannot be fit to a single decay time, resulting in χR

2 = 54.2,
so this model is easily rejected. The situation is less clear
for the two- and three-decay-time fits, for which the values
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Table 5.3. Global Analysis of a Two-Component
Mixture of Anthranilic Acid and 2-Aminopurine

Measured at Five Emission Wavelengthsa,b

2-AP                                 AAc

Observation                      τ1 = 8.19 ns τ2 = 11.18 ns
wavelength (nm)                  α1 f1 α2 f2

360 0.117 0.089 0.883 0.911
380 0.431 0.357 0.569 0.643
400 0.604 0.528 0.396 0.472
420 0.708 0.640 0.292 0.360
440 0.810 0.758 0.190 0.242

aAnalysis of the data in Figure 5.33. f = 0.2 and δm = 0.005. From
[116].

bFor the one-component fit χR
2 = 37.4, for the two-component fit χR

2 =
1.33.
cLifetimes assigned to these fluorophores based on measurements of
the individual fluorophores (Figure 5.31).

Figure 5.34. Lifetime χR
2 surfaces for the mixture of anthranilic acid

(AA) and 2-aminopurine (2-AP). The 67% line refers to the Fχ values
for global analysis. From [116].

Figure 5.35. Frequency-domain intensity decay for a three-compo-
nent mixture of indole (IN), 2-aminopurine (2-AP), and anthranilic
acid (AA) in water, 20°C, pH 7, observed at 380 nm. The χR

2 values
for one-, two-, and three-decay-time fits are 54.2, 1.71, and 1.81,
respectively. From [116].



of χR
2 are 1.71 and 1.81, respectively. At first glance it

seems that χR
2 has increased for the three-exponential fit.

However, the increase in χR
2 for the three-decay-time model

is a result of the larger number of variable parameters and
the smaller number of degrees of freedom. The value of χ2,
which is the sum of the squared deviations, for these three
fits is 2006, 59.7, and 59.6, for the one-, two-, and three-
decay-time fits. Hence, the fit is not worse for the three-
decay-time fit, but is essentially equivalent to the two-
decay-time model.

Samples such as this three-component mixture are dif-
ficult to analyze. In this case we know there are three decay
times, and the three decay times are correctly determined
by the analysis. However, obtaining the correct values
required that the starting parameter values are close to the
correct values. Otherwise, the program stopped at incorrect
values, apparently trapped in local χR

2 minima. Additional-
ly, the χR

2 surface is almost independent of lifetime, as
shown in Figure 5.36 for the data measured at 380 nm
(dashed). Without prior knowledge of the presence of three
decay times, it would be difficult to know whether to accept
the two or three decay time fit.

At this point in the analysis there is little reason for
proceeding further. If the information is not present in the
data, no amount of analysis will create new information.
One can either add new experimental data, or add informa-
tion by restricting parameters based on separate knowledge
about the sample. If one or more of the lifetimes are known,
these can be held constant during the least-square fit. Simi-
larly, one of the amplitudes could be fixed. However, the
best approach is to add new data and perform a global
analysis.

The emission from the three-component mixture was
measured at five wavelengths: 360, 380, 400, 420 and 440
nm (Figure 5.37). At each wavelength each fluorophore dis-
plays the same decay time, but a different fractional ampli-
tude based on its emission spectrum (Figure 5.38). Because
of the different amplitudes at each wavelength, the frequen-
cy responses are wavelength dependent (Figure 5.37). The
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Figure 5.36. Lifetime χR
2 surfaces for the three component mixtures

of In, AA, and 2-AP; dashed, 380 nm; solid, global fit at 360, 380,
400, 420, and 440 nm. From [116].

Figure 5.37. Frequency-domain intensity decays of the three-compo-
nent mixture observed at 360, 380, 400, 420, and 440 nm. The lines
are for the best fit to three global decay times and non-global ampli-
tudes. The values of χR

2 for the one-, two-, and three-decay-time fit
are 109.8, 2.3, and 1.1, respectively. From [116].

Figure 5.38. Emission spectra of the three-component mixture of
indole, anthranilic acid, and 2-aminopurine. Also shown are the frac-
tional intensities recovered from global analysis of the frequency-
domain data. From [116].



relative position of these curves can be understood by rec-
ognizing that indole (4.41 ns) displays the shortest lifetime
and emits towards shorter wavelengths. The mean lifetime
is expected to be largest near 380 nm, which is the emission
maximum of 2-AP (11.27 ns). The mean lifetime decreases
at longer wavelengths as the emission becomes dominated
by AA (8.53 ns).

Figure 5.38 and Table 5.4 show the results of global
analysis of the wavelength-dependent data. The one- and
two-component fits are easily rejected on the basis of the
χR

2 values of 109.8 and 2.3, respectively, which are both
significantly larger than χR

2 = 1.2 for the three-decay-time
fit. The uncertainties in the parameter values can be found
by examining χR

2 surfaces (Figure 5.36). For the single-
wavelength data at 380 nm the value of χR

2 was insensitive
to fixing any of the three decay times. When this occurs,
recovery of the correct decay times should be regarded as a
fortunate coincidence rather than evidence for the resolu-
tion obtainable from the data. For the global data the χR

2

surfaces display distinct minima at the correct lifetimes,
providing good estimates of the values and range consistent
with the data. Also, the recovered amplitudes now closely
match those expected from the known emission spectra of
the fluorophores (Figure 5.38). By performing additional
measurements at different wavelengths, and global analysis,
a sample that had been unresolvable became a readily
resolvable mixture. The magnitude of the χR

2 ratio is larger
for the more widely spaced decay times. The ratio increas-
es to 1.02 between the 4.46- and 8.84-ns lifetimes, and to
only 1.01 between the 8.84 and 10.99-ns lifetimes. This
effect illustrates why it is more difficult to resolve more
closely spaced lifetimes. Finally, it is interesting to consid-
er the FP value appropriate for this analysis. There are

approximately 200 datapoints and 13 parameters. The χR
2

ratio is 1.15, so FP = 1.08. Hence, the confidence intervals
overlap for the three lifetimes.

5.7.5. Resolution of a Three-Component Mixture
with a Tenfold Range of Decay Times

The ability to resolve a three-component mixture increases
rapidly if the decay times are more widely spaced. A mix-
ture with a tenfold range of lifetimes is provided by POPOP
(1.32 ns), 9-methylanthracene (4.44 ns), and 9-cyanoan-
thracene (12.12 ns). The relative value of χR

2 decreased 20-
fold for the three-decay-time fit relative to the two-decay-
time fit (Figure 5.39). For this mixture the calculated phase
and modulation values for the two-decay-time model (")
differ systematically from the data, whereas the deviations
from the three-decay-time model (!) are randomly distrib-
uted (Figure 5.39). In this analysis the value of χR

2 = 0.26
for the three-decay-time fit seems too small. This is not an
error, but indicates the assumed values of δφ = 0.3 and δm
= 0.003 are too large, and that the actual uncertainties are
smaller. From these results we see that three decay times
with a tenfold range are easily recovered, but three lifetimes
with a threefold range are difficult to resolve.

5.7.6. Maximum Entropy Analysis of FD Data

The maximum entropy method (MEM) has also been used
to analyze frequency-domain data. However, there are rela-
tively few papers on this topic,117–121 so it is difficult to
judge the usefulness of the MEM for FD data. The pub-
lished results give the impression that the MEM is less
robust with FD data than with TD data, but a detailed com-
parison has not been published.
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Table 5.4. Global Analysis of the Frequency-Domain Data for a Three-Component 
Mixture of Indole, Anthranilic Acid, and 2-Aminopurinea

Observation                                         τ1 = 4.46 ns τ2 = 8.84 ns τ3 = 10.99 ns
wavelength

(nm) α1 f1 α2 f2 α3 f3

360 0.700 0.488 0.008 0.011 0.292 0.501
380 0.434 0.254 0.244 0.282 0.322 0.464
400 0.235 0.123 0.429 0.444 0.336 0.433
420 0.306 0.169 0.430 0.471 0.264 0.360
440 0.219 0.121 0.687 0.752 0.094 0.127

aδφ = 0.2 and δm = 0.005. From [116]. χR
2 = 1.19, 2.30, and 109.8 for the three-, two-, and one-component fits,

respectively.



5.8. BIOCHEMICAL EXAMPLES OF FREQUENCY-
DOMAIN INTENSITY DECAYS

5.8.1. DNA Labeled with DAPI

The probe DAPI (4',6-diamidino-2-phenylindole) is widely
used to study DNA.122–126 DAPI binds to the minor groove
of DNA and shows preferential binding to AT-rich regions
of DNA. DAPI is only weakly fluorescent in water (Figure
5.40), and displays an increase in quantum yield upon bind-
ing to DNA.126 The increase in quantum yield is minimal
for binding to poly d(GC). A more significant enhancement
in DAPI fluorescence is found upon binding to DNA con-
taining both GC and AT pairs (circular and linear DNA in
Figure 5.40). The largest enhancement of DAPI fluores-
cence is found for binding of DAPI to poly d(A)-poly d(T)
or to poly d(AT). The dependence of DAPI fluorescence on
the base composition of DNA suggests that DAPI will dis-
play complex decay kinetics when bound to DNA because
the DAPI will be near both AT and GC base pairs.

Frequency-domain intensity decays of DAPI are shown
in Figure 5.41. Excitation was at 325 nm from an HeCd
laser. For the intensity decay measurements the entire emis-
sion was observed using an RG370 longpass filter. Mea-
surements were performed using POPOP in ethanol as a
reference, with a lifetime of 1.35 ns. The frequency
responses are visually heterogeneous for DAPI bound to
poly d(GC) and to linear DNA, indicating that DAPI is
bound in more than one environment with different decay
times. The average lifetime is longest when DAPI is bound
to poly d(A)-poly d(T), as seen from the frequency response
shifted to the lowest frequencies.

186 FREQUENCY-DOMAIN LIFETIME MEASUREMENTS

Figure 5.39. Phase and modulation data for a three-component
mixture of POPOP, 9-methylanthracene (MeANT), and 9-
cyanoanthracene (CyANT) in ethanol at 20°C, in equilibrium
with air. The values shown are recovered from the three-compo-
nent fit, and the values in parentheses are from separate measure-
ment of the pure compounds. The fractional intensities of the
three components were equal (f1 = f2 = f3 = 1/3). The excitation
wavelength was 325 nm and the emission filter a Corning 0-52.
The measurements were performed relative to a POPOP refer-
ence solution with a reference lifetime of 1.32 ns. δφ = 0.3° and
δm = 0.003. Revised from [13] and reprinted with permission
from the Biophysical Society.

Figure 5.40. Top: Structure of a DAPI–DNA complex. Bottom:
Emission spectra (x20) of DAPI in water at pH 7.1, and complexed
with poly d(GC) (x20), closed circular DNA (x10), linear DNA and to
polyd (AT). Excitation at 340 nm. Lower panel revised from [126].



The intensity decays could be fit to the two decay time
model (Table 5.5). In the absence of DNA, the intensity is
dominated by a 0.19-ns component. The decay is nearly
unchanged by the presence of poly d(GC), except for an
increase in the decay time of the short component to 0.6 ns.
Substantial changes in the intensity decay are found upon
binding to the other DNAs, where the decays are dominat-
ed by a 3.8–3.9-ns component. Linear and closed circular
(CC) DNA has both AT and GC base pairs. In these cases
the intensity decay is heterogeneous due to the presence of
DAPI bound to both types of base pairs. Binding of DAPI
to a homogeneous DNA, either poly d(AT) or poly d(A)-
poly d(T), results in a homogeneous decay. These results
show how the time-resolved decays can be used to learn
about the presence of more than one type of binding site for
a fluorophore.

As discussed in Section 5.10, the lifetimes calculated
from the phase and modulation at a single frequency are
only apparent values. The heterogeneous decay of DAPI in
water illustrates this effect.126 For an observation wave-

length of 470 nm, and a modulation frequency of 100 MHz,
the apparent phase and modulation lifetimes are τNapp = 0.47
ns and τm

app = 1.24 ns. The fact that τN < τm indicates that
the decay is heterogeneous.

5.8.2. Mag-Quin-2: A Lifetime-Based Sensor 
for Magnesium

Ion-sensitive fluorophores are widely used in cell biology
to measure intracellular calcium concentrations. While
most calcium and magnesium measurements are based on
intensity or wavelength-ratiometric measurements, one can
also use intensity decay measurements. Lifetime measure-
ments offer the advantage of being independent of the total
fluorescence intensity, and can thus be used in fluorescence
microscopy where quantitative intensity measurements are
difficult. Probes that display changes in lifetime can be used
for fluorescence-lifetime imaging microscopy (Chapter 22).

The use of a magnesium probe as lifetime-based sen-
sors requires an understanding of how the decay times
change in response to Mg2+. One example is shown in Fig-
ure 5.42 for Mag-Quin-2.127 The mean decay time of Mag-
Quin-2 increases from 0.84 ns in the absence of Mg2+ to
8.16 ns in the presence of Mg2+. This increase in lifetime
results in a dramatic shift of the frequency response to
lower frequencies. At intermediate Mg2+ concentrations,
where Mag-Quin-2 is partially saturated with Mg2+, one can
visually see that the frequency response is heterogeneous
and one can see the contributions of the short and long
decay times of Mag-Quin-2.

Data of the type shown in Figure 5.42 are ideal for a
global analysis. The two decay times are expected to be
constant at all Mg2+ concentrations, and the amplitudes are
expected to depend on magnesium. An alternative approach
to improving the resolution is to fix the decay times. In this
case the lifetimes in the absence and presence of saturating
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Figure 5.41. Frequency-domain intensity decays of various DNAs
labeled with DAPI. DAPI in water at pH 7.1, and complexed with
polyd(GC), linear DNA, circular DNA, and AT polymers. The solid
lines correspond to the best fits using a double-exponential model.
Revised from [126].

Table 5.5. Intensity Decays of DAPI Bound to Various DNAsa

DNAb τ1 (ns) τ2 (ns) f1 f2

None, in water at pH 7.1c 0.19 2.80 0.73 0.27
Poly d(GC)b 0.6 2.9 0.71 0.29
CC-DNAd 0.4 3.8 0.05 0.95
Linear DNA 0.5 3.8 0.20 0.80
Poly d(AT) – 3.9 – 1.00
Poly d(A)-poly d(T) – 3.9 – 1.00

aFrom [126]. The DNA phosphate:DAPI ratio was 60.
bThe measurements with DNA were at pH 7.2 in 0.1 M tris with 0.1 M NaCl.
cDAPI in water at pH 7.1.
dClosed circular DNA-CoEl plasmid DNA.



Mg2+ can be used as known values. Analysis of the frequen-
cy-domain data at one Mg2+ concentration can then be used
to recover the amplitudes with less uncertainty than if the
lifetimes were variable parameters.

5.8.3. Recovery of Lifetime Distributions 
from Frequency-Domain Data

Frequency-domain data can be used to recover lifetime dis-
tributions. For a distribution of lifetimes the intensity decay
is given by

(5.25)

where the lifetime distribution α(τ) can be a unimodal or
multimodal distribution:

(5.26)

For a lifetime distribution the transforms are given by

(5.27)

(5.28)

where

(5.29)

It is not easy to write analytical expressions for the sine and
cosine transforms. Hence, the sine and cosine transforms
are calculated numerically. This is not a problem with mod-
ern computers, which can rapidly do the required numerical
integrations. It is important to recognize that it is difficult to
recover all the parameters of a multimodal lifetime distribu-
tion, and that in general a lifetime distribution cannot be
distinguished from a multi-exponential distribution.128–129

5.8.4. Cross-Fitting of Models: Lifetime 
Distributions of Melittin

When analyzing data in terms of lifetime distribution it is
difficult to know is the results are unique. In such cases we
suggest cross-fitting of models to determine whether the
recovered distributions are statistically different. This pro-
cedure is illustrated by the intensity decay of melittin. Fre-
quency-domain data for the single tryptophan protein melit-
tin are shown in Figure 5.43. In a mixture of 20% water and
80% methanol, melittin exists as α-helical monomers. The
data could be fit to a bimodal Lorentzian,130 which is shown
in the lower panel of Figure 5.44. The lifetime distributions
found for melittin are consistent with the notion of protein
structure being an origin of the complex intensity decays of
proteins. When dissolved in 6 M guanidine hydrochloride
(GuHCl), which eliminates all structure, the intensity decay
becomes equivalent to a double exponential decay (Figure
5.44, top). In water, melittin is known to have a small
amount of residual structure. Under these conditions one

J � �
∞

τ�0

 α(τ ) τ dτ

DωJ � �
∞

t�0

 �
∞

τ�0

 α(τ )e�t/τdτ  cos ωt dt

NωJ � �
∞

t�0

 �
∞

τ�0

 α(τ )e�t /τdτ sin ωt dt

α(τ ) � ∑
i

 αi(τ )

I(t) �  �
∞

0

 α(τ )  exp (�t/τ)

188 FREQUENCY-DOMAIN LIFETIME MEASUREMENTS

Figure 5.42. Frequency response of the magnesium indicator Mag-
Quin-2 with increasing amounts of magnesium. Revised from [127].



notices that the lifetime distributions become broader (Fig-
ure 5.44, middle and lower panels).

While lifetime distributions can be recovered from the
FD data, it is important to ask whether the various distribu-
tions are distinct within the resolution limits of the data, or
cannot be distinguished from the data. We answer this ques-
tion by fitting the data with some of the fixed parameter val-
ues. In this case we asked whether the data for melittin in
80% methanol (broad distribution) could be fit with narrow
Lorentzian half widths (Γ1 = Γ2 = 0.01 ns). The mean life-
times and amplitudes of the Lorentzian were still variable
parameters. The forced fit results in an approximate three-
fold elevation of χR

2, indicating that the intensity decay of
melittin in 80% methanol is not consistent with two life-
times and narrow distributions. A less rigorous test would
be to cross-fit the data with all the parameters fixed, which
results in easier rejection of the alternate decay law. The
cross-fitting procedure is recommended whenever one is
trying to distinguish between two similar models.

5.8.5. Frequency-Domain Fluorescence
Microscopy with an LED Light Source

Frequency-domain measurements are finding use in fluo-
rescence microscopy, for both single point measure-
ments131–135 and for imaging (Chapter 22). Figure 5.45
shows fluorescence images of mouse 3T3 fibroblasts
stained with three different fluorophores, with widely vary-
ing lifetimes.134 The images show that an LED can be used
as the excitation source for steady-state fluorescence
microscopy. Coum-Eu is a europium chelate with a submil-
lisecond decay time. Ru(bpy)2phe–C12 is a lipophilic ruthe-
nium metal–ligand complex and Syto 14 is a nuclear stain.
The mean lifetimes of these probes when bound to the
fibroblasts were 1.01 ms, 0.95 :s, and 2.57 ns, respectively.
These results show that a wide range of decay times can be
readily measured using the FD method. In contrast to
TCSPC, the FD measurements are not restricted to a small
number of photons per time interval, allowing short and
long decay times to be measured using the same apparatus.

5.9. PHASE-ANGLE AND MODULATION 
SPECTRA Advanced Topic

In all the preceding sections we emphasized FD measure-
ments at a single emission wavelength. When using phase-
modulation methods it is also possible to record the phase
and modulation data as the emission wavelength is
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Figure 5.43. Phase and modulation data for synthetic melittin in 20%
H2O + 80% MeOH. The solid line and filled circles show the best fit
to a bimodal Lorentzian. The dashed line and open circles show the
best fit when the widths of the distribution Γ1 and Γ2 were held con-
stant at the narrow value of 0.01 ns. From [130].

Figure 5.44. Lifetime distributions for synthetic melittin in H2O with
6 M GuHCl (top), H2O (middle), and a mixture of 20% H2O + 80%
MeOH (bottom). From [130].



scanned.135–136 Such data can be referred to as phase-angle
or modulation spectra. Given the stability of modern FD
instruments, this procedure is quite reliable. For very short
decay times one may need to correct for the wavelength-
dependent transit time through the monochromator and/or
PMT. For ns-timescale measurements such corrections are
not necessary.

The use of phase-modulation spectra can be illustrated
by a mixture of fluorophores, acriflavine (ACF, 4.0 ns), and
3-aminofluoranthene (AFA, 11.7 ns) (Figure 5.46). Phase-
angle and modulation spectra were recorded using the 325-
nm output of an HeCd laser modulated by the Lasermetrics
1024 modulator, and detected through a monochromator
with an R928 PMT. Phase and modulation spectra were col-
lected at various modulation frequencies (Figure 5.47). The
phase angles increase with wavelength (top) and the modu-
lation decreases (bottom). These effects are due to the

increase in mean lifetime as the relative contribution of the
11.7-ns decay time of AFA increases at longer wavelengths.

The phase-modulation spectra can be used to recover
the emission spectra and lifetime of each component in the
mixture. This is accomplished by a global analysis of the
phase-modulation spectra measured at various frequencies.
Except for a change in the nature of the data files, the analy-
sis is performed according to eqs. 5.12 to 5.15. The emis-
sion spectra associated with each fluorophore can be calcu-
lated from the recovered values of αi(λ) and the steady-state
spectrum of the mixture I(λ). The fractional intensity of
each fluorophore at wavelength λ is given by

(5.30)fi(λ) �
αi(λ)  τi

∑
j

 αj(λ)  τj
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Figure 5.45. Fluorescence images of mouse 3T3 fibroblasts labeled with a europium chelate, a ruthenium metal–ligand complex and syto 14. The
lower panels show the frequency responses obtained using a modulated 460 nm LED as the excitation source, in solvents and in cells. Revised from
[134].



and the emission spectrum of each component is given by

(5.31)

The fractional contribution of each fluorophore to the total
intensity of the sample is given by

(5.32)

where N is the number of emission wavelengths. The emis-
sion spectra recovered from the analysis were in good
agreement with those known from the sample preparation
(Figure 5.46). For samples such as ACF and AFA there is
little advantage in using phase and modulation spectra, as
compared with frequency-swept measurements at a single
wavelength followed by changing the wavelength. Howev-
er, phase and modulation spectra can be more convenient if
the fluorophores show highly structured emission spectra.
In these cases it may be easier to scan wavelength than to
measure at discrete wavelengths adequate to determine the
individual emission spectra.

5.10. APPARENT PHASE AND MODULATION 
LIFETIMES

Prior to the availability of variable-frequency instruments
most phase-modulation fluorometers operated at one or a
few fixed modulation frequencies. During this time it
became standard practice to report the apparent phase and
modulation lifetimes, which are the values calculated from
the data at a single modulation frequency. These values are
given by

(5.33)

(5.34)

where we have dropped the indicator of wavelength for
simplicity.

There are several characteristics of the phase and mod-
ulation lifetimes that are valuable to know.41,137 The appar-
ent values are equal only if the intensity decay is a single
exponential, for which case

(5.35)

For multi-exponential or non-exponential decays the appar-
ent phase lifetimes are shorter than the apparent modulation
lifetimes (τNapp < τm

app). Also, τNapp and τm
app generally

decrease at higher modulation frequencies. Hence, their

τapp
φ � τapp

m � τ

τapp
m �

1

ω
 �

1

m2
ω

� 1�1/2

τapp
φ �

1

ω
 tan φω

Fi �
1

N
 ∑

λ
 fi (λ)

Ii(λ) � fi(λ)I(λ)
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Figure 5.46. Emission spectra and recovered spectra for a mixture of
ACF and AFA in propylene glycol at 20°C. Emission spectra are
shown for the mixture (closed inverted triangles), of the individual
components (open squares, open circles), and recovered from the
phase-modulation spectra (closed squares, closed circles). [ACF] = 5
x 10–7 M, [AFA] = 2 x 10–5 M. Revised and reprinted with permission
from [135], Copyright © 1990, American Chemical Society.

Figure 5.47. Representative phase-angle (top) and modulation spectra
(bottom) for a mixture of ACF and AFA. The complete data set con-
sisted of spectra at 20 modulation frequencies. Revised and reprinted
with permission from [135], Copyright © 1990, American Chemical
Society.



apparent lifetimes depend on the method of measurement,
and are not true molecular parameters.

The relationship of τNapp and τm
app are most easily seen

by consideration of a double exponential decay. Using eqs.
5.7 and 5.8 one obtains

(5.36)

(5.37)

Using eqs. 5.9 and 5.33, the apparent phase lifetime is given
by

(5.38)

Recall that the average lifetime is given by

(5.39)

Comparison of eqs. 5.38 and 5.39 shows that in τNapp each
decay time is weighted by a factor αiτi/(1 + ω2τi

2) rather
than a factor αiτi = fi. For this reason the components with
shorter decay times are weighted more strongly in τNapp than
in τ�. Increasing the modulation frequency increases the rel-
ative contribution of the short-lived component and hence
decreases the value of τNapp. Using similar reasoning but
more complex equations,41 one can demonstrate that the
apparent modulation lifetime is longer than the average life-
time.

An example of the use of apparent phase and modula-
tion lifetimes is given in Figure 5.48, for the mixture of
ACF and AFA. This figure shows the phase-angle and mod-
ulation spectra in terms of τNapp and τm

app. The fact that τNapp

< τm
app for a heterogeneous decay is evident by compari-

son of the upper and lower panels. Also, one immediately
notices that the apparent lifetime by phase or modulation
depends on modulation frequency, and that higher frequen-
cies result in shorter apparent lifetimes. Hence, the apparent
lifetimes depend on the method of measurement (phase
or modulation) and on the frequency, and it is difficult
to interpret these values in terms of molecular features of
the sample.

It is always possible to interpret the phase and modula-
tion values in terms of the apparent lifetimes. However, the
use of apparent phase and modulation lifetimes is no longer
recommended. These are only apparent values that are the
result of a complex weighting of the individual decay times
and amplitudes, which depend on the experimental condi-
tions. Also, one does not actually measure apparent life-
times. These values are interpretations of the measurable
quantities, which are the phase and modulation values.

Supplemental Material

5.11. DERIVATION OF THE EQUATIONS FOR
PHASE-MODULATION FLUORESCENCE

5.11.1. Relationship of the Lifetime to the 
Phase Angle and Modulation

The equations relating the phase and modulation values to
the apparent lifetimes (eqs. 5.3 and 5.4) are widely known,

τ �
∑iαiτ2

i

∑jαjτj
� ∑i fiτi �

α1τ2
1 � α2τ2

2

α1τ1 � α2τ2

τapp
φ �

∑iαiτ2
i / (1 � ω2τ2

i )
∑iαiτi/ (1 � ω2 τ2

i )

Dω(α1τ1 � α2τ2 ) �
α1τ1

1 � ω2τ2
1

�
α2τ2

1 � ω2τ2
2

Nω(α1τ1 � α2τ2 ) �
α1ωτ2

1

1 � ω2 τ2
1

�
α2ωτ2

2

 1 � ω2τ2
2

192 FREQUENCY-DOMAIN LIFETIME MEASUREMENTS

Figure 5.48. Apparent phase (top) and modulation (bottom) lifetimes
for a mixture of ACF and AFA. Revised and reprinted with permission
from [135], Copyright © 1990, American Chemical Society.



but the derivation is rarely given. These expressions have
been derived by several routes.41,138–139 The simplest
approach uses the kinetic equations and algebraic manipu-
lation.41,138 The excitation is assumed to be sinusoidally
modulated light

(5.40)

so that b/a = mL is the modulation of the incident light. The
fluorescence emission is forced to respond with the same
frequency, but the phase shift and modulation will be differ-
ent. One can assume the excited-state population is given as
follows:

(5.41)

and determine the relationship between fluorescence life-
time and the phase shift (φ) and the demodulation (m). The
intensity I(t) at any time is proportional to the number of
molecules in the excited state N(t).

Suppose the intensity decay following δ-function exci-
tation is a single exponential:

(5.42)

For a single-exponential decay the differential equation
describing the time-dependent excited-state population is

(5.43)

Substitution of 5.41 into eq. 5.43 yields

(5.44)

This equation must be valid for all times. The relationship
between the values of a, b, A, and B and the fluorescence
lifetime τ can be obtained by expansion of the sine and
cosine functions, followed by equating of the constant
terms and terms in sin ωt and cos ωt. This yields

(5.45)

(5.46)

(5.47)

From eq. 5.46 one obtains the familiar relationship

(5.48)

Squaring eqs. 5.46 and 5.47, followed by addition, yields

(5.49)

Recalling that A = aτ [eq. 5.45], one obtains

(5.50)

which is the usual relationship between the lifetime and the
demodulation factor.

An alternative derivation is by the convolution inte-
gral.134 The time-dependent intensity I(t) is given by the
convolution of excitation function (eq. 5.40) with the
impulse response function (eq. 5.42):

(5.51)

Substitution of eqs. 5.40 and 5.42 yields

(5.52)

These integrals can be calculated by recalling the identities

(5.53)

(5.54)

(5.55)�
∞

0

 exp (�kx)  cos mx  dx �
a

k2 � m2

�
∞

0

 exp (�kx)  sin mx dx �
m

k2 � m2

 cos (x � y ) �  cos x cos y �  sin x  sin y

I(t) � I0�
∞

0

exp(�t’/ τ ) �a � b cos(ωt � ωt’) �dt’

I(t) � �
∞

0

 L(t’)I(t � t’)dt’

m �
B /A
b /a

� �1 � ω2τ2
m ��1/2

�ω2 � (1 / τ ) 2� � (b /B ) 2

 sin φ
 cos φ

�  tan φ � ωτφ

ω sin φ � (1 / τ )  cos φ � b /B

ω cos φ � (1 / τ )  sin φ � 0

a � (1 / τ )A � 0

�
1

τ
 �A � B sin (ωt � φ ) � � a � b sin ωt

ωB cos (ωt � φ ) �

dI(t)
dt

� �
1

τ
 I(t) � L(t)

I(t) � I0 exp (�t / τ )

N(t) � A � B sin (ωt � φ )

L(t) � a � b sin ωt
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Using these identities yields

(5.56)

(5.57)

(5.58)

Equation 5.58 was obtained using

(5.59)

(5.60)

Hence, the time dependent intensity is given by

(5.61)

This expression shows that the emission is demodulated by
a factor (1 + ω2τ2)–1/2 relative to the excitation and that the
emission is delayed by an angle φ relative to the excitation.

5.11.2. Cross-Correlation Detection

The use of cross-correlation detection transforms the high-
frequency emission to a low-frequency signal while pre-
serving the meaning of the phase and modulation values.
This can be seen by considering the nature of the signals.
The high-frequency time-dependent intensity is given by

(5.62)

This signal is multiplied by the sinusoidal gain modulation
of the detector:138

(5.63)

where G0 is the average value of the function, and mc, ωc,
and φc are the modulation, frequency, and phase of the
cross-correlation signal. Multiplication of eqs. 5.62 to 5.63
yields

(5.64)

Using trigonometric identities the last term becomes

(5.65)

where ∆ω = ωc – ω and ∆φ = φc – φ. The frequencies ωc and
ω typically differ by only a small amount. Hence eq. 5.64
contains a constant term plus terms with frequencies, ω, ωc,
ω + ωc, and ∆ω. The ∆ω term contains the phase and mod-
ulation information. In the electronic filtering process the
constant term and terms in ω, ωc, and ω + ωc all contribute
to average intensity, and the term ∆ω determines the phase
and amplitude of the low-frequency modulated emission.
The presence of the phase and modulation information in
the low-frequency signal can also be seen by integration of
eqs. 5.62 and 5.63 over one measurement cycle.41

5.12. PHASE-SENSITIVE EMISSION SPECTRA
The frequency-domain method also allows several other
types of measurement that can be useful in special circum-
stances. One method is measurement of phase-sensitive
intensities and/or emission spectra.140–143 In phase-sensitive
detection of fluorescence (PSDF) the measurements are
somewhat different than in frequency-domain fluorometers.
In PSDF the emission from the sample is analyzed with a
phase-sensitive detector, typically a lock-in amplifier. This
measurement procedure selectively attenuates the signal
from individual fluorophores on the basis of their fluores-
cence lifetimes, or more precisely, their phase angles rela-
tive to the phase of the detector. PSDF allows the emission
from any one species to be suppressed, or, more precisely,
the emission with any desired angle to be suppressed. Phase
suppression is accomplished when the phase of the detector
is 90E shifted from the phase angle of the emission. Then,
the resulting phase-sensitive emission spectrum represents
only the emission from the remaining fluorophores. For a
two-component mixture, suppression of the emission from

mmc

2
� cos(∆ωt � ∆φ ) �  cos(ωct � ωt � ∆φ ) �

� mmc cos(ωt � φ )  cos(ωct � φc ) �

S(t) � N0G0�1 � m cos(ωt � φ ) � mc cos(ωct � φc )

G(t) � G0�1 � mc cos (ωct � φc) �

I(t) � I0�1 � m cos (ωt � φ ) �

I(t) � I0τ {a �
b

√1 � ω2τ2
 cos (ωt � φ ) }

 tan φ �
 sin φ
 cos φ

 cos φ � (1 � ω2 τ2)�1/2

�
τ

√1 � ω2τ2
 cos (ωt � φ )

�
τ

√1 � ω2τ2
 {  cos ωt

√1 � ω2 τ2
�

ωt sin ωt

√1 � ω2τ2
}

�
∞

0

 exp (�t’/ τ )  cos ω(t � t’)  dt’ �
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one component allows the emission spectrum of the second
component to be directly recorded. This procedure is exper-
imentally simple and can be used to record the emission
spectra of fluorophores with closely spaced lifetimes. PSDF
is frequently used in fluorescence lifetime imaging micros-
copy (Chapter 22).

5.12.1. Theory of Phase-Sensitive Detection of
Fluorescence

A phase fluorometer, when coupled with phase-sensitive
detection of fluorescence, can be used in a simple manner
to resolve heterogeneous fluorescence. Consider a sample
containing a single fluorescent species with a lifetime τ.
When excited with sinusoidally modulated light the emis-
sion is given by

(5.66)

where mL is the modulation of the exciting light. In this
equation, m and φ are related to the lifetime by eqs. 5.3 and
5.4. Since phase-sensitive spectra are typically measured at
a single modulation frequency the subscript ω has been
dropped for simplicity. If the sample contains more than
one fluorophore then the modulated emission at each wave-
length (λ) is given by

(5.67)

In this expression Ii(λ) are the individual emission spectra,
fi are the fractional intensities to the total steady-state inten-
sity, Efi = 1.0, mi is the modulation of the ith component,
and φi is its phase angle. Depending upon the needs of the
experiment, the steady-state spectra of each species Ii(λ)
can be replaced by the steady-state spectra of the sample
I(λ) and the wavelength-dependent fractional intensities:

(5.68)

In eqs. 5.67 and 5.68 we have assumed that the sample con-
tains discrete lifetimes characterized by mi and φi, rather
than a non-exponential decay or a lifetime distribution.

Phase-sensitive detection is accomplished by multiply-
ing the emission F(λ,t) by a square wave, and integrating
the result over time to yield a steady-state intensity.1–9 The

square wave is usually regarded as having a value of 0 or 1
depending on the angle within a single period of 2π (Figure
5.49):

(5.69)

Typically the phase angle of the detector (φD) is varied to
integrate the emission over various portions of the 0 to 2π
cycle.

The phase-sensitive detector yields a direct current sig-
nal proportional to the modulated amplitude and to the
cosine of the phase difference between the detector phase
φD and the phase of the sample. If an emission spectrum of
a sample containing a single fluorophore (lifetime) is
scanned using phase-sensitive detection, one observes a
steady-state spectrum whose amplitude depends on the
detector phase angle φD and the phase angle of the fluo-
rophore φ1:

(5.70)F(λ, φD) � kF(λ)m cos (φD � φ1)

{ � 0 from 0 to φD

� 1 from φD to φD � π
� 0 from φD to φD � 2π

F(λ,t) � I(λ)  ∑
i

 fi(λ)mi sin (ωt � φi)

F(λ,t) � ∑
i

 Ii(λ)fimi  sin (ωt � φi)

F(t) � 1 � mLm sin (ωt � φ )
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Figure 5.49. Phase-sensitive detection of fluorescence. The detector
phase (φD) can be in phase with the emission φD = φ (top), out of phase
with the emission (φD = φ + 90°, middle), or at some intermediate
value (bottom).



where F(λ) is the steady-state emission spectrum, λ is the
wavelength, and k is a constant that contains the usual sam-
ple and instrumental factors and the constant factor mL.
From eq. 5.70 one can predict the appearance of the phase-
sensitive spectrum of a single component solution at vari-
ous detector phase angles. One expects the intensity of the
spectra to vary as cos(φD – φ), and the spectral distribution
to remain unchanged.

The principle and usefulness of phase-sensitive detec-
tion is best understood by considering a mixture of two flu-
orophores, A and B, whose lifetimes (τA and τB) are each
independent of emission wavelength (Figure 5.50). To
resolve the spectra of A and B by PSDF the phase angles (φA

and φB) or lifetimes must be different. We will assume τA <
τB. The time-dependent emission is given by

(5.71)

where FA(λ) and FB(λ) are the intensities of components A
and B at wavelength λ in the steady-state spectrum. An
important characteristic of the modulated emission is that it
is a superimposition of sine waves of the same frequency
but differing phases, each resulting from one of the fluo-
rophores (Figure 5.50). The modulated emission can be
conveniently examined with a phase-sensitive detector or
lock-in amplifier. The resulting unmodulated signal is given
by

(5.72)

For a mixture of two fluorophores one expects the phase-
sensitive spectra to contain contributions from both fluo-
rophores, with a fractional contribution dependent on the
relative intensities (Fi(λ)), the modulations (mi), and, most
important, the values of φD – φi. The relative contribution of
each fluorophore to the phase-sensitive intensity depends
on the value of cos(φD – φi). By selection of φD – φi = 90E,
the detector can be out of phase with one component in the
sample. Then the phase-sensitive spectrum represents the
emission spectrum of the other component.

5.12.2. Examples of PSDF and Phase Suppression

Since the initial reports on PSDF, this method has been
applied to a variety of samples. These applications are illus-
trated by two examples: suppression of scattered light and
resolution of an excited-state reaction. Scattered light has a
zero lifetime, and is thus always out of phase to some extent
with the emission. Several laboratories have suggested the
use of phase-sensitive detection to suppress scattered light
or sample autofluorescence.145–150 This application is illus-
trated in Figure 5.51 for a dilute solution of quinine sulfate
excited at 355 nm. There is a large peak due to Rayleigh
scatter below 370 nm, and a Raman scatter peak at 410 nm.
The scattered light could be suppressed by phase-sensitive
detection, allowing the emission spectrum of quinine sul-
fate to be directly recorded.

PSDF can be used to study excited-state reactions, as
well as ground state multi-exponential decays.151–153 This
application is illustrated in Figure 5.52 for exciplex forma-
tion between anthracene and diethylaniline. In this case the
long-wavelength emission forms subsequent to excitation
of anthracene, and displays the features of an excited-state
reaction. In PSDF it does not matter if the pre-exponential

� FB(λ)mB cos (φD � φB)

F(λ,φD ) � FA(λ)mA cos (φD � φA )

� FB(λ)mB sin (ωt � φB)

F(λ,t) � FA(λ)mA sin (ωt � φA )
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Figure 5.50. Intuitive description of phase-sensitive detection of fluo-
rescence. Reprinted from [140], Copyright © 1981, with permission
from Elsevier Science.



factors are positive or negative, or if the phase angle
exceeds 90E. Adjustment of the detector phase angle to be
out of phase with either anthracene or its exciplex allows
the emission spectrum of the other species to be recorded
(lower panel).

Phase-sensitive spectra of relaxing systems can be
informative. PSDF has been used to resolve mixtures of
four or more fluorophores154–159 and to suppress back-
ground fluorescence.160 Phase-sensitive detection has also
been used to resolve the emission of fluorophores free in
solution and bound to macromolecules,161–162 and to study
binding between antigens and antibodies.163-165

5.12.3. High-Frequency or Low-Frequency 
Phase-Sensitive Detection

To this point we have not described the technical details
associated with recording phase-sensitive emission spectra.
Do the phase-sensitive spectra need to be recorded using the
high-frequency signal prior to cross-correlation,166 or can
phase-sensitive detection be performed using the low-fre-
quency cross-correlation signals? Fortunately, it is not nec-
essary to perform phase-sensitive detection at high frequen-
cy. It was found that the modulated emission from individ-
ual fluorophores could still be resolved using the low-fre-
quency cross-correlation signals. Such low-frequency
detection is easy to perform, and one need not be concerned
with the possible perturbation of tuned high-frequency cir-
cuits. The reference signal for the phase-sensitive detector
is provided by the reference phototube, which observes the
emission from a reference fluorophore or scatterer (Figure

5.7). Following selection of the detector phase angle, the
phase-sensitive spectra are collected in the usual manner by
scanning the emission monochromator.

5.13. PHASE-MODULATION RESOLUTION 
OF EMISSION SPECTRA

In recent years the use of phase-sensitive detection has
diminished, except for its use in lifetime imaging. The
phase-sensitive spectra contain less information than the
phase angle and modulation spectra. In the time it takes to
record the phase-sensitive spectra, one can now record the
phase angle and/or modulation across the emission spectra.
From these phase-modulation spectra one can compute the
phase-resolved spectra.167–169 Calculation of individual
spectra from the phase and modulation spectra has a long
history, dating to the early reports by Veselova and co-
workers.170–171 The equations to accomplish these resolu-
tions have been presented in several different forms, which
are useful under different circumstances.
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Figure 5.51. Steady-state emission spectrum of quinine sulfate (solid)
and the phase-sensitive spectrum with nulling of the scattered light
(dashed). Revised from [145].

Figure 5.52. Emission spectra of anthracene and its exciplex with
diethylaniline. Normalized steady-state spectra are shown in the upper
panel. Phase-sensitive fluorescence spectra of anthracene in the pres-
ence of diethylaniline are shown in the lower panel. The excitation
wavelength was 357 nm, and the excitation and emission bandpasses
were 8 nm. The solution was not purged with inert gas. Reprinted
from [140], Copyright © 1981, with permission from Elsevier
Science.



5.13.1. Resolution Based on Phase or 
Modulation Lifetimes

One approach to calculating this phase resolved spectra is
based on use of the apparent phase (τN(λ)) or modulation
(τm(λ)) lifetimes at each wavelength.167 Suppose that the
sample contains two species, with fractional steady-state
intensities of f1(λ) and f2(λ), and that the two decay times τ1

and τ2 are known and are independent of wavelength. Then
the ratio of fractional intensities can be calculated from167

(5.73)

A similar calculation can be performed using the apparent
modulation lifetime:

(5.74)

An advantage of this direct calculation procedure is that one
can change the assumed values of τ1 and τ2 to see how these
values affect the calculated spectra. Such further calcula-
tions are not possible using the phase-sensitive spectra.

5.13.2. Resolution Based on Phase Angles 
and Modulations

The equations for spectral resolution based on phase and
modulation data can be presented in several ways. For sim-
plicity, we will present these equations for a system with
two emitting species. For any decay law the values of N(λ)
and D(λ) are given by168–169

(5.75)

(5.76)

It is important to understand the meaning of the terms in
eqs. 5.74 and 5.75. The values of m(λ) and φ(λ) are the
experimentally determined data. The values of mi and φi are
constant terms that will somehow be known or separately
measured. If the intensity decay is due to a mixture of fluo-
rophores, each of which displays a single exponential
decay, then m1 = cos φ1 and m2 = cos φ2 and

(5.77)

(5.78)

However, if the decay is non-exponential, then mi ± cos φi.
Applications of Cramer's rule to eqs. 5.75 and 5.76,

followed by the law for the sine of a difference between two
angles, yield

(5.79)

(5.80)

These expressions were first used by Veselova et al.170 to
calculate the emission spectra of relaxed and unrelaxed flu-
orophores during spectral relaxation. Alternative forms of
eqs. 5.79 and 5.80 can be found by noting that f1(λ) + f2(λ)
= 1.0:

(5.81)

(5.82)

Employing either form of these equations requires knowl-
edge of φ1, φ2, m1, and m2, or for a mixture of fluorophores
τ1 and τ2.

5.13.3. Resolution of Emission Spectra from 
Phase and Modulation Spectra

Resolution of spectra from the phase and modulation data is
illustrated in Figure 5.53. The dashed line shows the emis-

f2(λ) �
m(λ)  cos φ(λ) � m1 cos φ1

m2 cos φ2 � m1 cos φ1

f1(λ) �
m(λ)  cos φ(λ) � m2 cos φ2

m1 cos φ1 � m2 cos φ2

f2(λ) �
m(λ)  sin (φ1 � φ(λ) )

m2 sin (φ1 � φ2)

f1(λ) �
m(λ)  sin (φ(λ) � φ2)

m1 sin (φ1 � φ2)

D(λ) � fi(λ)  cos 
2φ1 � f2 (λ)   cos 

2φ2
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� f1(λ)m1 cos φ1 � f2(λ) m2 cos φ2
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N(λ) � m(λ)  sin φ(λ)
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sion spectrum of anthracene in the presence of diethylani-
line (DEA). The structured emission is due to anthracene,
and the broad long wavelength emission is due to the exci-
plex formed with DEA. The presence of DEA results in a
decrease in the phase angle (!) of anthracene seen near 400
nm and an increased phase angle at long wavelengths where
the exciplex emits. The modulation decreases at wave-
lengths where the exciplex emission contributes to the
intensity.

At long and short wavelengths the phase and modula-
tion values are constant, allowing assignment of φ1, φ2, m1

and m2. The constant phase angles and modulations indicate
the excited-state reaction in a two-state process, rather than
a continuous process. In this case of an excited-state reac-
tion it may not be possible to use eqs. 5.73 and 5.74 because
the phase angles can exceed 90E and the value of the mod-
ulation is not due to a single modulation lifetime. One can
use eqs. 5.81 and 5.82 to calculate the fractional intensity at
each wavelength. When the fi(λ) values are multiplexed by
the steady-state spectrum one can calculate the emission
spectra of anthracene and its exciplex (Figure 5.54).

This procedure can also be used when the phase and
modulation values do not display constant values on the
blue and red sides of the emission. In this case one obtains
apparent spectra, whose molecular significance can only be
understood with additional information about the sample.170
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PROBLEMS

P5.1. Calculation of the Decay Time of SPQ from Phase and
Modulation Data: Use the data in Figure 5.15 to calcu-
late the decay times of SPQ at each chloride concentra-
tion. For convenience, selected phase and modulation
values are listed in Table 5.6. Data can also be read from
Figure 5.15.

P5.2. Determination of Chloride Concentrations with
SPQ: Chloride quenches the fluorescence of SPQ,
and this intensity can be used to measure chloride
concentrations. Suppose one is measuring SPQ fluo-
rescence in a fluorescence microscope, and that the
SPQ concentration is not known. Under these condi-
tions it is difficult to use the intensity values to meas-
ure the chloride concentrations. Suggest how the
phase or modulation data of SPQ (Figure 5.15) could
be used to measure chloride concentrations. Assume
that the uncertainties in the phase and modulation
values are ±0.2E and ±0.5%, respectively. What is
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the expected accuracy in the measured chloride con-
centrations?

P5.3. Effect of Heterogeneity on Apparent Phase and Mod-
ulation Lifetimes: Suppose you have samples that
display a double-exponential-decay low, with life-
times of 0.5 and 5.0 ns. In one sample the pre-expo-
nential factors are equal (α1 = α2 = 0.5), and in the
other sample the fractional intensities are equal (f1 =
f2 = 0.5). Calculate the apparent phase and modula-
tion lifetimes for these two decay laws at modulation
frequencies of 50 and 100 MHz. Explain the relative
values of the apparent lifetimes.

P5.4. Determination of the Excitation Wavelength: The
steady-state emission spectrum of quinine sulfate
shows a Raman scatter peak at 410 nm (Figure 5.51).
What is the excitation wavelength?

P5.5. Attenuation of Phase-Sensitive Spectra: Assume that
the lifetime of quinine sulfate is 20 ns, and the light
modulation frequency is 10 MHz (Figure 5.51). What
detector phase angle was used to suppress the scat-
tered light? What detector phase angle would yield
the highest signal for quinine sulfate? What are the
relative values of the quinine sulfate intensity for the
maximum intensity and when the scattered light is
suppressed?

P5.6. Resolution of a Free and Protein-Bound Fluo-
rophore: Assume the fluorescent probe 5-dimethy-
lamino-1-naphthalene sulfonic acid (DNS) binds to
bovine serum albumin. Assume further that the yield

of DNS increases twofold upon binding, and that the
lifetime of the free and bound forms are 5 and 10 ns,
respectively. Use the following data to calculate the
percentage of DNS free in solution and the percent-
age bound to BSA in the solution containing equimo-
lar concentrations of DNS and BSA. The modulation
frequency is 10 MHz. Also, explain the intensity
changes between the first two solutions.

Phase-sensitive intensity at
Sample ND = 17.4 + 90E ND = 3.21 - 90E

DNS (10–5 M) 0 1.0

DNS (10–5 M) plus 
excess BSA 1.776 0

DNS (10-5 M)
plus 10-5 M BSA 0.886 0.50

P5.7. Phase-Sensitive Spectra and Spectral Relaxation:
Phase-sensitive emission spectra were obtained for N-
acetyl-L-tryptophanamide in propylene glycol at vari-
ous temperatures (Figure 5.55). These spectra were
recorded following adjustment of the detector to sup-
press the emission on the blue or the red side of the
emission. Explain the phase-sensitive spectra in Figure
5.55 in terms of the rates of spectral relaxation.
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Table 5.6. Selected Phase and Modulation Values
for the Chloride Probe SPQa

Chloride                 Frequency             Phase angle
concentration              (MHz)                 (degrees)               Modulation

0 10 57.4 0.538
100 86.3 0.060

10 mM 10 35.1 0.821
100 82.2 0.141

30 mM 10 18.0 0.954
100 73.1 0.286

70 mM 10 9.4 0.988
100 59.1 0.505

aThe listed values were interpolated using the measured frequency
responses (Figure 5.15).

Figure 5.55. Resolution of the initially excited and relaxed states of
N-acetyl-L-tryptophanamide by phase-sensitive detection of fluores-
cence. Excitation was at 280 nm. Emission was observed through a
monochromator with a bandpass of 8 nm. Reprinted from [169],
Copyright © 1982, with permission from Elsevier Science.



Solvent polarity and the local environment have profound
effects on the emission spectral properties of fluorophores.
The effects of solvent polarity are one origin of the Stokes
shift, which is one of the earliest observations in fluores-
cence. Emission spectra are easily measured, resulting in
numerous publications on emission spectra of fluorophores
in different solvents, and when bound to proteins, mem-
branes, and nucleic acids. One common use of solvent
effects is to determine the polarity of the probe binding site
on the macromolecule. This is accomplished by comparison
of the emission spectra and/or quantum yields when the flu-
orophore is bound to the macromolecule or dissolved in sol-
vents of different polarity. However, there are many addi-
tional instances where solvent effects are used. Suppose a
fluorescent ligand binds to a protein or membrane. Binding
is usually accompanied by spectral shift or change in quan-
tum yield due to the different environment for the bound
ligand. Alternatively, the ligand may induce a spectral shift
in the intrinsic or extrinsic protein fluorescence. In either
case the spectral changes can be used to measure the extent
of binding.

The effects of solvent and environment on fluorescence
spectra are complex, and are due to several factors in addi-
tion to solvent polarity. The factors that affect fluorescence
emission spectra and quantum yields include:

! Solvent polarity and viscosity

! Rate of solvent relaxation

! Probe conformational changes

! Rigidity of the local environment

! Internal charge transfer

! Proton transfer and excited state reactions

! Probe–probe interactions

! Changes in radiative and non-radiative decay rates

These multiple effects provide many opportunities to
probe the local environment surrounding a fluorophore.
However, it can be difficult to know which effect is domi-

nant in a particular experimental system, and typically more
than one effect will simultaneously affect the fluorophore.

When considering environmental effects, solvent
polarity is usually the first topic. However, environmental
effects as complex and even solvent polarity cannot be
described using a single theory. The Lippert equation par-
tially explains the effect of solvent polarity, but does not
account for other effects such as hydrogen bonding to the
fluorophore or internal charge transfer that depends on sol-
vent polarity. In this chapter we will start with a description
of general solvent effects, and then describe the other mech-
anisms that affect emission maxima and quantum yields.

6.1. OVERVIEW OF SOLVENT POLARITY
EFFECTS

6.1.1. Effects of Solvent Polarity

Emission from fluorophores generally occurs at wave-
lengths that are longer than those at which absorption
occurs. This loss of energy is due to a variety of dynamic
processes that occur following light absorption (Figure 6.1).
The fluorophore is typically excited to the first singlet state
(S1), usually to an excited vibrational level within S1. The
excess vibrational energy is rapidly lost to the solvent. If the
fluorophore is excited to the second singlet state (S2), it rap-
idly decays to the S1 state in 10–12 s due to internal conver-
sion. Solvent effects shift the emission to still lower energy
due to stabilization of the excited state by the polar solvent
molecules. Typically, the fluorophore has a larger dipole
moment in the excited state (µE) than in the ground state
(µG). Following excitation the solvent dipoles can reorient
or relax around µE, which lowers the energy of the excited
state. As the solvent polarity is increased, this effect
becomes larger, resulting in emission at lower energies or
longer wavelengths. In general, only fluorophores that are
themselves polar display a large sensitivity to solvent polar-
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ity. Nonpolar molecules, such as unsubstituted aromatic
hydrocarbons, are much less sensitive to solvent polarity.

Fluorescence lifetimes (1–10 ns) are usually much
longer than the time required for solvent relaxation. For
fluid solvents at room temperature, solvent relaxation
occurs in 10–100 ps. For this reason, the emission spectra
of fluorophores are representative of the solvent relaxed
state. Examination of Figure 6.1 reveals why absorption
spectra are less sensitive to solvent polarity than emission
spectra. Absorption of light occurs in about 10–15 s, a time
too short for motion of the fluorophore or solvent. Absorp-
tion spectra are less sensitive to solvent polarity because the
molecule is exposed to the same local environment in the
ground and excited states. In contrast, the emitting fluo-
rophore is exposed to the relaxed environment, which con-
tains solvent molecules oriented around the dipole moment
of the excited state.

Solvent polarity can have a dramatic effect on emission
spectra. Figure 6.2 shows a photograph of the emission
from 4-dimethylamino-4'-nitrostilbene (DNS) in solvents
of increasing polarity. The emission spectra are shown in
the lower panel. The color shifts from deep blue (λmax = 450
nm) in hexane to orange in ethyl acetate (λmax = 600 nm),
and red in n-butanol (λmax = 700 nm).

6.1.2. Polarity Surrounding a Membrane-Bound
Fluorophore

Prior to describing the theory of solvent effects it is helpful
to see an example. Emission spectra of trans-4-dimethy-
lamino-4'-(1-oxobutyl) stilbene (DOS) are shown in Figure
6.3.1 The emission spectra are seen to shift dramatically to
longer wavelengths as the solvent polarity is increased from
cyclohexane to butanol. The sensitivity to solvent polarity is

similar to DNS because of the similar electron-donating and
-accepting groups on the fluorophore. The dimethyl amino
group is the electron donor. The nitro group and carbonyl
groups are both electron acceptors. The high sensitivity to
solvent is due to a charge shift away from the amino groups
in the excited state, towards the electron acceptor. This
results in a large dipole moment in the excited state. This
dipole moment interacts with the polar solvent molecules to
reduce the energy of the excited state.

A typical use of spectral shifts is to estimate the polar-
ity which surrounds the fluorophore. In Figure 6.3 the goal
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Figure 6.1. Jablonski diagram for fluorescence with solvent relax-
ation.

Figure 6.2. Photograph and emission spectra of DNS in solvents of
increasing polarity. H, hexane; CH, cyclohexane; T, toluene; EA, ethyl
acetate; Bu, n-butanol.

Figure 6.3. Corrected fluorescence emission spectra of DOS in cyclo-
hexane (CH), toluene (T), ethyl acetate (EA), and butanol (Bu). The
dashed line shows the emission of DOS from DPPC vesicles. Revised
from [1].



was to determine the polarity of the DOS binding site on a
model membrane that was composed of dipalmitoyl-L-α-
phosphatidylcholine (DPPC). The emission spectrum of
DOS bound to DPPC vesicles (dashed line) was found to be
similar to that of DOS in ethyl acetate, which has a dielec-
tric constant (ε) near 5.8. The polarity of the DOS binding
site on DPPC vesicles is obviously greater than hexane (ε =
1.9) and less than butanol (ε = 17.8 at 20EC). Hence, the
emission spectra of DOS indicate an environment of inter-
mediate polarity for DOS when bound to DPPC vesicles.

6.1.3. Other Mechanisms for Spectral Shifts

While interpretation of solvent-dependent emission spectra
appears simple, this is a very complex topic. The complex-
ity is due to the variety of interactions that can result in
spectral shifts. At the simplest level, solvent-dependent
emission spectra are interpreted in terms of the Lippert
equation (eq. 6.1, below), which describes the Stokes shift
in terms of the changes in dipole moment which occur upon
excitation, and the energy of a dipole in solvents of various
dielectric constant (ε) or refractive index (n).2–3 These gen-
eral solvent effects occur whenever a fluorophore is dis-
solved in any solvent, and are independent of the chemical
properties of the fluorophore and the solvent.

The theory for general solvent effects is often inade-
quate for explaining the detailed behavior of fluorophores
in a variety of environments. This is because fluorophores
often display multiple interactions with their local environ-
ment, which can shift the spectra by amounts comparable to
general solvent effects. For instance, indole displays a
structured emission in the nonpolar solvent cyclohexane
(see Figure 16.5). This spectrum is a mirror image of its

absorption spectrum. Addition of a small amount of ethanol
(1 to 5%) results in a loss of the structured emission. This
amount of ethanol is too small to significantly change sol-
vent polarity and cause a spectral shift due to general sol-
vent effects. The spectral shift seen in the presence of small
amounts of ethanol is due to hydrogen bonding of ethanol
to the imino nitrogen on the indole ring. Such specific sol-
vent effects occur for many fluorophores, and should be
considered while interpreting the emission spectra. Hence,
the Jablonski diagram for solvent effects should also reflect
the possibility of specific solvent–fluorophore interactions
that can lower the energy of the excited state (Figure 6.4).

In addition to specific solvent–fluorophore interac-
tions, many fluorophores can form an internal charge trans-
fer (ICT) state, or a twisted internal charge transfer (TICT)
state.4 For instance, suppose the fluorophore contains both
an electron-donating and an electron-accepting group. Such
groups could be amino and carbonyl groups, respectively,
but numerous other groups are known. Following excitation
there can be an increase in charge separation within the flu-
orophore. If the solvent is polar, then a species with charge
separation (the ICT state) may become the lowest energy
state (Figure 6.4). In a nonpolar solvent the species without
charge separation, the so-called locally excited (LE) state,
may have the lowest energy. Hence, the role of solvent
polarity is not only to lower the energy of the excited state
due to general solvent effects, but also to govern which state
has the lowest energy. In some cases formation of the ICT
state requires rotation of groups on the fluorophore to form
the TICT state. Formation of ICT states is not contained
within the theory of general solvent effects. Additionally, a
fluorophore may display a large spectral shift due to
excimer or exciplex formation. The fluorophores may be
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rescent or nonfluorescent in the different states.



fluorescent or nonfluorescent in these different states. The
quantum yield can change due to change in the rate of non-
radiative decay (knr) or due to a conformational change in
the fluorophore.

In summary, no single theory can be used for a quanti-
tative interpretation of the effects of environment on fluo-
rescence. Interpretation of these effects relies not only on
polarity considerations, but also on the structure of the flu-
orophore and the types of chemical interactions it can
undergo with other nearby molecules. The trends observed
with solvent polarity follow the theory for general solvent
effects, which may give the impression that solvent polari-
ty is the only factor to consider. In reality, multiple factors
affect the emission of any given fluorophore.

6.2. GENERAL SOLVENT EFFECTS:
THE LIPPERT-MATAGA EQUATION

The theory of general solvent effects provides a useful
framework for consideration of solvent-dependent spectral
shifts. In the description of general solvent effects the fluo-
rophore is considered to be a dipole in a continuous medi-
um of uniform dielectric constant (Figure 6.5). This model
does not contain any chemical interactions, and hence can-
not be used to explain the other interactions which affect the
emission. These other interactions, such as hydrogen bond-
ing or formation of charge transfer states, are sometimes
detected as deviations from the general theory.

The interactions between the solvent and fluorophore
affect the energy difference between the ground and excit-

ed states. To a first approximation this energy difference (in
cm–1) is a property of the refractive index (n) and dielectric
constant (ε) of the solvent, and is described by the Lippert-
Mataga equation:2–3

(6.1)

In this equation h (= 6.6256 x 10–27 ergs) is Planck's con-
stant, c (= 2.9979 x 1010 cm/s) is the speed of light, and a is
the radius of the cavity in which the fluorophore resides. ν�A

and ν�F are the wavenumbers (cm–1) of the absorption and
emission, respectively. Equation 6.1 is only an approxima-
tion, but there is reasonable correlation between the
observed and calculated energy losses in non-protic sol-
vents. By non-protic solvents we mean those not having
hydroxyl groups, or other groups capable of hydrogen
bonding. The Lippert equation is an approximation in
which the polarizability of the fluorophore and higher-order
terms are neglected. These terms would account for second-
order effects, such as the dipole moments induced in the
solvent molecules resulting by the excited fluorophore, and
vice versa.

It is instructive to examine the opposite effects of ε and
n on the Stokes shift. An increase in n will decrease this
energy loss, whereas an increase in ε results in a larger dif-
ference between ν�A and ν�F. The refractive index (n) is a
high-frequency response and depends on the motion of
electrons within the solvent molecules, which is essentially
instantaneous and can occur during light absorption. In con-
trast, the dielectric constant (ε) is a static property, which
depends on both electronic and molecular motions, the lat-
ter being solvent reorganization around the excited state.
The different effects of ε and n on the Stokes shift will be
explained in detail in Section 6.2.1. Briefly, an increase in
refractive index allows both the ground and excited states to
be instantaneously stabilized by movements of electrons
within the solvent molecules. This electron redistribution
results in a decrease in the energy difference between the
ground and excited states (Figure 6.6). For this reason most
chromophores display a red shift of the absorption spectrum
in solvents relative to the vapor phase.5–7 An increase in ε
will also result in stabilization of the ground and excited
states. However, the energy decrease of the excited state
due to the dielectric constant occurs only after reorientation
of the solvent dipoles. This process requires movement of

� constant

νA � νF �
2

hc
( ε �  1

2ε � 1
�
n2 � 1

2n2 � 1
)  

(µE � µG)2

a3
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Figure 6.5. Dipole in a dielectric medium.



the entire solvent molecule, not just its electrons. As a
result, stabilization of the ground and excited states of the
fluorophore depends on the dielectric constant (ε) and is
time dependent. The rate of solvent relaxation depends on
the temperature and viscosity of the solvent (Chapter 7).
The excited state shifts to lower energy on a timescale com-
parable to the solvent reorientation time. In the derivation of
the Lippert equation (Section 6.2.1), and throughout this
chapter, it is assumed that solvent relaxation is complete
prior to emission.

The term inside the large parentheses in eq. 6.1 is
called the orientation polarizability (∆f). The first term (ε –
1)/(2ε + 1) accounts for the spectral shifts due to both the
reorientation of the solvent dipoles and to the redistribution
of the electrons in the solvent molecules (Figure 6.6, cen-
ter). The second term (n2 – 1)/(2n2 + 1) accounts for only
the redistribution of electrons. The difference of these two
terms accounts for the spectral shifts due to reorientation of
the solvent molecules (Figure 6.6, right), and hence the
term orientation polarizability. According to this simple
model, only solvent reorientation is expected to result in
substantial Stokes shifts. The redistribution of electrons
occurs instantaneously, and both the ground and excited
states are approximately equally stabilized by this process.
As a result, the refractive index and electronic redistribution
has a comparatively minor effect on the Stokes shift.

It is instructive to calculate the magnitude of the spec-
tral shifts that are expected for general solvent effects. Most
fluorophores have nonzero dipole moments in the ground
and excited states. As an example we will assume that the
ground-state dipole moment is µG = 6D, and the excited-

state dipole moment is µE = 20D, so that µE – µG = 14D. We
will also assume the cavity radius is 4 Å, which is compa-
rable to the radius of a typical aromatic fluorophore. One
Debye unit (1D) is 1.0 x 10–18 esu cm. 4.8D is the dipole
moment that results from a charge separation of one unit
charge (4.8 x 10–10 esu) by 1 Å (10–8 cm). An excited-state
dipole moment of 20D is thus comparable to a unit charge
separation of 4.2 Å, which is a distance comparable to the
size of a fluorophore. These assumed values of µE and µG

are similar to those observed for fluorophores which are
frequently used as polarity probes in biochemical research.

For the model calculation of Stokes losses we compare
the nonpolar solvent hexane with several polar solvents.
Nonpolar solvents such as hexane do not have a dipole
moment. Hence, there are no dipoles to reorient around the
excited state of the fluorophore. This physical property of
hexane is reflected by ε � n2 (Table 6.1). From eq. 6.1 one
calculates a small value for the orientation polarizability
(∆f), and ν�A and ν�F are expected to be small or zero. For
example, if we assume that our model fluorophore absorbs
at 350 nm, the emission in hexane is calculated to also be at
350 nm (Table 6.2). However, even in nonpolar solvents,
absorption and emission maxima do not coincide this close-
ly. Excitation generally occurs to higher vibrational levels,
and this energy is rapidly dissipated in fluid solvents (10–12

s). Emission generally occurs to an excited vibrational level
of the ground state. As a result, absorption and emission are
generally shifted by an amount at least equal to the vibra-
tional energy, or about 1500 cm–1. These energy losses are
accounted for by the constant term in eq. 6.1, and would
shift emission of our model fluorophore to 370 nm.

In polar solvents such as methanol, substantially larger
Stokes losses are expected. For example, our model fluo-
rophore is expected to emit at 526 nm in this polar solvent
(Table 6.2). This shift is due to the larger orientation polar-
izability of methanol, which is a result of its dipole
moment. This sensitivity of the Stokes shift to solvent
polarity is the reason why fluorescence emission spectra are
frequently used to estimate the polarity of the environment
surrounding the fluorophore.
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Figure 6.6. Effects of the refractive index (n) and dielectric constant
(ε) on the absorption and emission energies.

Table 6.1. Polarizability Properties of Some Common Solvents

Water              Ethanol              Ether              Hexane

ε 78.3 24.3 4.35 1.89
n 1.33 1.35 1.35 1.37
∆f 0.32 0.30 0.17 0.001



6.2.1. Derivation of the Lippert Equation

The interactions responsible for general solvent effects are
best understood by derivation of the Lippert equation. This
equation can be written as

(6.2)

where ∆ν� is the frequency shift (in cm–1) between absorp-
tion and emission, ∆f is the orientation polarizability, and
µE and µG are the excited- and ground-state dipole
moments, respectively. The Lippert equation is derived by
consideration of the interaction of a fluorophore with the
solvent, and the timescale of these interactions. We need to
recall the Franck-Condon principle, which states that nuclei
do not move during an electronic transition (10–15 s). In con-
trast, the electrons of the solvent molecules can redistribute
around the new excited state dipole during this time span. In
addition, because of the relatively long lifetime of the excit-
ed state (-10–8 s), the solvent molecules can orientate to
their equilibrium position around the excited state of the
fluorophore prior to emission.

Derivation of the Lippert equation starts with the con-
sideration of a point dipole in a continuous dielectric medi-
um (Figure 6.4). The energy of the dipole in an electric field
given by

(6.3)

where R is the electric field.8 In our case the electric field is
the relative reactive field in the dielectric induced by the
dipole. The reactive field is parallel and opposite to the

direction of the dipole, and is proportional to the magnitude
of the dipole moment,

(6.4)

In this equation f is the polarizability of the solvent and a is
the cavity radius. The polarizability of the solvent is a result
of both the mobility of electrons in the solvent and the
dipole moment of the solvent molecules. Each of these
components has a different time dependence. Reorientation
of the electrons in the solvent is essentially instantaneous.
The high frequency polarizability f(n) is a function of the
refractive index:

(6.5)

The polarizability of the solvent also depends on the dielec-
tric constant, which includes the effect of molecular orien-
tation of the solvent molecules. Because of the slower
timescale of molecular reorientation, this component is
called the low frequency polarizability of the solvent, and is
given by

(6.6)

The difference between these two terms is

(6.7)∆f �
ε � 1

2ε � 1
�
n2 � 1

2n2 � 1

f(ε) �
ε � 1

2ε � 1

f(n) �
n2 � 1

2n2 � 1

R�
2µ
a3  f

Edipole � � µR

hc ∆ν � hc( νA � νF) �
2∆f

a3
 (µE � µG)2 � const
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Table 6.2. Stokes Shifts Expected from General Solvent Effects

ν�A – ν�F

Solvent                            ε n ∆fa (cm –1)b λmax
c (nm)

Hexane 1.874 1.372 –0.0011d 35 350d

Chloroform 4.98 1.447 0.1523 4697 418.9
Ethyl Acetate 6.09 1.372 0.201 6200 447.0
1-Octanol 10.3 1.427 0.2263 6979 463.1
1-Butanol 17.85 1.399 0.2644 8154 489.8
n-Propanol 21.65 1.385 0.2763 8522 498.8
Methanol 33.1 1.326 0.3098 9554 525.8

a∆f = [(ε – 1)/(2ε + 1)] – [(n2 – 1)/(2n2 + 1)].
bFrom eq. 6.1, assuming µG = 6D, µE = 20D, µE – µG = 14D, and a cavity radius of 4 Å. 4.8D is the dipole moment
that results from a charge separation of 1 unit of charge (4.8 x 10–10 esu) by 1 Å (10–8 cm). 1 x 10–18 esu cm is 1
Debye unit (1.0D).
cAssuming an absorption maximum of 350 nm.
dThe small negative value of ∆f was ignored.



and is called the orientation polarizability. If the solvent has
no permanent dipole moment, ε � n2 and ∆f - 0. Table 6.1
lists representative values of ε, n and ∆f. From the magni-
tudes of ∆f one may judge that spectral shifts ∆ν� will be
considerably larger in water than in hexane.

The interactions of a fluorophore with solvent can be
described in terms of its ground- (µG) and excited-state (µE)
dipole moments, and the reactive fields around these
dipoles. These fields may be divided into those due to elec-
tronic motions (Rel

G and Rel
E) and those due to solvent

reorientation (Ror
G and Ror

E). Assuming equilibrium around
the dipole moments of the ground and excited states, these
reactive fields are

(6.8)

Consider Figure 6.7, which describes these fields during the
processes of excitation and emission. For light absorption
the energies of the ground (EG) and nonequilibrium excited
(EE) states are

(6.9)

(6.10)

where EV represents the energy levels of the fluorophore in
the vapor state, unperturbed by solvent. The absorption
transition energy is decreased by the electronic reaction
field induced by the excited state dipole. This occurs
because the electrons in the solvent can follow the rapid
change in electron distribution within the fluorophore. In
contrast, the orientation of the solvent molecules does not
change during the absorption of light. Therefore, the effect
of the orientation polarizability, given by µGRor

G and µERor
G,

contains only the ground-state orientational reaction field.
This separation of effects is due to the Franck-Condon prin-
ciple. Recalling that energy is related to the wavelength by
ν� = ∆E/hc, subtraction of eq. 6.10 from 6.9 yields the ener-
gy of absorption:

(6.11)

where hc(ν�A)V is the energy difference in a vapor where sol-
vent effects are not present. By a similar consideration one
can obtain the energy of the two electronic levels for emis-
sion. These are

(6.12)

(6.13)

To derive these expressions we assumed that the solvent
relaxed quickly in comparison to the lifetime of the excited
state, so that the initial orientation field (Ror

G) changed to
Ror

E prior to emission. The electronic field changed during
emission, but the orientation field remained unchanged. The
energy of the emission is given by

(6.14)

In the absence of environmental effects one may expect ν�A

– ν�F to be a constant for complex molecules that undergo
vibrational relaxation. Hence, subtracting eq. 6.14 from
6.11 yields

hcνF � hc(νF)V � (µE � µG)RE
or � µER

E
el � µGR

G
el

EnergyG(emission) � EG
V � µGR

E
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el
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E
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� µER
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Figure 6.7. Effects of the electronic and orientation reaction fields on
the energy of a dipole in a dielectric medium, µE > µG. The smaller cir-
cles represent the solvent molecules and their dipole moments.



(6.15)

Substitution from eq. 6.8 yields the Lippert equation:

(6.16)

(6.17)

It is important to remember that the Lippert equation is
only an approximation, and contains many assumptions.
The fluorophore is assumed to be spherical, and there is no
consideration of specific interactions with the solvent.
Other more complex equations have been presented, and
the interested reader is referred to extensive publications on
this subject.9–14 In all these treatments the solvent is regard-
ed as a continuum. The Lippert equation ignores the polar-
izability of the fluorophore and assumes that the ground and
excited states dipole moments point in the same direction.
If one assumes the polarizability of the fluorophore is the
same as the solvent, and that µG and µE point in different
directions, then if these directions are different, the Lippert
equation become13–14

(6.18)

where

(6.19)

and α is the angle between µG and µE. It seems reasonable
that general solvent effects would depend on the angle
between µE and µG. However, it seems that the directions of
the dipole moments are similar for many fluorophores in
the ground and excited state. Given the fact that the spectral
shifts due to specific solvent effects and formation of ICT
states are often substantial, it seems preferable to use the
simplest form of the Lippert equation to interpret the spec-
tral data. Deviations from the predicted behavior can be
used to indicate the presence of additional interactions.

To avoid confusion we note that eq. 6.18 was incorrect
in the second edition of this book, as was pointed out in
[15]. This equation was also incorrect on the original
reports.13–14

6.2.2. Application of the Lippert Equation

The emission spectra of many fluorophores used to label
macromolecules are known to be sensitive to solvent polar-
ity. One of the best-known examples is the probe ANS. This
class of probes has become widespread since its introduc-
tion in 1954.16 ANS and similar molecules are essentially
nonfluorescent when in aqueous solution, but become high-
ly fluorescent in nonpolar solvents or when bound to pro-
teins and membranes. These probes are highly sensitive to
solvent polarity and can potentially reveal the polarity of
their immediate environments.17–19 For example, the emis-
sion maximum of 2,6-ANS shifts from 416 nm in acetoni-
trile to about 460 nm in water (Figure 6.8), and the emission
maximum could be used to estimate the polarity of the
binding site of ANS on the macromolecules.20 Another rea-
son for the widespread use of these probes is their low flu-
orescence in water. For example, the quantum yield of 1-
anilinonaphthalene-8-sulfonate (1,8-ANS) is about 0.002 in
aqueous buffer, but near 0.4 when bound to serum albumin.
This 200-fold enhancement of the quantum yield is useful
because the fluorescence of a dye–protein or dye–mem-
brane mixture results almost exclusively from the dye that
is bound to the biopolymers, with almost no contribution
from the unbound probe. As a result, the spectral properties
of the bound fraction may be investigated without interfer-
ence from free dye.

The solvent sensitivity of a fluorophore can be estimat-
ed by a Lippert plot. This is a plot of (ν�A – ν�F) versus the
orientation polarizability (∆f). The most sensitive fluo-
rophores are those with the largest change in dipole
moment upon excitation. Representative Lippert plots for
two naphthylamine derivatives are shown in Figure 6.9. The∆b�

2

hca3 (µ2
G � µ2

E � µGµE cos α)

hc∆ν � ∆b [ ε � 1

ε � 2
�
n2 � 1

n2 � 2
] (2n2 � 1)

(n2 � 2)
� const

νA � νF �
2 ∆f

hca3
 (µE � µG)2 � const

νA � νF �
�2

hca3
(µE � µG) (µG∆f � µE ∆f) � const
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1
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Figure 6.8. Normalized emission spectra for 6-anilino-2-naphthalene
sulfonic acid (ANS). The solvents are acetonitrile (Ac), ethylene gly-
col (EG), 30% ethanol/70% water (30% EtOH), and water. 1 kK =
1000 cm–1. Revised from [19].



sensitivity of these fluorophores to solvent polarity is prob-
ably due to a charge shift from the amino group towards the
electronegative sulfonic acid group. The N-phenyl-N-
methyl derivative of 6-aminonaphthalene-2-sulfonic acid is
more sensitive to solvent polarity than the unsubstituted
amino derivatives.10 This higher sensitivity to solvent polar-
ity is probably because the phenyl ring allows for a larger
charge separation than the unsubstituted amino group.

The linearity of these plots is often regarded as evi-
dence for the dominant importance of general solvent
effects in the spectral shifts. Specific solvent effects lead to

nonlinear Lippert plots (Section 6.3). The data in Figure 6.9
are for a limited range of similar solvents. Specifically,
these were ethanol–water mixtures, so the same specific
effects due to hydrogen bonding were present in all mix-
tures. In general, the attachment of side chains to the amino
group, especially aromatic groups, enhances the sensitivity
to solvent polarity. This general trend can be seen from Fig-
ure 6.10, in which we show values of (µE – µG) for several
naphthylamine derivatives as determined from the Lippert
plots. The change in dipole moment is large when electron-
donating alkyl groups are attached to the nitrogen. Attach-
ment of a toluyl group further increases the charge separa-
tion in the excited state.

6.3. SPECIFIC SOLVENT EFFECTS

In the preceding sections we described the general interac-
tions between fluorophores and solvents, as modeled by the
Lippert equation. These general effects are determined by
the electronic polarizability of the solvent (which is
described by the refractive index n) and the molecular
polarizability (which results from reorientation of solvent
dipoles). The latter property is a function of the static
dielectric constant, ε. In contrast, specific interactions are
produced by one or a few neighboring molecules, and are
determined by the specific chemical properties of both the
fluorophore and solvent.21–22 Specific effects can be due to
hydrogen bonding, preferential solvation, acid–base chem-
istry, or charge-transfer interactions, to name a few.23–30 The
spectral shifts due to such specific interactions can be sub-
stantial, and if not recognized, limit the detailed interpreta-
tion of fluorescence emission spectra.

Specific solvent–fluorophore interactions can often be
identified by examining emission spectra in a variety of sol-
vents. Typical data for 2-anilinonaphthalene (2-AN) in
cyclohexane are shown in Figure 6.11. Addition of low con-
centrations of ethanol, which are too small to alter the bulk
properties of the solvent, result in substantial spectral
shifts.19 Less than 3% ethanol causes a shift in the emission
maximum from 372 to 400 nm. Increasing the ethanol con-
centration from 3 to 100% caused an additional shift to only
430 nm. A small percentage of ethanol (3%) caused 50% of
the total spectral shift. Upon addition of the trace quantities
of ethanol one sees that the intensity of the initial spectrum
is decreased, and a new red-shifted spectrum appears. The
appearance of a new spectral component is a characteristic
of specific solvent effects. It is important to recognize that
solvent-sensitive fluorophores can yield misleading infor-
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Figure 6.9. Lippert plots for two naphthylamine derivatives in
ethanol–water mixtures. Data are shown for N-phenyl-N-methyl-6-
aminonaphthalene-2-sulfonate (") and 6-aminonaphthalene-2-sul-
fonate (!). Revised and reprinted with permission from [10].
Copyright © 1971, American Chemical Society.

Figure 6.10. Chemical structure and change in dipole moment ∆µ =
µE – µG for naphthylamine derivatives.



mation on the polarity of their environments if specific
interactions occur, or if solvent relaxation is not complete.
Because the specific spectral shift occurs at low ethanol
concentrations, this effect is probably due to hydrogen
bonding of ethanol to the amino groups, rather than gener-
al solvent effects.

Another example of specific solvent effects is provided
by 2-acetylanthracene (2-AA) and its derivatives.31–33 Emis-
sion spectra of 2-AA in hexane containing small amounts of
methanol are shown in Figure 6.12. These low concentra-
tions of ethanol result in a loss of the structured emission,
which is replaced by a longer-wavelength unstructured
emission. As the solvent polarity is increased further, the

emission spectra continue a more gradual shift to longer
wavelengths. These spectra suggest that the emission of 2-
AA is sensitive to both specific solvent effects, and general
solvent effects in more polar solvents.

The presence of specific solvent effects can be seen in
the dependence of the emission maxima on the percentage
of polar solvent (Figure 6.13). In hexane the emission max-
imum of 2-AA shifted gradually as the percentage of diox-
ane was increased to 100%. These shifts induced by diox-
ane are probably a result of general solvent effects. In con-
trast, most of the shift expected for methanol was produced
by only about 1–2% methanol. This amount of alcohol is
too small to affect the refractive index or dielectric constant
of the solvent, and hence this shift is a result of specific sol-
vent effects.

Specific solvent–fluorophore interactions can occur in
either the ground state or the excited state. If the interaction
only occurred in the excited state, then the polar additive
would not affect the absorption spectra. If the interaction
occurs in the ground state, then some change in the absorp-
tion spectrum is expected. In the case of 2-AA the absorp-
tion spectra showed loss of vibrational structure and a red
shift upon adding methanol (Figure 6.14). This suggests
that 2-AA and alcohol are already hydrogen bonded in the
ground state. An absence of changes in the absorption spec-
tra would indicate that no ground-state interaction occurs.
Alternatively, weak hydrogen bonding may occur in the
ground state, and the strength of this interaction may
increase following excitation. If specific effects are present
for a fluorophore bound to a macromolecule, interpretation
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Figure 6.11. Fluorescence emission spectra of 2-anilinonaphthalene
in cyclohexane, to which ethanol was added. These quantities were
0% (1), 0.2% (2), 0.4%, (3), 0.7% (4), 1.7% (5), and 2.7% (6). The
arrow indicates the emission maximum in 100% ethanol. Revised and
reprinted with permission from [19]. Copyright © 1971, Academic
Press Inc.

Figure 6.12. Fluorescence spectra of 2-acetylanthracene in
methanol–hexane mixtures at 20°C. Concentrations of methanol in
mol dm–3: (0) 0, (1) 0.03, (2) 0.05, (3) 0.075, (4) 0.12, (5) 0.2, and (6)
0.34. Revised from [32].

Figure 6.13. Effect of solvent composition on the emission maximum
of 2-acetylanthracene. 1 kK = 1000 cm–1. Revised from [32].



of the emission spectrum is complex. For example, a mole-
cule like 2-acetylanthracene, when bound in a hydrophobic
site on a protein, may display an emission spectrum compa-
rable to that seen in water if only a single water molecule is
near the carbonyl group.

The presence of specific interactions in the ground
state or only in the excited state determines the timescale of
these interactions. If the fluorophore and polar solvent are
already associated in the ground state, then one expects an
immediate spectral shift upon excitation. If the fluorophore
and polar solvent only associate in the excited state, then
the appearance of the specific solvent effect will depend on
the rates of diffusion of the fluorophore and polar solvent.
In this case the dependence on the concentration of polar
solvent will be similar to quenching reactions.

6.3.1. Specific Solvent Effects and Lippert Plots

Evidence for specific solvent–fluorophore interactions can
be seen in the Lippert plots. One example is a long-chain
fatty acid derivative of 2-AA. The compound was synthe-
sized for use as a membrane probe.34–35 One notices that the
Stokes shift is generally larger in hydrogen bonding sol-
vents (water, methanol, and ethanol) than in solvents that
less readily form hydrogen bonds (Figure 6.15). Such
behavior of larger Stokes shifts in protic solvents is typical
of specific solvent–fluorophore interactions, and have been
seen for other fluorophores.36–38

The sensitivity of fluorophores to specific interactions
with solvents may be regarded as a problem, or a favorable

circumstance. It is problematic because these effects can
prevent a quantitative interpretation of the emission spectra
in terms of the orientation polarizability of the macromole-
cule. The situation is favorable because the specific effects
of protic solvents could reveal the accessibility of the
macromolecule-bound probe to the aqueous phase. Also,
specific solvent effects can cause larger and hence move
easily observed spectral shifts.

In view of the magnitude of specific solvent effects,
how can one reliably use fluorescence spectral data to indi-
cate the polarity of binding sites? At present there seems to
be no completely reliable method. However, by careful
examination of the solvent sensitivity of a fluorophore, rea-
sonable estimates can be made. Consider the following
hypothetical experiment. Assume that 2-acetylanthracene
(2-AA) binds strongly to lipid bilayers so that essentially all
the 2-AA is bound to the membrane. It seems likely that,
irrespective of the location of 2-AA in the bilayer, adequate
water will be present, either in the ground state or during
the excited-state lifetime, to result in saturation of the spe-
cific interactions shown in Figures 6.12 to 6.14. Under
these conditions the solvent sensitivity of this fluorophore
will be best represented by that region of Figure 6.13 where
the concentration of the protic solvent is greater than
10–20%. Note that essentially equivalent slopes are found
within this region for methanol, octanol and dioxane. These
similar slopes indicate a similar mechanism, which is the
general solvent effect.
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Figure 6.14. Absorption spectra of 2-acetylanthracene in pure hexane
(0) and mixtures of methanol and hexane. The concentrations of
methanol in mol dm–3 are 0.2 (1) and pure methanol (2). Spectrum 3
(dotted) refers to the H-bonded complex. Revised from [32].

Figure 6.15. Stokes shifts of methyl 8-(2-anthroyl) octanoate in
organic solvents and water. The solvents are benzene (B), n-hexane
(H), diethyl ether (DEE), ethyl acetate (EA), acetone (Ac), N,N-
dimethylformamide (DMF), chlorophorm (Ch), dimethyl sulfoxide
(DMSO), ethanol (EA), methanol (Me), and water (W). Revised from
[35]. Copyright © 1991, with permission from Elsevier Science.



An understanding of specific and general solvent
effects can provide a basis for interpreting the emission
spectra of fluorophores that are bound to macromolecules.
Consider the emission spectra of 2-anilinonaphthalene
bound to membranes composed of dimyristoyl-L-"-phos-
phatidylcholine (DMPC).39 The emission spectrum of 2-
AN in DPMC is considerably red shifted relative to the
emission in cyclohexane, but it is blue shifted relative to
water (Figure 6.16). What is the polarity of the environment
of 2-AN in the membranes? Interpretation of the emission
maxima of these labeled membranes is also complicated by
the time-dependent spectral shifts, a complication we will

ignore for the moment. We noted earlier (Figure 6.11) that
2-AN is highly sensitive to small concentrations of ethanol.
It seems likely that cyclohexane containing more than 3%
ethanol is the preferable reference solvent for a low polari-
ty environment. This spectrum is indicated by the dashed
line in Figure 6.16. In this solvent the specific effects are
saturated. With this adjustment in mind, one may conclude
that the environment in which the 2-AN is localized is
mostly nonpolar, but that this site is accessible to water.
Without consideration of specific solvent effects one might
conclude that the 2-AN is in a more polar environment.

The fact that the hydrogen bonding interactions of 2-
AN are saturated in membranes is supported by time-
resolved data. The measurement and interpretation of such
data will be described in Chapter 7. Figure 6.17 shows the
time-dependent emission maxima of 2-AN bound to DMPC
vesicles, and in glycerol and cyclohexane. Even at the
shortest observable time of one nanosecond, the emission
maximum of 2-AN-labeled membranes is similar to that
found in the protic solvent glycerol. This initial value for
the emission maximum is also comparable to the complete-
ly relaxed value found for 2-AN in cyclohexane which con-
tains 0.1 M methanol. This final value can be regarded as
that expected when the specific solvent effects are saturat-
ed. This result indicates that in membranes the specific
interactions with water or other polar hydrogen bonding
groups are saturated. These interactions may have occurred
in the ground state, or on a subnanosecond timescale that is
too rapid to be resolved in this particular experiment. In
either event, it seems clear that the emission spectra of 2-
AN bound to model membranes can be interpreted more
reasonably when compared to reference solvents in which
the specific solvent effects are saturated.

6.4. TEMPERATURE EFFECTS

In the preceding sections we assumed that solvent relax-
ation was complete prior to emission, which is true for fluid
solvents. At low temperatures the solvent can become more
viscous, and the time for solvent reorientation increases.
This is illustrated schematically in Figure 6.18, which
shows a simplified description of solvent relaxation. Upon
excitation the fluorophore is assumed to be initially in the
Franck-Condon state (F). Solvent relaxation proceeds with
a rate kS. If this rate is much slower than the decay rate (γ =
1/τ), then one expects to observe the emission spectrum of
the unrelaxed F state. If solvent relaxation is much faster
than the emission rate (kS >> γ), then emission from the
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Figure 6.16. Normalized fluorescence emission spectra of 2-anilinon-
aphthalene in solvents and bound to vesicles of dimyristoyl-L-α-phos-
phatidylcholine (DMPC). The dashed line indicates the spectrum in
cyclohexane (CH), which contains 3% ethanol. Revised from [39].

Figure 6.17. Time-resolved emission maxima of 2-anilinonaphtha-
lene in DMPC vesicles and in solvents. Revised from [39].



relaxed state (R) will be observed. At intermediate temper-
atures, where kS � γ, emission and relaxation will occur
simultaneously. Under these conditions an intermediate
emission spectrum will be observed. Frequently this inter-
mediate spectrum (– – –) is broader on the wavelength scale
because of contributions from both the F and R states.
Time-dependent spectral relaxation is described in more
detail in Chapter 7.

Examples of temperature-dependent emission spectra
are shown in Figure 6.19 for the neutral tryptophan deriva-
tive N-acetyl-L-tryptophanamide (NATA) in propylene gly-
col. Solvents such as propylene glycol, ethylene glycol, and
glycerol are frequently used to study fluorescence at low
temperature. These solvents are chosen because their vis-
cosity increases gradually with decreasing temperature, and
they do not crystallize. Instead they form a clear highly vis-

cous glass in which the fluorophores are immobilized. The
presence of hydroxyl groups and alkyl chains makes these
compounds good solvents for most fluorophores.

As the temperature of NATA in propylene glycol is
decreased the emission spectrum shifts to shorter wave-
lengths40 (Figure 6.19). This shift occurs because the decay
rate of fluorophores is not very dependent on temperature,
but the relaxation rate is strongly dependent on temperature.
Hence, at low temperature, emission is observed from the
unrelaxed F state. It is important to notice that the struc-
tured 1Lb (Chapter 16) emission of NATA is not seen even
at the lowest temperature (–68EC). This is because the
hydrogen bonding properties of propylene glycol persist at
low temperature. It is clear that the temperature-dependent
spectral shifts for NATA are due to the temperature depend-
ence of the orientation polarizability ∆f.

Another example of temperature-dependent spectra is
provided by Patman (Figure 6.20).42 This fluorophore is a
lipid-like analogue of Prodan, which was developed to be a
probe highly sensitive to solvent polarity.42 The basic idea
is that the amino and carbonyl groups serve as the electron
donor and acceptor, respectively. In the excited state one
expects a large dipole moment due to charge transfer (Fig-
ure 6.21), and thus a high sensitivity to solvent polarity. As
the temperature of propylene glycol is decreased, the emis-
sion spectra of Patman shift dramatically to shorter wave-
lengths (Figure 6.20). The effects of low temperature are
similar to those of low-polarity solvents. Because of the
decreased rate of solvent motion, emission occurs from the
unrelaxed state at low temperature.

6.5. PHASE TRANSITIONS IN MEMBRANES

Since its introduction as a solvent-sensitive probe, Prodan
and its derivative have become widely used to label biomol-
ecules.43–46 Alkyl or fatty acid chains have been added to
Prodan so that it localizes in membranes (Figure 6.22).
Acrylodan is a derivative of Prodan that can be used to label
sulfhydryl groups in proteins. Prodan is highly sensitive to
solvent polarity. Its emission maximum shifts from 410 nm
in cyclohexane to 520 nm in polar solvents (Figure 6.23).47

Prodan and its derivatives have been especially useful
for studies of cell membranes and model membranes
because of its high sensitivity to the phase state of the mem-
branes.48–52 DPPC vesicles have a phase transition tempera-
ture near 37E. When Prodan is bound to DPPC vesicles
the emission maximum shifts from 425 to 485 nm (Fig-
ure 6.24).
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Figure 6.18. Jablonski diagram for solvent relaxation.

Figure 6.19. Emission spectra of N-acetyl-L-tryptophanamide
(NATA) in propylene glycol. From [40].



The large spectral shifts displayed by Prodan allowed
its use in imaging the phase state of membranes.53–54 When
using fluorescence microscopy it is difficult to record the
entire emission spectrum for each point in the image. The
need for emission spectra was avoided by defining a wave-
length-ratiometric parameter that represented the emission
spectrum. This parameter is defined analogously to fluores-

cence polarization. This parameter was named the general-
ized polarization (GP) and is given by

(6.20)

where IB and IR are the steady state intensities at a shorter
blue (B) wavelength and a longer red (R) wavelength,
respectively.

GP �
IB � IR
IB � IR
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Figure 6.20. Emission spectra of the lipid-like Prodan derivative
Patman at various temperatures in propylene glycol (top) and in sol-
vents of different polarities (bottom). Revised and reprinted from [41].
Copyright © 1983, American Chemical Society.

Figure 6.21. Charge separation in the excited state of Prodan (6-propionyl-2-(dimethylamino) naphthalene.

Figure 6.22. Derivatives of Prodan.



Giant unilamellar vesicles (GUVs) were formed from a
mixture of DPPE and DPPC attached to Pt wires to hold
them in position. The vesicles were labeled with the
lipophilic probe Laurdan. Excitation was accomplished
using a two-photon process, which eliminates out-of-focus
fluorescence. Figure 6.25 shows the GP images of the vesi-
cles at several temperatures. At 40EC the GP values are high
(near 0.5) because the membrane is in the solid phase with
more intense emission at short wavelengths. As the temper-
ature is increased GP decreases and even becomes slightly
negative due to the increased intensity at longer wave-
lengths.

In Figure 6.25 the phase state and GP values were
rather constant throughout the GUV. However, real mem-
branes are expected to be less homogeneous and to display
rafts or domains that are either in the fluid or solid state.
The sensitivity of Laurdan to the phase of the membrane
allowed its use for imaging of domains in living cells. Fig-

ure 6.26 shows GP images of fibroblasts that were taken off
the top of the cell (left) and from the region of the cell in
contact with the glass slide (right). These images show
regions of high GP, typically at protrusions of the mem-
brane or points of contact with the glass slide. These results
show how the spectroscopic studies of polarity effects can
now be used for cellular imaging.

6.6. ADDITIONAL FACTORS THAT AFFECT 
EMISSION SPECTRA

6.6.1. Locally Excited and Internal Charge-
Transfer States

Depending upon solvent polarity some fluorophores can
display emission before or after charge separation. One
example is shown in Figure 6.27. The initially excited state
is called the locally excited (LE) state. In low-polarity sol-
vents FPP emits at short wavelengths from the LE state (top
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Figure 6.23. Emission spectra of Prodan in various solvents. From left
to right the solvents are cyclohexane, toluene, CH2Cl2, CH3CN,
DMSO, isopropanol, methanol, and CF3CH2COOH. Revised and
reprinted with permission from [47]. Copyright © 2003, American
Chemical Society.

Figure 6.24. Emission spectra of Prodan in DPPC vesicles as a func-
tion of temperature. Revised from [50].

Figure 6.25. Generalized polarization of Laurdan in GUV of
DPPE/DPPC 7:3 obtained with two-photon excitation at 780 nm. The
blue and red intensities needed to calculate GP were measured
through 46 nm wide bandpass filters centered at 446 and 499 nm,
respectively. Reprinted from [53]. Courtesy of Dr. Luis Bagatolli.

Figure 6.26. Generalized polarization of Laurdan in fibroblasts
observed with two-photon excitation. The images were taken from
above (left) and below (right) the glass slide. Reprinted from [54].
Courtesy of Dr. Katharina Gaus from the University of New South
Wales, Australia.



two panels). As the solvent polarity increases a new longer
wavelength emission appears. This longer-wavelength
emission (lower panel) is due to an internal charge-transfer
(ICT) state, which forms rapidly following excitation. In
this case the two ends of the fluorophore are held rigidly by
the methylene bridge, so that formation of the ICT state
does not depend on the twisting. There have been a large
number of papers on conformational changes in the excited-
state fluorophore to form a twisted internal charge transfer
(TICT) state in a variety of molecules. There seems to be a
lack of agreement on the need for twisting. To avoid stating
an opinion on this topic, we will simply refer to such states
as ICT states.

Another example of LE and ICT emission is given by
Laurdan.56 Part of the large spectral shift displayed by Lau-
rdan is due to emission from the locally excited state (LE),
which occurs near 400 nm, as well as from an ICT state
emitting at longer wavelengths. A hint of this behavior was
seen in Figure 6.20 (top), where at –30EC a shoulder
appeared on the short-wavelength side of the Patman emis-
sion. Such changes in spectral shape often indicate the pres-
ence of another state. This new blue-emitting state was
more easily seen in ethanol at low temperatures (Figure
6.28). As the temperature is decreased the emission maxi-
mum shifts from about 490 to 455 nm. As the temperature
is lowered to –190EC a new emission appears with a maxi-
mum near 420 nm.

Although solvent relaxation usually proceeds faster at
higher temperatures, high temperature can also prevent the
alignment of solvent dipoles. This effect can also prevent
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Figure 6.27. Emission spectra of FPP in several solvents. Revised and
reprinted with permission from [55]. Copyright © 2004, American
Chemical Society.

Figure 6.28. Emission spectra of Laurdan in ethanol at –50°C (1), –60°C (2), –70°C (3), –80°C (4), –85°C (5), –90°C (6), –100°C (7), –110°C (8),
and –190°C (9). The panel on the right compares the emission spectra of Laurdan at –40 and 20°C. Revised from [56].



the alignment of solvent dipoles. This effect is seen for Lau-
rdan in ethanol at 20EC (Figure 6.28, right). This emission
spectrum is blue-shifted relative to the emission spectrum
in ethanol at –40EC. In general, the most pronounced red
shifts occur at temperatures at which the solvent is fluid
enough to reorient prior to fluorescence emission but ther-
mal energy is not so great as to disrupt these orientations.

The unusual temperature-dependent spectra displayed
by Laurdan were explained by the presence of emission
from the locally excited (LE) state and from the internal
charge-transfer (ICT) state. In the LE state the excitation is
localized on the naphthalene ring, so that the molecule is
not very polar. In this LE state the amino and carbonyl
groups are not part of the delocalized electron system. At
higher temperature the ICT state forms, with complete
charge transfer from the amino group to the carbonyl group.
Some authors propose that twisting of the dimethyl amino
group is required to allow the nitrogen electrons to be in

conjugation with the naphthalene ring.57–58 Hence, the large
spectral shift displayed by Prodan-like molecules is some-
what misleading. Part of the shift from 420 to 455 nm is due
to formation of the TICT state. The remaining shift from
455 to 490 nm is due to the orientation polarizability (∆f) of
the solvent. Prodan is just one example of a large number of
molecules that display ICT emission.59–66

Formation of ICT states can also occur with some of
the more recently developed fluorophores. Figure 6.29
shows the emission spectra of a Bodipy fluorophore that has
been substituted with a dimethylamino group.67 In a low-
polarity solvent the usual narrow Bodipy emission is seen
with a small Stokes shift. In slightly more polar solvents a
new longer wavelength emission is seen that is due to an
ICT state. The important point from these examples is that
the spectral shifts due to formation of ICT states are not
explained by the Lippert equation. Instead of polarity, the
appearance of the ICT emission depends on the electron-
donating and -accepting properties of groups within or
attached to the fluorophore.

6.6.2. Excited-State Intramolecular Proton 
Transfer (ESIPT)

The formation of ICT states indicates that the electron dis-
tribution can be different for a fluorophore in the ground or
excited states. This can result in changes of ionization in the
excited state. One example is intramolecular proton transfer
in the excited state, which is referred to as ESIPT. This is
shown in the top schematic in Figure 6.30, for the probe
FA.70 This probe can exist in the normal form (N) or as a
tautomer (T). The process of ESIPT can be very rapid
because the transferring proton is already next to the proton
acceptor at the moment of excitation.

Figure 6.30 shows the emission spectra of FA when
dissolved in two nonpolar solvents and when in aqueous
solution but bound to BSA. The emission near 525 nm is
the N* form, and the emission near 625 nm is the T* form.
FA exhibits very low fluorescence in water, but it is highly
fluorescent when bound to BSA. This high intensity and the
similar intensities of the N* and T* forms indicate that FA
is in a highly nonpolar environment when bound to BSA.
The relative intensities of the N* and T* emission can be
expected to be dependent on the detailed charge and polar-
ity surrounding the fluorophore, as well as its extent of
exposure to the aqueous phase. ESIPT occurs in a variety of
other fluorophores.68-77
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Figure 6.29. Emission spectra of a dimethylamino-substituted Bodipy
probe. Tetrahydrofuron (THF). Revised and reprinted with permission
from [67]. Copyright © 1998, American Chemical Society.



6.6.3. Changes in the Non-Radiative Decay Rates

In the previous example the probe FA displayed a very low
quantum yield in water but a high quantum yield when
bound to BSA. Increases in quantum yield are frequently
observed when fluorophores bind to biomolecules. These
changes are due to solvent or environmental effects, but
these changes are not explained by the Lippert equation. It
seems reasonable to suggest that changes in quantum yield
are due to changes in the rates of non-radiative decay (knr).
This suggestion is correct, and changes in knr have been
observed for a variety of fluorophores. One example is
coumarin-151 (C151), which is highly sensitive to solvent
polarity.78 Figure 6.31 shows the Stokes shift and quantum
yields for C151 in solvents ranging from 2-methylpentane
(∆f = 0) to methanol (∆f = 0.309). The Stokes shift increas-
es in a stepwise manner upon addition of the polar solvent
dioxane, even though the value of ∆f is almost unchanged.
The quantum yield is low in nonpolar solvents and also
increases stepwise when the solvent contains a polar addi-
tive. Since the excitation coefficient and radiative decay
rates are usually not very sensitive to solvent polarity, the
decrease in quantum yield suggests an increase in knr in
nonpolar solvents. The values of the radiative (Γ) and non-

radiative (knr) decay rates can be calculated using the meas-
ured quantum yields (Q) and lifetimes (τ). These rate con-
stants are given by

(6.21)

(6.22)

Figure 6.32 shows the lifetimes of C151 and the calcu-
lated rate constants. As expected Γ (") is mostly independ-
ent of solvent polarity. The value of knr (!) increases dra-
matically in low-polarity solvents. The authors attribute the
increased value of knr in nonpolar solvents to rotation of the
amino group, which provides a rapid deactivation pathway
to the ground state. In more polar solvents an ICT state is
formed, which causes the larger Stokes shift. In this ICT
state, rotation of the amino group is restricted and knr is
smaller. The purpose of this example is not to explain the
detailed photophysics of C151, but rather to show how the
chemical structures of the fluorophore and the solvent can

G�Q/Γ

knr � (1 �Q)/Γ
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Figure 6.30. Emission spectra of FA that undergoes ESIPT. Revised
from [70].

Figure 6.31. Stokes shifts and quantum yields for Coumarin-151 in
various solvents. 2-MP, 2-methylpentane; M70D30, 70% 2-MP and
30% dioxane (D); M60EA40, 60%, 2 MP and 40% EA, ethyl acetate;
MeOH, methanol. The composition of the solvents is only listed for
several of the mixtures. Revised and reprinted with permission from
[78]. Copyright ©  2001, American Chemical Society.



result in specific interactions that affect the emission maxi-
ma and quantum yields of fluorophores.

6.6.4. Changes in the Rate of Radiative Decay

In the previous example the quantum yield of C151
decreases in low polarity solvents. A more typical situation
is an increase in quantum yield in low-polarity solvents,
which is illustrated by the probe neutral red (NR).79 For this
probe the Lippert plot is biphasic and shows a larger slope
for high-polarity solvents (∆f > 0.35 in Figure 6.33). This
behavior is explained by formation of an ICT state in high-
polarity solvents, and emission from an LE state in lower-
polarity solvents. The slopes of the Lippert plots for NR are
consistent with excited-state dipole moments of 4.8D for
the LE state and 17.5D for the ICT state. There appears to
be a decrease in the radiative decay rate in the higher-polar-
ity solvents. Such a decrease in Γ is possible because the
ICT emission is from a different electronic state than the LE
emission.

The spectral properties of NR can be understood by
considering the energy of the LE and ICT states in solvents

of different polarity (Figure 6.34). In low-polarity solvents
the LE state has a lower energy. In higher-polarity solvents
the ICT state is stabilized by interaction with the solvent
and thus becomes the emitting species. These examples of
C151 and NR show that no single model or interaction can
explain the diverse spectral properties displayed by fluo-
rophores in various environments.

6.7. EFFECTS OF VISCOSITY

Viscosity can have a dramatic effect on the emission inten-
sity of fluorophores. Perhaps the best-known example is
trans-stilbene. The intensity decays of stilbene (Figure
6.35) are strongly dependent on temperature.80 This effect
has been interpreted as due to rotation about the central eth-
ylene double bond in the excited state (Figure 6.36).81–82 In
the ground state there is a large energy barrier to rotation
about this bond. The energy barrier is much smaller in the
excited state. Rotation about this bond occurs in about 70
ps, providing a return path to the ground state. Rotation of
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Figure 6.32. Lifetimes, radiative, and non-radiative decay rates for
C151 in various solvents. Revised and reprinted with permission from
[78]. Copyright ©  2001, American Chemical Society.

Figure 6.33. Quantum yields and radiative decay rates of Neutral Red
in various solvents. Revised from [79].



cis-stilbene is even more rapid, resulting in very short fluo-
rescence lifetime. Such rotations in the excited state are
thought to affect the emission of many other fluorophores.83

Increase in local viscosity contributes to the increased
intensities displayed by many fluorophores when bound to
biomolecules. In Chapter 1 we mentioned the viscosity
probe CCVJ, which displayed increases in quantum yield
with increases in viscosity. Figure 6.37 shows the emission
intensities of this probe when bound to an antibody direct-
ed against this probe.84 Binding of CCVJ to the antibody
prevents rotation around the ethylene bond and increases
the quantum yield.
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Figure 6.34. Effect of solvent polarity on the energies of LE and ICT
states. Revised from [79].

Figure 6.35. Intensity decays of trans-stilbene in methylcyclohexane:
isohexane (3:2). Revised from [80].

Figure 6.36. Excited-state isomerization of stilbene. From [81].

Figure 6.37. Effect of anti-CCVJ antibody on the emission of CCVJ.
Antibody concentrations are shown in µM. Revised and reprinted with
permission from [84]. Copyright © 1993, American Chemical
Society.



6.7.1. Effect of Shear Stress on 
Membrane Viscosity

The viscosity of some membranes are thought to be sensi-
tive to the shear stresses created by fluid flow.85 This possi-
bility was tested using the viscosity probes shown in Figure
6.38. DCVJ was expected to be more water soluble and
FCVJ was expected to label cell membranes. The locations
of these probes in human epidermal cells were determined
by recording images at various heights in the cells (z-axis
sectioning). Figure 6.39 shows pseudocolor images of the
labeled cells. Blue indicates images recorded in a plane
passing through the center of the cells and thus staining of
the cytoplasm. Red indicates images recorded in a plane
across the top of the cells, and thus staining of the plasma
membrane. These images show that FCVJ localizes prima-
rily in the plasma membrane (left) and that DCVJ localizes
primarily in the cytoplasm.

The fluorescence intensities of DCVJ and FCVJ were
examined as the epidermal cells were subjected to shear
stress. For DCVJ, which was localized in the cytoplasm,
there was no change in intensity (Figure 6.39, lower panel).
For FCVJ, which bound to the plasma membrane, there was
a large drop in intensity in response to shear stress. The
reversibility of the changes with elimination of fluid flow
showed that the probes were not being washed out of the
cells, indicating a decrease in viscosity. These viscosity-
dependent probes thus provide an optical means to follow
changes in the microviscosity of cell membranes in
response to stimuli.

6.8. PROBE–PROBE INTERACTIONS

In addition to interacting with solvents, fluorophores can
interact with each other. One example is excimer formation
due to an excited-state complex of two identical fluo-
rophores. Excimer formation is a short-range interaction

that requires molecular contact between the fluorophore. In
Chapter 1 we described excimer formation by pyrene as a
means to measure diffusion in membranes.

Excimer formation is beginning to find use in biotech-
nology. Figure 6.40 shows the use of excimer formation to
detect an insertion mutation in DNA.87–88 A DNA oligomer
was synthesized that contained two nearby pyrene residues.
The sequence of this probe was mostly complementary to
the target sequence, except for the region near the pyrene
groups. When bound to the wild-type (WT) sequence, one
of the pyrenes intercalated into the double helix and the sec-
ond remained outside the double helix. Since the pyrenes
were not in contact there was no excimer emission. This
probe DNA was then hybridized with a insertion mutant
(IM) sequence that contained an extra base. This base pre-
vented the pyrene from intercalating into the double helix,
resulting in a blue emission from the excimer.
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Figure 6.38. Chemical structures of viscosity-sensitive fluorophores.
The carbon chain on the left is a farnesol group. Revised from [86].

Figure 6.39. Pseudocolor images of human epidermal cells
stained with FCVJ or DCVJ. In the images red indicates labeling
of the cell membrane and blue indicates labeling of the cyto-
plasm. The red and blue lines on the inserts indicates the z-level
of the images. The lower panel shows the effect of shear stress on
the intensities of cells labeled with FCVJ or DCVJ. Revised from
[86]. Courtesy of Dr. Emmanuel Theodorakis from the
University of California, San Diego.



Excimer formation is also finding use in nanotechnol-
ogy, in particular for following self-assembly processes.
Derivatives of perylene were found to self-associate.89 The
extent of self-association depends on the solvent and the
starting concentrations of the fluorophore (Figure 6.41,

top). Different starting concentrations could be used to
obtain a wide range of emission colors (bottom). One can
imagine such complexes being used for organic multicolor
displays using just a single type of fluorophore.

6.9. BIOCHEMICAL APPLICATIONS OF 
ENVIRONMENT-SENSITIVE FLUOROPHORES

The use of probes sensitive to this local environment has a
long history in biochemical research. We now describe a
few examples to illustrate the diversity of these applica-
tions.

6.9.1. Fatty-Acid-Binding Proteins

Fatty acids are a significant source of energy. In blood the
fatty acids are usually transported bound to serum albumin.
In cells the fatty acids are transported by fatty-acid-binding
proteins (FABPs), which are a family of small proteins
(�15 kDa) with a variety of amino-acid sequences. Since
fatty acids are spectroscopically silent, their association
with FABPs is not easily measured.

The problem of detecting fatty acid binding was solved
using FABP labeled with acrylodan.90–94 The structure of
acrylodan is shown in Figure 6.22. In the absence of added
fatty acid the emission spectrum of acrylodan is blue shift-
ed, indicating a nonpolar environment. Titration of the
labeled FABP with fatty acid resulted in a progressive red
shift of the emission spectrum (Figure 6.42). Apparently,
bound fatty acid displaces this probe from its hydrophobic
binding site into the aqueous phase. Displacement of the
acrylodan residue from the hydrophobic pocket was sup-
ported by a decrease in anisotropy from 0.32 to 0.15 in the
presence of bound fatty acid. The spectral shifts were also
used to provide a method to measure the concentration of
free fatty acids in clinical samples.95–96

6.9.2. Exposure of a Hydrophobic Surface 
on Calmodulin

Calmodulin is involved in calcium signaling and the activa-
tion of intracellular enzymes. In the presence of calcium
calmodulin exposes a hydrophobic surface, which can inter-
act with other proteins. This surface can also bind
hydrophobic probes. Calmodulin was mixed with one of
three different probes: 9-anthroxycholine (9-AC), 8-anili-
no-1-naphthalenesulfonate (ANS), or N-phenyl-1-naphthy-
lamine (NPN).97 In aqueous solution, these probes are all
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Figure 6.40. Use of excimer formation for detection of a DNA inser-
tion mutation. Top: structure of the probe oligonucleotide. Middle:
schematic of the hybridization reaction. Bottom: emission spectra of
the probe bound to the wild-type (WT) sequence or the insertion
mutation (FM) sequence. Revised and reprinted with permission from
[87]. Copyright © 2004, American Chemical Society.



weakly fluorescent in the absence of protein (Figure 6.43).
Addition of calmodulin, without calcium, had only a minor
effect on the emission. Addition of calcium to calmodulin
resulted in a dramatic increase in the intensity of the three
probes. Since the effect was seen with neutral (NPN), neg-
atively charged (ANS), and partially charged (9-AC)
probes, the binding was interpreted as due to hydrophobic
rather than electrostatic interactions between the probe and
calmodulin.

6.9.3. Binding to Cyclodextrin Using a 
Dansyl Probe

While there are numerous examples of proteins labeled
with fluorescent probes, relatively few studies are available
using labeled carbohydrates.98–99 The solvent sensitivity of
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Figure 6.41. Excimer formation by a self-assembled perylene diimide derivative. Revised and reprinted with permission from [89]. Copyright © 2003,
American Chemical Society. Courtesy of Dr. Alex D. Q. Li from the Washington State University.

Figure 6.42. Emission spectra of acrylodan-labeled fatty acid binding
protein (FABP). The numbers refer to the concentration in µM of fatty
acid (oleate) added to 0.2-µM FABP. Revised from [90].



the dansyl probes have been used to study the binding of
organic molecules to cyclodextrins.98 Cyclodextrins are
cyclic sugars. The interior surface of cyclodextrin is
hydrophobic, and can bind appropriately sized molecules.

Carbohydrates are not fluorescent. In order to obtain a sig-
nal cyclodextrin was labeled with the dansyl group (Figure
6.44). The labeled cyclodextrin was titrated with 1-adaman-
tanol, which resulted in a decrease in fluorescence intensi-
ty and a red shift in the emission spectra (Figure 6.45). In
the absence of 1-adamantanol the dansyl group binds in the
cyclodextrin cavity, resulting in a blue-shifted and
enhanced emission. Addition of 1-adamantanol displaces
the dansyl group, resulting in greater exposure to the aque-
ous phase and a red shift in the emission spectra.

6.10. ADVANCED SOLVENT SENSITIVE PROBES

The increased understanding of solvent effects and forma-
tion of ICT states has resulted in the development of addi-
tional fluorophores that are highly sensitive to solvent
polarity.100–102 These probes are based on 2,5-diphenyloxa-
zole (DPO), which is a well-known scintillator. DPO is sol-
uble mostly in organic solvents, where it displays a high
quantum yield. By itself, DPO would not be very sensitive
to solvent polarity. Solvent sensitivity was engineered into
DPO by the addition of electron donor and acceptor groups
(Figure 6.46). The top compound is DPO. In the lower
structures the DPO is modified to contain an electron donor,
acceptor, or both groups.

Absorption and emission spectra of these four DPO
derivatives are shown in Figures 6.47 and 6.48. In
methanol, DPO displays structured absorption and emission
spectra, with only a small Stokes shift. Addition of the sul-
fonic acid group alone results in a modest red shift. A larg-
er red shift is observed upon addition of the dimethylamino
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Figure 6.43. Emission spectra of 9-AC, ANS and NPN in aqueous
buffer (——), in the presence of calmodulin (- - -), and in the presence
of calmodulin plus calcium (– – –). Revised and reprinted with per-
mission from [97]. Copyright © 1980, American Chemical Society.

Figure 6.44. Dansyl-labeled cyclodextrin. Also shown is a schematic
of the effects of 1-adamantanol (black balls) on the location of the
DNS group. Revised from [98].

Figure 6.45. Emission spectra of dansyl-cyclodextrin with increasing
concentrations of 1-adamantanol. Probe concentrations = 10 M.
Revised from [98].



group. The most dramatic shift was found when both elec-
tron-donating and -accepting groups were present on the
DPO. By addition of both groups the absorption maxima is
shifted to more convenient wavelengths near 380 nm, and
the emission is shifted to 600 nm. The absence of vibronic
structure suggests that the long-wavelength emission is due
to an ICT state.

Based on these model compounds, reactive forms of
dyes have been prepared, and are called Dapoxyl probes.102

These probes are highly sensitive to solvent polarity (Figure
6.49). A structured emission is seen in hexane, which disap-
pears in more polar solvents, suggesting that these dyes
form ICT states. These dyes are more sensitive to solvent

than other presently used fluorophores (Table 6.3), and they
also display usefully high extinction coefficients. In future
years one can expect to see increased use of such dyes
designed to display large Stokes shifts.

6.11. EFFECTS OF SOLVENT MIXTURES
Advanced Topic

In Section 6.3 we described the phenomena of specific sol-
vent effects, in which small amounts of a polar solvent
result in dramatic shifts of the emission spectra. The pres-
ence of such effects suggests the presence of a distribution
of fluorophores, each with a somewhat different solvent
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Figure 6.46. Derivatives of 2,5-diphenyloxazole (DPO, A) with donor
and acceptor groups (B–D). Revised from [101].

Figure 6.47. Absorption spectra of the DPO derivatives shown in
Figure 6.46. The absorption spectra are normalized. From [101].

Figure 6.48. Emission spectra of the DPO derivatives shown in Figure
6.46 in methanol. The spectra were normalized. From [101].

Figure 6.49. Emission spectra of the Dapoxyl SEDA (dapoxyl sul-
fonyl ethylenediamine) in solvents of increasing polarity, from left to
right, hexane (H), chloroform (Ch), acetone (Ac), 1 dimethylsulfoxide
(DMSO), and acetonitrile–water (Ac:H2O, 1:1, vol/vol). From [101].



shell. Such a distribution of environments can result in
complex intensity decays.

The effect of a solvent mixture on an intensity decay is
illustrated by Yt-base, which is highly sensitive to solvent
polarity.103–105 The emission maximum of Yt-base shifts
from 405 nm in benzene to 455 nm in methanol (Figure
6.50). Addition of only 6% methanol, which does not dra-
matically change the orientation polarizability ∆f, results in
a large shift of the emission maximum to 430 nm. A large

spectral shift for a small change in the composition of the
solvent usually indicates specific solvent effects.

Solvent mixtures provide a natural situation where one
can expect a complex intensity decay, or a distribution of
lifetimes. The intensity decay of Yt-base in pure benzene or
methanol is mostly a single exponential (Table 6.4). How-
ever, the decay times are different in each solvent, so that
one can expect a more complex decay in a benzene–
methanol mixture. In fact, a more heterogeneous intensity
decay was observed in benzene with 6% methanol than in
either pure solvent. This can be seen by the elevated value
of χR

2 for the single-decay-time fit for the intensity decay of
Yt-base with 6% methanol (Table 6.4). Use of the double-
exponential model reduces χR

2 from 8.9 to 1.2.
While the intensity decays of Yt-base could be fit using

a two-decay-time model, it seems unlikely that there would
be only two decay times in a solvent mixture. Since the sol-
vent mixture provides a distribution of environments for the
fluorophores, one expects the intensity decay to display a
distribution of lifetimes. The frequency response of Yt-base
in the solvent mixture could not be fit to a single decay time
(Figure 6.51). However, the data also could be fit to a dis-
tribution of lifetimes (Figure 6.52). In 100% benzene or
100% methanol the intensity decays were described by nar-
row lifetime distributions, which are essentially the same as
a single decay time. In benzene–methanol mixtures, wide
lifetime distributions were needed to fit the intensity decay
(Figure 6.52). Lifetime distributions can be expected for
any macromolecule in which there exists a distribution of
fluorophore environments.

It is interesting to notice that the χR
2 values are the

same for the multi-exponential and for the lifetime distribu-
tion fits for Yt-base with 6% methanol. This illustrates a fre-
quently encountered situation where different models yield
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Table 6.3. Spectral Properties of Well-Known Solvent Sensitive Probes

λabs (nm) λF (nm) λF (nm)
Probea (ε, M–1 cm–1)                  in MeOH                  in CHCl3 ∆λF (nm)

Dapoxyl SEDA 373 (28 000) 584 509 75b

Dansyl EDA 335 (4600) 526 499 27
ADMAN 360 (15 000) 499 440 59
Prodan 361 (16 000) 498 440 58
1,8-ANS 372 (7800) 480 490 –10
2,6-ANS 319 (27 000) 422 410 12
7-Ethoxycoumarin 324 (11 000) 399 385 14b

aDapoxyl SEDA, dapoxyl sulfonyl ethylenediamine; Dansyl EDA, dansyl ethylenediamine; ADMAN, 6-acetyl-2-
dimethylaminonaphthalene; Prodan, 6-propionyl-2-dimethylaminonaphthalene; 1,8-ANS, 8-anilinonaphthalene-1-sul-
fonic acid; 2,6-ANS, 6-anilinonaphthalene-2-sulfonic acid. From [101].

bThis value was calculated from λF (in MeOH) – λF (in CHCl3), which may have been listed incorrectly in [101].

Figure 6.50. Emission spectra of Yt-base in benzene, benzene with
6% methanol, and in methanol. Lower panel, dependence of the spec-
tral shift on the percentage of methanol in benzene. From [105].



equivalent fits. In such cases one must rely on other infor-
mation to select the more appropriate model. In this case the
lifetime distribution model seems preferable because there
is no reason to expect two unique decay times in a solvent
mixture.

6.12. SUMMARY OF SOLVENT EFFECTS

A quantitative description of the effects of environment on
fluorescence emission spectra is perhaps the most challeng-
ing topic in fluorescence spectroscopy. No single theory or
type of interactions can be used in all circumstances. A
number of factors affect the emission including:
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Figure 6.51. Frequency-domain intensity decay of Yt-base in benzene
with 6% methanol. From [103].

Table 6.4. Multi-Exponential Analysis of the Intensity Decays of 
Yt-Base in Benzene/Methanol Mixturesa

Number of
% Methanol                                decay times τi (ns) αi fi x2

R

0 9.67 1.0 1.0 1.3
4 1 8.80 1.0 1.0 3.2

2 3.67 0.061 0.026 1.2
9.10 0.939 0.974

6 1 8.36 1.0 1.0 8.9
2 3.50 0.113 0.048 1.2

8.92 0.887 0.952
10 1 7.23 1.0 1.0 4.9

2 2.99 0.082 0.034 1.0
7.56 0.918 0.966

100 1 6.25 1.0 1.0 1.9

aFrom [103].

Figure 6.52. Lifetime distribution analysis of the intensity decay of
Yt-base in pure methanol, pure benzene, and benzene with 6%
methanol. Revised from [103].



1. General solvent effects due to the interactions of
the dipole of the fluorophore with its environ-
ment

2. Specific solvent effects due to fluorophore–sol-
vent interactions

3. Formation of ICT or TICT states depending on
the probe structure and the surrounding solvent

4. Viscosity and changes in the radiative and non-
radiative decay rates

5. Probe-probe interactions

Even if only one type of interaction were present, the
effects would still be complex and beyond the limits of
most models. For instance, the Lippert equation is only an
approximation, and ignores higher-order terms. Also, this
equation only applies to a spherical dipole in a spherical
cavity. More complex expressions are needed for non-
spherical molecules, but one cannot generally describe the
fluorophore shape in adequate detail. With regard to specif-
ic effects, there is no general theory to predict the shift in
emission spectra due to hydrogen bond formation. And,
finally, for fluorophores bound to macromolecules or in vis-
cous solvents, spectral relaxation can occur during emis-
sion, so that the emission spectrum represents some weight-
ed average of the unrelaxed and relaxed emission.

Given all these complexities, how can one hope to use
the data from solvent sensitive probes? In our opinion, the
best approach is to consider the fluorophore structure rather
than to rely completely on theory. Observed effects should
be considered within the framework of the interactions list-
ed above. Unusual behavior may be due to the presence of
more than one type of interaction. Use the theory as an aid
to interpreting plausible molecular interactions, and not as
a substitute for careful consideration probe structure and its
likely chemical interactions.
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PROBLEMS

P6.1. Calculation of a Stokes Shift: Calculate the spectral shift
of a fluorophore in methanol with µE – µG = 14D and a
cavity radius of 4 Å. That is, confirm the values in Table
6.2. Show that the answer is calculated in cm–1. Note,
esu = g1/2 cm3/2/s and erg = g cm2/s2.

P6.2. Calculation of the Excited State Dipole Moment: Use
the data in Table 6.5 to calculate the change in dipole
moment (∆µ) of Prodan excited state. Calculate the
change in dipole moment ∆µ for both the locally excit-
ed (LE) and the internal charge-transfer (ICT) state.
Assume the cavity radius is 4.2 Å.
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Table 6.5. Spectral Properties of PRODAN in Various Solventsa

Absorption                    Emission                  Stokes
maximum                   maximum                    shift

No.                            Solvent                       (nm)                           (nm)                       (cm–1)                        ∆f

1 Cyclohexane 342 401 4302 0.001
2 Benzene 355 421 4416 0.002
3 Triethylamine 343 406 4523 0.102
4 Chlorobenzene 354 430 4992 0.143
5 Chloroform 357 440 5284 0.185
6 Acetone 350 452 6448 0.287
7 Dimethylformamide 355 461 6477 0.276
8 Acetonitrile 350 462 6926 0.304
9 Ethylene glycol 375 515 7249 0.274

10 Propylene glycol 370 510 7419 0.270
11 Ethanol 360 496 7616 0.298
12 Methanol 362 505 8206 0.308
13 Water 364 531 8646 0.302

aData from [42].



In the preceding chapter we described the effects of solvent
and local environment on emission spectra, and how spec-
tral changes could be used to determine the properties of the
environment surrounding a fluorophore. We showed that
emission spectra could be affected by solvent polarity and
specific solvent effects. We also showed that fluorophores
could display charge separation and/or conformational
changes while in the excited state. During these descrip-
tions we did not consider the rate constants for these
processes, but mostly assumed the lifetime of a fluorophore
was in equilibrium with its environment prior to emission.
More specifically, we assumed the decay rates of the fluo-
rophores were slow compared to the rate constants for sol-
vent reorientation, charge separation, or conformational
changes in the fluorophore. The assumption of emission
from equilibrated states was reasonable because fluid sol-
vents reorient around excited fluorophores in 0.1 to 10 ps,
and the decay times are typically 1 ns or longer.

There are many situations where the fluorophore can
emit prior to or during other dynamic processes. For exam-
ple, in viscous solvents the rate of solvent relaxation around
the fluorophore may be comparable to or slower than the
decay rate. In this case the emission occurs during solvent
relaxation, and the emission spectrum represents an average
of the partially relaxed emission. Under these conditions the
emission spectra display time-dependent changes. These
time-dependent effects are not observed in the steady-state
emission spectra, but can be seen in the time-resolved data
or the intensity decays measured at various emission wave-
lengths. Many fluorophores undergo reactions in the excit-
ed state, such as the loss or gain of a proton. Depending on
the chemical properties of the fluorophore, its exposure to
the solvent, and/or the concentration of proton donors or
acceptors in the solution, the excited-state reaction may be
occurring during emission. In this case the steady-state
spectrum will contain contributions from each form of the
fluorophore, assuming that both forms are fluorescent.

As was true for solvent effects, there is no universal
theory that provides a quantitative description of all the
observed phenomena. Time-dependent shifts occur as the
result of general solvent effects, specific solvent-fluo-
rophore interactions, formation of internal charge-transfer
states, and excited-state reactions. All of these processes
affect the time-dependent decays. Interpretation of the time-
resolved data should be based on a molecular understanding
of the fluorophore and the nature of its environment. In
some cases the effects are often similar and not immediate-
ly assignable to a particular molecular event. Hence, it can
be challenging to select a model for interpretation of the
time-dependent spectra.

7.1. OVERVIEW OF EXCITED-STATE PROCESSES

Prior to consideration of specific mechanisms, it is useful to
understand how emission spectra are affected by processes
occurring during the excited-state lifetime. We can divide
the time-dependent spectral changes into two categories: a
continuous spectral shift or a two-state model. In the con-
tinuous model the emission spectrum shifts with time but
does not change the spectral shape.1–3 The continuous
model is usually appropriate for general solvent effects. In
the two-state model there are distinct emission spectral
from two forms of the fluorophore. The two-state model is
usually appropriate for excited-state reactions or formation
of internal charge-transfer (ICT) states.

Excited-state processes are usually studied by meas-
urement of the time-resolved emission spectra (TRES). The
TRES are the emission spectra that would be observed if
measured at some instant in time following pulsed excita-
tion. Figure 7.1 shows a schematic for the continuous spec-
tral relaxation (CR) model. The fluorophore is excited to
the Franck-Condon (F) or unrelaxed state. Following exci-
tation the solvent reorients around the excited-state dipole
moment, which occurs with a solvent relaxation rate ks,
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which can also be described by a solvent relaxation time τs

= ks
–1. If the solvent is fluid the solvent relaxation time will

be less than the lifetime (τs << τ) and emission occurs from
the relaxed (R) state. At low temperature, solvent relaxation
can be slower than emission (τs >> τ) so that emission is
observed from the F state. At intermediate temperature
emission where τs = τ emission will be occurring during the
relaxation process. Hence a spectrum intermediate between
F and R will be observed (dashed curve in Figure 7.1),
which represents some weighted average of the emission
spectra at each point in time during the relaxation process.
In rigorous terms the intermediate spectrum would have the
same shape and half width as the F- and R-state emission
spectra. In practice the intermediate spectrum can be wider
due to contributions from fluorophores with varying extents
of relaxation. In Figure 7.1 we show the same lifetime τ for
the fluorophore in the F and R state because the fluorophore
is emitting from the same electronic state. In practice these
decay times can be different.

Spectral relaxation can also occur in a stepwise man-
ner, which we will call the excited-state reaction (ESR)
model. In this case there are two distinct emitting species:
the initially excited state F and the species R resulting from
the excited-state reaction. The lifetime of the F and R states
(τF and τR) are different because emission is occurring from
a different molecular species (Figure 7.2). In the case of
excited-state ionization the emission would be from the ini-
tially excited and the ionized species. The F and R states

can also have different emission spectra because the elec-
tronic states or chemical structures are different.

For the ESR model the F and R states are linked by a
rate constant k1. The reaction can be reversible, but for sim-
plicity is shown as an irreversible reaction. The rate con-
stant k1 is now a chemical rate constant that is determined
by the chemical structures and solvent composition. If the
rate constant is small relative to the decay rate of the F state
(k1 < τF

–1) the emission occurs mostly from the F state. If
the reaction rate is greater than the decay rate of the F state
(k1 > τF

-1) then emission occurs primarily from the R state.
If the reaction rate and decay rates are comparable then
emission occurs from both species. If the emission spectra
of the F and R states are well separated then two distinct
components will be seen in the emission spectrum. If the
emission spectra of the F and R states overlap, the interme-
diate emission spectra may show a shoulder or be wider
than the individual emission spectra.

The continuous relaxation and ESR models can also be
described in terms of reaction coordinates. In the CR model
emission is occurring from the same state (Figure 7.3),
except for a displacement due to solvent reorientation. The
rate constant ks describes the rate at which the excited-state
energy slides towards the equilibrium R state. Emission
occurs at all positions along the reaction coordinate. For the
ESR model there are two excited-state species, typically
separated by an energy barrier (Figure 7.4). Emission can
occur from either state, but the states are distinct. The rate
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Figure 7.1. Jablonski diagram for continuous spectral relaxation. Figure 7.2. Jablonski diagram for an excited-state reaction.



constant k1 describes the rate at which the F state is trans-
formed into the R state.

7.1.1. Time-Resolved Emission Spectra

Excited-state processes result in complex time-dependent
decays. The intensity decays depend on the observation
wavelength because of the time needed for the F state to

become an R state or some intermediate state. This situation
is illustrated in Figure 7.5. In this figure the solid line shows
the intensity decay of the total emission, or the decay that
would be observed in the absence of excited-state process-
es. Now suppose the intensity decay is measured on the
short-wavelength side of the total emission. This decay,
IF(t), is more rapid than the decay of the total emission,
IT(t), because the short-wavelength emission is decaying by
both emission and relaxation, which is removing excited
fluorophores from the observation wavelength. On the
long-wavelength side of the emission the emitting fluo-
rophores are those that have relaxed.

Time is needed for the F-state molecules to reach the R
state. Even if the F and R states have the same intrinsic
decay time, the long-wavelength decay will appear to be
slower. Also, at the moment of excitation all the molecules
are assumed to be in the F state. No molecules are in the R
state until some relaxation has occurred. For this reason one
typically observes a rise in the intensity at long wavelengths
representing formation of the relaxed state. The rise time is
frequently associated with a negative pre-exponential factor
that is recovered from the multi-exponential analysis. Fol-
lowing the rise in intensity, the decay IR(t) typically follows
the total emission. Another way of understanding the wave-
length-dependent decays is to recall that emission is a ran-
dom event. Some fluorophores emit at earlier times, and
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Figure 7.3. Energy schematic for continuous spectral relaxation.
Figure 7.5. Schematic of time-resolved emission spectra. IT(t) repre-
sents the decay of the total emission. IF(t) and IR(t) are the intensity
decays on blue and red sides of the emission spectrum, respectively.
The upper insert shows the emission spectra at t = 1, 2, or 3 ns.

Figure 7.4. Energy schematic for an excited-state reaction.



some at later times. The decay rate represents the ensemble
average. The fluorophores that emit at earlier times tend to
have shorter wavelength emission, and those that emit at
later times have longer wavelength emission.

Suppose that emission spectra could be recorded at any
desired instant following the excitation pulse (Figure 7.6)
and that the spectra are normalized. First consider a contin-
uous relaxation process (top panel). If the emission spec-
trum was observed immediately after excitation (t = 1 ns),
then a blue-shifted or unrelaxed emission will be observed.
If the time of observation is later, then more of the mole-
cules will have relaxed to longer wavelengths, resulting
in emission spectra that are progressively shifts to longer
wavelengths at longer times. For continuous spectral relax-
ation the shape of the emission spectra are expected
to remain the same. Now consider the ESR model (Fig-
ure 7.6, lower panel). At short times the blue-shifted emis-
sion would be observed. At long times the emission
would be from the reacted fluorophore. At intermediate
times emission from both species would be observed. Typ-
ically the emission spectrum would be wider at intermedi-
ate times due to emission from both forms of the fluo-
rophore. These emission spectra, representing discrete
times following excitation, are called the time-resolved
emission spectra (TRES). It is technically challenging to
determine the TRES, and the molecular interpretation can
be equally difficult.

7.2. MEASUREMENT OF TIME-RESOLVED 
EMISSION SPECTRA (TRES)

7.2.1. Direct Recording of TRES

The measurement of TRES is most easily understood using
pulse sampling or time-gated detection (Chapter 4). In fact,
the first reported TRES were obtained using this method,4–6

but this method is rarely used at the present time. The sam-
ple was 4-aminophthalimide (4-AP) in propanol at –70EC.
At this temperature the rate of solvent relaxation is compa-
rable to the decay time. The sample is excited with a brief
pulse of light, and the detector was gated on for a brief peri-
od (typically <0.5 ns) at various times following the excita-
tion pulse. The emission spectrum is then scanned as usual.
For short time delays a blue-shifted emission was observed
(Figure 7.7). As the delay time was increased, the emission
spectrum shifted to longer wavelength. At these longer
times the solvent has relaxed around the excited-state
dipole.
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Figure 7.6. Normalized time-resolved emission spectra for continu-
ous relaxation (top) and for a two-state process (bottom).

Figure 7.7. Time-resolved fluorescence spectra of 4-aminophthalim-
ide in n-propanol at –70 and –132°C recording using the pulse sam-
pling method (Chapter 4). The times between excitation and gated
sampling of the emission intensity are listed on the figures. Revised
from [4].



Examination of Figure 7.7 reveals that the shape and/or
width of the emission spectrum is not changed during spec-
tral relaxation. This suggests that relaxation of 4-aminoph-
thalimide in n-propanol proceeds as a continuous process.
When the temperature was lowered to –132EC the emission
spectra were similar for time delays of 4 and 26 ns. This is
because at lower temperatures the relaxation time of the
solvent is longer than the decay time of 4-aminophthalim-
ide, which is near 10 ns.

TRES have also been obtained using TCSPC. When
using TCSPC one can record photons arriving within a
small time interval. In this instance one selects the output
pulses from the TAC to be within a limited range of voltage
values. The range of accepted voltages determines the time
window that is observed. The emission spectrum is then
recorded with a monochromator. While intuitively simple,
this method is rather inefficient and has not been widely uti-
lized.

Direct recording of TRES is easy to understand, but
this procedure has a serious limitation. The directly record-
ed TRES do not provide for deconvolution using the instru-
ment response function. Hence the recorded TRES are
apparent spectra containing distortions due to the instru-
ment response function. One exception is use of the pump-
probe or upconversion methods, when the time resolution
can be fast compared to the rates of spectral relaxation.

7.2.2. TRES from Wavelength-Dependent Decays

At present, time-resolved emission spectra are usually
obtained indirectly. The procedure starts with measurement
of the time-resolved decays at a number of wavelengths
across the emission spectrum, I(λ,t).7–9 The intensity decays
are wavelength dependent. The short wavelengths decay
more rapidly than the longer wavelengths. This occurs
because the emission on the short-wavelength side of the
spectrum is decaying by both emission and by relaxation to
longer wavelengths. In contrast, the emission at long wave-
lengths requires that the fluorophores relax prior to emis-
sion, and is thus delayed by the relaxation time.

For calculation of the TRES the intensity decays are
usually analyzed in terms of the multi-exponential model

(7.1)

where I(λ,t) are the intensity decays at each wavelength,
αi(λ) are the pre-exponential factors, τi(λ) are the decay

times, with Σαi(λ) = 1.0. In this analysis the decay times
can be variables at each wavelength τi(λ), or assumed to be
independent of wavelength, τi. Wavelength-dependent
decay times are expected for the continuous model, and
wavelength-independent lifetimes are expected for the two-
state model. However, because of limited resolution and
parameter correlation, the data can usually be fit with either
wavelength-dependent τi(λ) or wavelength-independent τi

lifetimes, irrespective of whether relaxation is a continuous
or two-state process. For purposes of calculating the TRES
the choice does not matter as long as good fits are obtained.
The goal is to obtain a parametrized form of the intensity
decays, which are then used to reconstruct the TRES. Typ-
ically, no molecular significance is assigned to the intensity
decay parameters.

In order to calculate the TRES one computes a new set
of intensity decays, which are normalized so that the time-
integrated intensity at each wavelength is equal to the
steady-state intensity at that wavelength. Suppose F(λ) is
the steady-state emission spectrum. One calculates a set of
H(λ) values using

(7.2)

which for the multi-exponential analysis becomes

(7.3)

These equations can be understood as follows. The term
H(λ) is the volume that, when multiplied by the time-inte-
grated intensity at the same wavelength, is equal to the
steady-state intensity at that wavelength. Then, the appro-
priately normalized intensity decay functions, which are
used to calculate the TRES, are given by

(7.4)

where αi'(λ) = H(λ)αi(λ).
The values of I'(λ,t) can be used to calculate the inten-

sity at any wavelength and time, and thus the TRES. The
TRES can be shown with the actual intensities, as in Figure
7.5, or peak normalized, as shown in Figures 7.6 (top) and
7.7 (lower panel). Assuming the intensity decays have been
measured at an adequate number of wavelengths, this pro-
cedure (eqs. 7.1–7.4) yields the actual TRES independent of

I’(λ,t) � H(λ ) I(λ,t) � ∑
i

 α’i(λ )  exp� � t/τ i (λ ) �

H(λ) �
F(λ)

∑ i αi(λ) τi(λ)

H(λ) �
F(λ)

�∞
0  I(λ,t)dt

I(λ,t) � ∑
n

i�  1
αi(λ)  exp  ��t/τi(λ) �
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the nature of the relaxation process. The advantage of this
procedure is that the values of I'(λ,t) are the actual impulse
response functions, corrected for distortions due to convo-
lution with the instrument response function. The time
dependence of the spectral shifts, and the shape of the
TRES, are then used to determine the rates of relaxation and
the nature of the relaxation process.

The calculation of TRES from the measured intensity
decays is best understood by a specific example (Figure
7.8). This example is for the probe 2-anilinonaphthalene (2-
AN) bound to phospholipid vesicles,9–10 but the procedure
is the same for any sample. The time-resolved decays are
measured at appropriate wavelengths across the entire
emission spectrum. Typical decays at 394, 409, and 435 nm
are shown in the upper panel. The time-resolved decays are
used to derive the impulse response functions at each emis-
sion wavelength, I(λ,t). These decays were obtained using
an unusual deconvolution calculation (Figure 7.8, top
panel). A multi-exponential fit is used, but no physical sig-
nificance is attached to the values of αi(λ) and τi(λ). These
are simply used to obtain an accurate representation for the
observed intensity decays. One may interpret these results
as follows. At shorter wavelengths the intensity decay is
faster due to spectral relaxation. At longer wavelengths one
selectively observes those fluorophores that have relaxed,
and hence those that have emitted at later times following
excitation. Thus the overall decay is slower at longer wave-
lengths.

The decays at each wavelength are then normalized so
the time-integrated areas for each wavelength are equal to
the steady-state intensity at that wavelength (middle panel).
These decays are then used to calculate the emission spec-
tra for any desired time following the excitation pulse. The
TRES are usually peak normalized to allow easy visualiza-
tion of the time-dependent spectral shifts. For 2-AN bound
to vesicles one notices that the spectra shift to longer wave-
lengths at longer times (bottom panel).

Examination of Figure 7.8 (top and middle panels)
shows a characteristic feature of solvent relaxation, which
is a rise in intensity at long wavelengths (435 nm). This rise
occurs because at t = 0 no fluorophores are in the relaxed
state. The population of the relaxed state increases prior to
decreasing due to the total intensity decay. Observation of
such a term provides proof that an excited-state process has
occurred. If the sample displayed only ground-state hetero-
geneity, then the decays would be dependent upon wave-
length. However, no rise in intensity would be observed for
ground state heterogeneity because all the pre-exponential
factors would be positive (Section 7.11).

7.3. SPECTRAL RELAXATION IN PROTEINS

Time-resolved emission spectra have been used to study the
dynamics of proteins and membranes. The basic idea is that
excitation provides an instantaneous perturbation because
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Figure 7.8. Calculation of time-resolved emission spectra. Revised
from [9].



of the increased dipole moment of the excited state. If the
biomolecule is rigid, there will be no relaxation, as was
seen for 4-AP in propanol at –132EC (Figure 7.7). If the
biomolecule is flexible, then the TRES should relax on a
timescale characteristic of the macromolecule. Time-
dependent spectral shifts have been observed for probes
bound to proteins,11–21 membranes,22–33 micelles,34–39 and
polymers,40–41 and has recently been reviewed.42 Spectral
relaxation of intrinsic tryptophan fluorescence in proteins
will be described in Chapter 17.

7.3.1. Spectral Relaxation of 
Labeled Apomyoglobin

One example of TRES of a protein is provided by labeled
myoglobin. Myoglobin is a muscle protein that binds oxy-
gen from the blood and releases oxygen as needed to the
muscles. Myoglobin thus acts as an oxygen reservoir. In
myoglobin the oxygen molecule is bound to the heme
group, which is near the center of the protein. The heme
group can be removed from the protein, leaving a
hydrophobic pocket that is known to bind a number of flu-
orophores.43–44 Myoglobin without the heme group is called
apomyoglobin. The dynamics of myoglobin are of interest
because myoglobin cannot bind and release oxygen without
undergoing structural fluctuations to allow diffusion of oxy-
gen through the protein. If the protein is flexible on the
nanosecond timescale for oxygen penetration, then it seems
likely the protein can be flexible during the nanosecond
decay times of bound fluorophores.

In the previous chapter we described Prodan and its
derivatives as being highly sensitive to solvent polarity. The
dynamics of the heme binding site was studied using the
probe Danca, which is an analogue of Prodan (Figure 7.9).
The carboxy cyclohexyl side chain serves to increase the
affinity of Danca for apomyoglobin, and to ensure it binds
to the protein in a single orientation. A single mode of bind-
ing simplifies interpretation of the data by providing a
homogeneous probe population. Excitation of Danca results
in the instantaneous creation of a new dipole within the
apomyoglobin molecule. If myoglobin is flexible on the ns
timescale, one expects time-dependent shifts in its emission
spectrum as the protein rearranges around the new dipole
moment.

Intensity decays were measured at various wavelengths
across the emission spectrum (Figure 7.9). The amplitudes
of these decays were adjusted according to eq. 7.3. The
decays are somewhat faster at shorter emission wave-

lengths. Importantly, there is evidence of a rise time at
longer wavelengths, which is characteristic of an excited-
state process. A rise time can only be observed if the emis-
sion is not directly excited, but rather forms from a previ-
ously excited state. In this case the initially excited state
does not contribute at 496 and 528 nm, so that the decays at
these wavelengths show an initial rise in intensity. The
emission at these wavelengths is due to relaxation of the ini-
tially excited state.

The time-dependent decays were used to construct the
time-resolved emission spectra (Figure 7.10). These spectra
shift progressively to longer wavelength at longer times.
Even at the earliest times (20 ps) the TRES are well shifted
from the steady-state spectrum observed at 77EK. At this
low temperature solvent relaxation does not occur. As was
described in Chapter 6 (Figure 6.28), Prodan-like molecules
can emit from locally excited (LE) and internal charge-
transfer (ICT) states. The short-wavelength emission at
77EK is probably due to the LE state. Hence, the emission
of DANCA-apomyoglobin is from the ICT state, which has
undergone nearly complete charge separation.

The TRES can be used to calculate the rates of spectral
relaxation. These data are usually presented as the average
energy of the emission versus time (Figure 7.11). Alterna-
tively, one can calculate the time-dependent change in the
emission maximum. In the case of Danca-apomyoglobin
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Figure 7.9. Deconvolved fluorescence decays of Danca-apomyoglo-
bin complex from 400 to 528 nm at 298°K. The area under each trace
has been scaled to the steady-state intensity at that wavelength. Note
the intensity decays show a rise time at longer wavelengths. Revised
and reprinted with permission from [17]. Copyright © 1992,
American Chemical Society.



the decay of the average energy was highly non-exponen-
tial, and with relaxation times ranging from 20 ps to 20 ns.
Spectral relaxation is typically a multi- or non-exponential
process for probes in solvents or when bound to macromol-
ecules. Methods used to determine the relaxation times are
described below.

7.3.2. Protein Spectral Relaxation Around a 
Synthetic Fluorescent Amino Acid

The previous example showed relaxation of apomyo-
globolin around a Prodan analogue, which occurred in

about 10 ns. It was not clear if a-10 ns relaxation time was
typical of proteins or a consequence of the artificial probe
in the heme binding site. Hence it was of interest to meas-
ure spectral relaxation in an unperturbed protein. Trypto-
phan is one choice as a probe, but it is usually more diffi-
cult to perform high time-resolution experiments with UV
excitation and emission wavelengths. To minimize the
effects of labeling a synthetic amino acid was synthesized
that was analogous to Prodan (Aladan in Figure 7.12).46

This amino-acid analogue was incorporated into the B1
domain of streptococcal protein G (GB1). This protein
binds to IgG and is frequently used as a model for protein
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Figure 7.10. Time-resolved emission spectra of Danca bound to
apomyoglobin. Also shown is the steady-state spectrum at 77°K.
Revised and reprinted with permission from [17]. Copyright © 1992,
American Chemical Society.

Figure 7.11. Decay of the mean energy of the emission (in cm–1) of
Danca-apomyoglobin at various temperatures in water and glycerol-
water mixtures. Revised and reprinted with permission from [17].
Copyright © 1992, American Chemical Society.

Figure 7.12. Emission spectra and color photographs of GB1 mutants
containing Aladan in the sequence. Revised from [45].



folding.47 Figure 7.12 shows the emission spectra of
Aladan-GB1 when Aladan is incorporated into four differ-
ent sites. The emission maxima are different for each
mutant, showing that the Aladan residue can be shielded,
partially exposed, or exposed to the aqueous phase.

Time-dependent decays are needed to calculate the
TRES (Figure 7.13). For Aladan-GB1 the wavelength-
dependent parts of the decays were complete in about 20 ps,
much faster than for Danca-labeled apomyoglobin. The 20-
ps timescale is too fast for reliable TCSPC measurements,
so these decays were recorded using fluorescence upcon-
version. The intensity decays were used to calculate the
TRES (Figure 7.14). The time-dependent shifts were found
to occur over a range of timescales. There is a rapid compo-
nent that occurs in less than 20 ps (Figure 7.13, lower panel)
and a slower shift occurring over several nanoseconds. Pre-
sumably, these slower components will result in the emis-
sion spectra becoming similar to the steady-state spectra
(thick lines in Figure 7.14).

7.4. SPECTRAL RELAXATION IN MEMBRANES

Time-resolved emission spectra have been extensively used
to study membrane dynamics.24–33 While not intuitively
obvious, frequency-domain data can also be used to deter-
mine TRES, as will be shown for Patman-labeled DPPC
vesicles. Patman is also a Prodan derivative, in this case
designed to bind to membranes (Chapter 6, Figure 6.20). As
for the time-domain measurements, the frequency-domain
data are measured for various wavelengths across the emis-
sion spectrum (Figure 7.15). The phase and modulation val-
ues are strongly dependent on emission wavelength. At
46EC on the blue side of the emission, the phase angles are
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Figure 7.13. Time-dependent intensity decays and time-dependent
peak emission energy of the F30 Aladan mutant of GB1 measured
using fluorescence upconversion. The lower panel shows the time-
dependent peak energy for three mutants of GB1. Revised from [45].

Figure 7.14. Time-resolved and steady-state emission spectra for GB1
mutants with Aladan in the sequence. The thick lines are the steady-
state emission spectra. The time-resolved spectra are at 200 fs (solid
lines), 1 ps (dashed line), 10 ps (dotted lines) and 150 ps (dot dashed
lines). Revised from [45].



shorter and the modulation values higher than on the red
side of the emission. The phase angles on the red side of the
emission exceed 90E, which is proof of an excited-state
reaction. The data at low temperature (6EC) are also char-
acteristic of an excited-state process, larger phase angles,
and lower modulation on the long-wavelength side of the
emission. However, the long-wavelength phase angles are
less obviously in excess of 90E. An absence of phase angles
over 90E does not prove relaxation has not occurred, only
that the conditions were not suited to result in very large
phase angles.

The phase and modulation data can be used to derive
the wavelength-dependent impulse response functions. In
this case the data at all wavelengths could be fit to a set of
three wavelength-independent lifetimes (Table 7.1). The
three decay times are similar at both 8 and 46EC. The main
distinction between the high- and low-temperature data is
the larger contribution of terms with negative pre-exponen-
tial factors at the higher temperature. Phase angles in excess
of 90E in the frequency-domain data are similar to negative
pre-exponential factors in the time-domain. At the longest
emission wavelength these positive and negative terms are
nearly equal in magnitude and opposite in sign. This is
characteristic of emission from a relaxed state that can be

observed without a substantial contribution from the initial-
ly excited state.48

The recovered impulse response functions (Table 7.1)
can be used to calculate the time-resolved emission spectra
(Figure 7.16). To facilitate comparison of these spectra we
chose to display normalized time-resolved spectra at 0.2, 2,
and 20 ns. For DPPC, below its transition temperature near
37E there is only a modest red shift of 15 nm at 20 ns. At
46EC a dramatic spectral shift is seen to occur between 0.2
and 20 ns, about 50 nm. These TRES indicate that the
extent and/or rate of spectral relaxation are greater at the
higher temperature. At 2 ns and 46EC, the time-resolved
emission spectrum of Patman appears wider than at 0.2 or
20 ns. This suggests a two-state model for spectra relax-
ation. Specifically, at 46EC and 2 ns emission is observed
from both the unrelaxed and relaxed states of Patman.

7.4.1. Analysis of Time-Resolved Emission Spectra

The time-dependent spectral shifts can be characterized by
the time-dependent center of gravity, in wavenumbers (cm–1

or kK). The center of gravity is proportional to the average
energy of the emission. The center of gravity of the emis-
sion is defined by
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Figure 7.15. Frequency-dependent phase and modulation values for
Patman-labeled DPPC vesicles. Top, 6°C; bottom, 46°C. For both
temperatures, data are shown for 400 (∆, 450 (") and 530 nm (!).
Revised from [26]. Copyright © 1984, with permission from Elsevier
Science.

Table 7.1. Intensity Decays of Patman-Labeled DPPC Vesiclesa

6°C (τ, ns)
(0.98 ns)               (3.74 ns)              (5.52 ns)

Wavelength                       α1 (λ)b α2 (λ)                   α3 (λ)

400 1.15 0.60 0.25
430 0.21 1.02 0.77
450 –0.13 0.95 0.92
470 –0.40 0.73 0.87
490 –0.50 0.57 0.93
510 –0.61 0.33 1.06
530 –0.74 0.18 1.08

46EC (τ, ns)
(0.95 ns)              (1.48 ns)               (3.94 ns)

Wavelength                       α1 (λ)                   α2 (λ)                   α3 (λ)

400 1.84 – 0.16
430 0.52 1.16 0.32
450 –0.56 0.91 0.53
470 –0.77 0.45 0.78
490 –0.85 0.14 1.01
510 –0.71 –0.20 1.09
530 –0.50 –0.42 1.08

aFrom [26].
bThe sum of the absolute values of αi(λ) are set to 2.0 at each wave-
length.



(7.5)

where I'(ν�,t) represents the number of photons per
wavenumber interval. These are the intensity decays as nor-
malized in eq. 7.4, but on the wavenumber scale. The data
are typically collected for selected wavelengths, and the
center of gravity in kK (= 103 cm-1) is calculated using

(7.6)

Note that the integral in eq. 7.5 is over the emission spec-
trum (ν�), and not over time. The TRES at any instant in time
are used to calculate ν�cg(t) at the chosen time. The calculat-
ed center of gravity is typically an approximation since the
time-resolved data are not collected at all wavelengths.
Also, a vigorous calculation of the center of gravity requires
use of the corrected emission spectra on the wavenumber
scale. Equation 7.6 is simply an expression which uses the
available data (I'(λ,t)) to obtain an approximate value of
ν�cg(t).

The time-dependent emission centers of gravity are
shown in Figure 7.17 (top panel). It is apparent that the
extent of relaxation is greater at 46EC than at 8EC. The rate
of relaxation is somewhat faster at the higher temperature.
If desired, the values of ν�cg(t) versus time can be fit to
multi-exponential (eq. 7.15, below) or other non-exponen-
tial decay laws for ν�cg(t).

The time-dependent spectral half width ∆ν�(t) (cm–1)
can be used to reveal whether the spectral relaxation is best
described by a continuous or two-step model. This half
width can be defined in various ways. One method is to use
a function comparable to a standard deviation. In this case
∆ν�(t) can be defined as

(7.7)

For calculation of ∆ν�(t) one uses the TRES calculated for a
chosen time t and integrates eq. 7.7 across the emission
spectrum. For data collected at various wavelengths in
nanometers the value of ∆ν�(t) in kK is given by

(7.8)�∆ν(t) �2 �

∑
λ

�10,000/λ � νcg(t) �2I’ (λ,t)

∑
λ
I’(λ,t)

�∆ν(t) �2 �
�∞

0 (ν � νcg(t) ) 2I’ (ν,t)  dν

�∞
0 I’(ν,t)dν

νcg(t) � 10,000
∑λ I’(λ,t) λ�1

∑λ I’(λ,t)

νcg(t) �
�∞

0 I’(ν,t) ν dν

�∞
0 I’(ν,t)  dν
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Figure 7.16. Time-resolved emission spectra of Patman-labeled
DPPC vesicles. Top, 8°C; bottom, 46°C. Time-resolved spectra are
shown at 0.2 (!), 2 ($"$) and 20 ns ($D$). Revised from [26].
Copyright © 1984, with permission from Elsevier Science.

Figure 7.17. Time-resolved emission center of gravity (top) and spec-
tral half width (bottom) of Patman-labeled DPPC vesicles. Revised
from [26]. Copyright © 1984, with permission from Elsevier Science.



Examination of the time-dependent value of ∆ν�(t) can
reveal the nature of the relaxation process. For Patman in
DPPC vesicles at 46EC there is an increase in half width at
intermediate times. This suggests that spectral relaxation
around Patman is best described as a two-state process.
Such behavior is not seen for all probes. For TNS-labeled
vesicles26,48 the half-width remains constant during spectral
relaxation (Figure 7.18). This suggests that relaxation
around TNS is best described by a continuous process in
which an emission spectrum of constant shape slides to
longer wavelengths.

7.4.2. Spectral Relaxation of Membrane-Bound
Anthroyloxy Fatty Acids

Another example of spectral relaxation in membranes is the
anthroyloxy fatty acids, which have been extensively used
as membrane probes. One advantage of these probes is that
the fluorophore can be localized at the desired depth in the
membrane by its point of attachment to the fatty acid. The
localized anthroyloxy groups have been used to study the
dynamics of spectral relaxation at various depths in mem-
branes. The time-resolved emission spectra of these probes
are sensitive to the location of the probe in these mem-
branes.29 This is seen by the larger time-dependent shifts for
2-AS than for 16-AP (Figure 7.19). At first glance this dif-
ference seems easy to interpret, with larger spectral shifts
for the probe located closer to the polar membrane-water

interface. However, closer inspection reveals that the emis-
sion spectra of 16-AP are more shifted to the red at early
times following excitation. This is evident from the time-
dependent emission maxima (Figure 7.20). It seems that the
probes located deeper in the bilayer should display a more
blue-shifted emission. The reason for the larger red shift of
16-AP is not understood at this time. However, it is thought
that the anthroyloxy probes near the ends of acyl chains can
fold back to the lipid–water interface. The data in Figure
7.20 are consistent with the fluorophores in both 12-AS and
16-AP being localized near the lipid–water interface.

The rates of spectral relaxation for the anthroyloxy
probes also seem to be unusual. The fluidity of lipid bilay-
ers is thought to increase towards the center of the bilayer.
Examination of the time-dependent emission maxima (Fig-
ure 7.20) suggests that the relaxation becomes slower for
probes localized deeper in the membranes. This is seen
more clearly in the correlation functions (eq. 7.12, below),
which display the relaxation behavior on a normalized scale
(Figure 7.21). The apparent relaxation times increase from
2.7 to 5.9 ns as the anthroyloxy moiety is attached more dis-
tant from the carboxy group. These results can be under-
stood by the membrane becoming more fluid near the cen-
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Figure 7.18. Time-resolved emission maxima and spectral half widths
for TNS-labeled egg lecithin. Redrawn from [48].

Figure 7.19. Time-resolved emission spectra of anthroyloxy fatty
acids (2-AS and 16-AP) in egg phosphatidylcholine vesicles. Revised
from [29].



ter, if the 12-AS and 16-AP probes are located near the sur-
face. Irrespective of the interpretation, the data demonstrat-
ed that membranes relax on the ns timescale, but the details
are not completely understood.

7.5. PICOSECOND RELAXATION IN SOLVENTS
Advanced Topic

In fluid solvents at room temperature spectral relaxation is
usually complete within about 10 ps, which is prior to the
emission of most fluorophores. This rapid process is too
rapid to be resolved with the usual instrumentation for time-
domain or frequency-domain fluorescence. However,
advances in laser technology and methods for ultrafast
spectroscopy have resulted in an increasing interest in ps

and fs solvent dynamics.49–61 Because of the rapid timescale
the data on solvent dynamic are usually obtained using flu-
orescence upconversion. This method is described in Chap-
ter 4. Typical data are shown in Figure 7.22 for coumarin
152 (C152). The intensity decays very quickly on the blue
side of the emission, and displays a rise on the long-wave-
length side of the emission. The total intensity decay of
coumarin 152 with a lifetime of 0.9 ns is not visible on the
ps timescale of these measurements, as is seen as the near-
ly horizontal line after 1 ps in the lower panel. The wave-
length-dependent upconversion data were used to recon-
struct the time-resolved emission spectra, which are shown
in Figure 7.23 at 0.1 and 5.0 ps. By 5 ps the relaxation is
essentially complete, which is why time-dependent effects
are usually not considered for fluorophores in fluid solu-
tion.
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Figure 7.20. Time-dependent emission maxima of anthroyloxy fatty
acids in egg PC vesicles. Dots: 2-AS; triangles: 6-AS: boxes: 9-AS;
circles: 12-AS; asterisks: 16-AP. Revised from [29].

Figure 7.21. Correlation functions for spectral relaxation of the
anthroyloxy fatty acids in egg PC vesicles. Revised from [29].

Figure 7.22. Fluorescence upconversion intensity decays of 7-
(dimethylamino)coumarin-4-acetate (C152) in water. The solid line
through the points is a multi-exponential fit to the intensity decay at
each wavelength. The peak near zero time in the upper panel is the
instrument response function (280 fs FWHM). Revised and reprinted
with permission from [61]. Copyright © 1988, American Chemical
Society.



7.5.1. Theory for Time-Dependent Solvent 
Relaxation

There is no comprehensive theory that can be used to
explain all time-dependent spectral shifts. This is because
the spectral shifts can have their molecular origin in gener-
al solvent effects, specific solvent effects, or other excited-
state processes. However, it is possible to predict the time
dependence of spectral shifts due to general solvent effects.
The basic idea is that the reaction field around the excited
molecule relaxes in a manner predictable from the dielectric
relaxation times (τD).62–65 The dielectric relaxation time is a
measure of the time needed for solvent molecules to reori-
ent in response to an electric field. However, the spectral
relaxation time (τS) is not expected to be equal to τD, but to
be equal to the longitudinal relaxation time (τL). The value
of τL is related to the dielectric relaxation time (τD) by

(7.9)

where ε4 is the infinite frequency dielectric constant, and ε0

is the low-frequency dielectric constant. The value of εc is
the dielectric constant of the cavity containing the fluo-
rophore and is usually set equal to 1, which is near the
dielectric constant of organic molecules. The values of τL

are often estimated using various approximations. The
value of ε4 is often taken as n2, where n is the refractive
index, and the value of ε0 is taken as the static dielectric
constant ε. Expressions used for τL include66–69

(7.10)

Values of τD and τL for typical solvents are given in Table
7.2. For polar solvents the spectral relaxation times are
expected to be five- to tenfold smaller than the value of τD.
Hence the rate of spectral relaxation is expected to be faster
than the rate of dielectric relaxation.

At first glance it seems that the spectral relaxation time
should be equal to the dielectric relaxation time, which
depends on the rotational rate of the fluorophore. It appears
that the difference between τD and τS can be explained by
classical electrodynamics.62 The value of τD refers to the
rate of reorientation of the fluorophores to a fixed voltage.
Experimentally a fixed voltage is placed on a capacitor at t
= 0, and this voltage is maintained while the system relax-
es. The solvent relaxation time is more consistent with cre-
ation of a fixed charge on the capacitor at t = 0, with no
additional current flow during relaxation. This second type
of experiment predicts the relationship between τS and τD in
eq. 7.9.

Unfortunately, solvent relaxation even in simple sol-
vents is expected to be complex. This is because most sol-
vents are known to display multiple dielectric relaxation
times. For instance, propanol is known to display three
dielectric relaxation times. Typical values are listed in Table
7.3. The largest value (τD1) is too large for overall rotation

τS � τL �
2n2 � 1

2ε � 1
τD �

ε∞

ε0
τD �

n2

ε
τD

τS � τL � τD

2ε∞ � εC

 2ε0 � εC
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Figure 7.23. Time-resolved emission spectra of 7-(dimethylamino)-
coumarin-4-acetate in water at 0.1 and 5.0 ps after excitation. Revised
and reprinted with permission from [61]. Copyright © 1988,
American Chemical Society.

Table 7.2. Dielectric Properties of Solvents

Solvent                           EC               ε0 ε4 n τD (ps) τL (ps)               Ref.

Water 25 78.3 5.2 1.33 8.3 0.4 70
Methanol 19 31.8 2.0 1.33 60 8.2 71
Ethanol 19 26.0 1.9 1.36 90 12.4 71
n-Propanol 19 21.3 1.9 1.38 320 59 ps 71

–20 27 5.6 – 1.3 ns 0.34 ns 72–74
Glycerol 12 46.8 4.0 – 39 ps – 75

–70 74 4.2 – 0.11 ns – 73



of the alcohol molecules, and is attributed to rotation of the
alcohol following breakage of a hydrogen bond. The second
dielectric relaxation time (τD2) is assigned to rotational dif-
fusion of the free alcohol molecule. The shortest time (τD3)
is assigned to rotation of the hydroxyl group around the car-
bon-oxygen bond. Based on this behavior, the center of
gravity of the emission spectrum of a fluorophore in n-
propanol is expected to decay as

(7.11)

where βi are the amplitudes associated with each relaxation
time (τsi). Hence, the time-dependent values of ν�cg(t) can
show complex multi-exponential decays even in simple sol-
vents. Complex decays of ν�cg(t) were already seen for a
labeled protein in Figure 7.11.

Spectral relaxation data are frequently presented as the
correlation function

(7.12)

This expression has the advantage of normalizing the extent
of relaxation to unity, allowing different experiments to be
compared. However, when using eq. 7.12, one loses the
information on the emission spectra at t = 0 and t = 4. If
some portion of the relaxation occurs more rapidly than the
time resolution of the measurement, this portion of the
energy will be missed and possibly not noticed.

7.5.2. Multi-Exponential Relaxation in Water

It is of interest to understand the relaxation times expected
for probes in water. Such experiments have become possi-
ble because of the availability of femtosecond lasers. One
such study examined 7-(dimethylamino)coumarin-4-ace-

tate in water (Figure 7.22).61 The excitation source was a
styryl 8 dye laser, with a 1,1',3,3,3',3'-hexamethylindotri-
carbocyanine iodide (HITCI) saturable absorber, which
provided 70-fs pulses at 792 nm. These pulses were fre-
quency doubled for excitation at 396 nm.

The emission was detected using sum frequency
upconversion with a potassium dehydrogen phosphate
(KDP) crystal and the residual 792-nm light for gating the
crystal. The instrument response function with an FWHM
of 280 fs allowed the intensity decay to be directly record-
ed (Figure 7.22). These decays showed a rapid component
on the short-wavelength side of the emission (top panel), a
nearly single-exponential decay near the middle of the
emission spectrum (middle panel), and a rise time on the
low-energy side of the emission (bottom panel).

These upconversion data allowed construction of the
TRES. The time-dependent shifts all occur within 5 ps (Fig-
ure 7.24). In this case it was necessary to use two correla-
tion times of 0.16 and 1.2 ps to account for the time-
dependent shifts. Both values are smaller than the dielectric
relaxation time of water, which is near 8.3 ps (Table 7.2).
Similar results have been observed for other fluorophores in
other solvents. In general, spectral relaxation times are
shorter than the τD values, but the values of τS can be small-
er or larger than the calculated values of τL. This is illustrat-
ed by Yt-base in n-propanol at –20EC.78 At least two relax-

C(t) �
νcg(t) � ν∞

ν0 � ν∞

νcg(t) � ν∞ � (ν0 � ν∞ ) ∑
i

 βi  exp (  t/τSi )
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Table 7.3. Dielectric Relaxation Times of Alcohols76–77

EC        τD1 (ps) τD2 (ps) τD3 (ps)

Methanol 20 52 13 1.4
Ethanol 20 191 16 1.6
n-Propanol 20 430 22 2

40 286 17 2
n-Butanol 20 670 27 2.4
n-Octanol 20 1780 38 3

40 668 29 3

Figure 7.24. Correlation function for spectral relaxation of 7-
(dimethylamino)coumarin-4-acetate in water. The upper section of the
figure is a superposition of an experimentally determined C(t) func-
tion for the water and a biexponential function with relaxation time of
0.16 and 1.2 ps. The lower panel shows the residuals for this fit
expanded threefold. Revised and reprinted with permission from [61].
Copyright © 1988, American Chemical Society.



ation times are required to explain the time-dependent shifts
(Figure 7.25). One can use the correlation functions C(t) to
compare the measured and expected relaxation times (Fig-
ure 7.26). For Yt-base in propanol the decay of C(t) is faster
than predicted from the dielectric relaxation time τD, and
slower than predicted from the longitudinal relaxation time

τL. This result is typical of that observed for many fluo-
rophores in polar solvents.79

7.6. MEASUREMENT OF MULTI-EXPONENTIAL
SPECTRAL RELAXATION

Measurement of the complete process of spectral relaxation
is a technological challenge. Such measurements are diffi-
cult because relaxation occurs over a wide range of
timescales. For instance, the dielectric relaxation times for
a simple solvent like n-octanol range from 3 to 1780 ps
(Table 7.3). Hence the apparatus needs to have resolution of
both ps and ns processes. As discussed in Chapter 4,
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Figure 7.25. Time-resolved emission center of gravity of Yt-base in n-
propanol at –20°C. From [78].

Figure 7.26. Extent of spectral relaxation for Yt-base [C(t)], com-
pared to the dielectric (τD) and longitudinal (τL) relaxation times of n-
propanol at –20°C. Revised from [78].

Figure 7.27. Chemical structures of an amphiphilic starlike macro-
molecule (ASM) and coumarin 102 (C102). The lower panel shows
the emission spectra of C102 in cyclohexane (blue), ethyl acetate
(green), octanol (orange), water (red) and bound to the ASM in water
(black).  Reprinted with permission from [80]. Copyright © 2002,
American Chemical Society. Courtesy of Dr. Edward W. Castner, Jr.
from the Rutgers University, NJ.



TCSPC can measure decay time down to about 50 ps. Flu-
orescence upconversion can be used to measure subpicosec-
ond decay times but is generally less useful for decay times
above 100 ps. Hence it would be difficult to measure spec-
tral resolution in a solvent like n-octanol using either type
of instrument.

An instructive approach to measuring multi-exponen-
tial spectra relaxation is provided for coumarin 102 (C102)
bound to an amphiphilic starlike macromolecules (ASM).
Such molecules are being developed for use as nanoscale
drug carriers. A typical ASM contains a lipophilic core to
bind nonpolar drugs and a hydrophilic outer shell for water
solubility (Figure 7.27). Such molecules are more stable
than other carriers such as micelles or liposomes. The emis-
sion spectra of C102 is highly sensitive to solvent polarity.

The emission spectrum of C102 bound to the ASM shows
that C102 is highly sensitive to solvent polarity, and that
C102 is located in a polar water-like environment.80 The
similarity of the emission spectra of C102 in water and in
the ASM solution suggests that C102 is in the aqueous
phase. However, the anisotropy decays (not shown) demon-
strated that C102 was mostly bound to the ASM.

Figure 7.28 shows the wavelength-dependent intensity
decays of C102 bound to the ASM. The top panel shows
decays measured using fluorescence upconversion for times
from 0 to 5 ps. The lower panel shows decays measured by
TCSPC for times up to 15 ns. As expected for spectral
relaxation, the intensity decayed more rapidly on the short-
wavelength side of the emission. These decays were used to
calculate the time-relaxed emission spectra (Figure 7.29).
Relaxation is occurring both on a subpicosecond timescale,
and on a timescale near 500 ps. Using TCSPC measure-
ments alone would have probably not detected the subpi-
cosecond component.

7.7. DISTINCTION BETWEEN SOLVENT 
RELAXATION AND FORMATION OF 
ROTATIONAL ISOMERS

The shape of the TRES can yield insights into the molecu-
lar origin of the time-dependent spectral changes.81 This
concept is illustrated by studies of two closely related fluo-
rophores (BABAPH and BABP, Figure 7.30). These dyes
have been used as probes of membrane potential, but an
understanding of their excited-state properties was not
available. These dyes are known to be solvent dependent,
but there was also the possibility that BABP formed rota-
tional isomers in the excited state. In order to separate the
solvent-dependent spectral shifts from formation of a polar
twisted rotamer, two closely related molecules were exam-
ined. The BABAPH derivative contains an ethylene bridge
that prevents rotation of the dibutylamino group in the
ground or excited state.

Time-resolved decays were recorded at single wave-
lengths and the decays analyzed in terms of the multi-expo-
nential model. These decays were then used to calculate the
time-resolved emission spectra. The normalized TRES
show that BABP displays a larger time-dependent shift than
does the restrained analogue BABAPH (Figure 7.31).
Importantly, the shape of the TRES were time dependent
for BABP, but were independent of time for BABAPH. This
result was interpreted in terms of formation of a polar twist-
ed state for BABP. Formation of the twisted state was also
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Figure 7.28. Wavelength-dependent intensity decays of C102 bound
to the ASM. Top, fluorescence upconversion. Bottom, TCSPC.
Revised and reprinted with permission from [80]. Copyright © 2002,
American Chemical Society. Courtesy of Dr. Edward W. Castner, Jr.
from the Rutgers University, NJ.



an additional rate of deactivation, resulting in more rapid
intensity decays for BABP than for BABAPH (Figure 7.32,
lower panel).

The TRES were also used to determine the time-
dependent center of gravity (ν�cg(t)) and the time-dependent
half width (∆ν�cg(t)). The results of least-squares fitting of
the TRES line shapes are shown in Figure 7.32. The dra-
matic difference in spectral shape between BABP and
BABAPH is seen in the middle panel. The spectral width of
the restrained analogue BABP is independent of time,
whereas BABAPH shows an increase in spectral width. The
data are consistent with rotation of the dibutylamino group
in BABP to allow a larger charge separation than in
BABAPH. The larger charge separation results in a new

species emitting at longer wavelengths, and thus the
increase in spectral half width of BABAPH. In this case the
TRES provided an explanation for the different spectral
shifts displayed by these similar molecules.
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Figure 7.29. Time-resolved emission spectra of ASM encapsulated
C102. Top, fluorescence upconversion. Bottom, TCSPC. Revised and
reprinted with permission from [80]. Copyright © 2002, American
Chemical Society. Courtesy of Dr. Edward W. Castner, Jr. from the
Rutgers University, NJ.

Figure 7.30. Hemicyanine dyes 2-(sulfonatobutyl)-7-(dibutylamino)-
2-azaphenanthrene (BABAPH) and 1-(sulfonatobutyl)-4-[4'-(dibuty-
lamino)phenyl]pyridine (BABP). Reprinted with permission from
[81]. Copyright © 1996, American Chemical Society.

Figure 7.31. Normalized time-resolved emission fluorescence
spectra of BABAPH and BAPH in butanol, 25°C, at time delays
of 20, 50, 150, and 2000 ps after excitation (from right to left).
The data are fitted by the log-normal spectral-shape functions.
Reprinted with permission from [81]. Copyright © 1996,
American Chemical Society.



7.8. COMPARISON OF TRES AND 
DECAY-ASSOCIATED SPECTRA

In Chapters 4 and 5 we described the use of time-resolved
data to calculate the decay-associated spectra (DAS). One
may ask how the DAS are related to the TRES. There is no
direct relationship between these two types of calculated
spectra. This can be seen by examination of the TRES and
DAS for a mixture of fluorophores (Figure 7.33, top). This
mixture contained anthracene (τ = 4.1 ns) and 9-cyanoan-
thracene (9-CA, τ = 11.7 ns).82 The TRES show contribu-
tions from anthracene and 9-CA at all times. At shorter

times (approximately 5 ns) the contribution from
anthracene is larger than in the steady-state spectrum. At
longer times (approximately 20 ns) the relative contribution
of the shorter-lived anthracene becomes smaller.

The DAS for this mixture have a completely different
meaning (Figure 7.33, bottom). These calculated spectra
correspond to the emission spectra of the individual compo-
nents. Also, the DAS are not dependent on time. Interpreta-
tion of the DAS is straightforward for a mixture of fluo-
rophores. However, for time-dependent spectral relaxation
the DAS can be positive or negative, and hence do not cor-
respond to the emission spectra of any particular compo-
nent.

7.9. LIFETIME-RESOLVED EMISSION SPECTRA
Advanced Topic

In the preceding sections we described the relatively com-
plex experiments needed to calculate time-resolved emis-
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Figure 7.32. Fluorescence dynamics of BABAPH (full symbols) and
BABP (open symbols) in butanol at 25°C. Top: Position of spectral
maximum. Middle: Spectral width (full width at half maximum).
Bottom: Integral intensity normalized to its initial value. Reprinted
with permission from [81]. Copyright © 1996, American Chemical
Society.

Figure 7.33. Top: Steady-state (solid curve) and time-resolved emis-
sion spectra of a mixture of anthracene and 9-cyano-anthracene. The
TRES are shown for an early time window near 5 ns and a late time
window near 20 ns. Bottom: Decay-associated spectra: 4.1 ns (dotted)
and 11.7 ns ("). components. Revised and reprinted with permission
from [82]. Copyright © 1982, American Chemical Society.



sion spectra. In some circumstances it is possible to obtain
information about the rate of relaxation using only steady-
state measurements. The basic idea is to use collisional
quenching to decrease the lifetime of the excited state (τ) to
a value comparable to the relaxation time (τS). As described
in Section 7.5, the center of gravity of the emission can be
expected to decay exponentially from ν�0 at t = 0 to at t
= 4 according to

(7.13)

Suppose the total intensity decays with a single decay time
τ. The center of gravity observed in a steady-state emission
spectra is given by the integral average of ν�cg(t) over the
intensity decay:

(7.14)

Substitution of eq. 7.13 into 7.15 yields

(7.15)

This expression connects the center-of-gravity observed in
a steady-state experiment, with the relative values of the
decay time τ and the spectral relaxation time τS. From this
expression one can also understand the spectral shifts
observed at low and high temperatures. At low temperature,
τS >> τ, and the center of gravity is ν�0. At high temperature,
τS << τ, and the relaxed emission is observed. The center of
gravity and/or emission spectrum is sensitive to temperature
or lifetime when τS � τ.

Examination of eq. 7.15 suggests an alternative way to
measure spectral relaxation.83–85 Suppose the lifetime τ can
be changed. Then ν�cg will vary depending on the relative
values of τ and τS. One way to vary the lifetime is by colli-
sional quenching. In the presence of a quenching agent the
fluorescence lifetime is decreased according to

(7.16)

where τ0 is the lifetime in absence of quenching, KD is the
collisional quenching constant, and [Q] is the concentration
of quencher. Strictly speaking, calculation of τ in the pres-
ence of quencher requires the separation of the static and
dynamic quenching constants. Hence, the dynamic quench-

ing constant (KD, Chapter 8) should be used when calculat-
ing the lifetime. For significant quenching one requires
solutions of relatively low viscosity to permit rapid diffu-
sion of the quencher. The quenching procedure is particu-
larly useful for biological macromolecules. This is because
it permits the relaxation rates to be measured without vari-
ation of the temperature. For proteins and membranes, such
temperature changes can themselves alter the relaxation
rates. An additional advantage of lifetime-resolved meas-
urements is that only steady-state measurements are
required, assuming τ0 and KD are known.

Lifetime-resolved emission spectra of TNS-labeled
vesicles are illustrated in Figure 7.34. In this case
oxygen was used to decrease the lifetime of TNS. As the
average lifetime is decreased from 6.7 to 0.53 ns, the
steady-state spectra are seen to shift almost 20 nm to short-
er wavelengths. Quenching of fluorescence is a random col-
lisional encounter between TNS and the oxygen molecule.
Those fluorophores that remain in the excited state for a
longer period of time are more likely to be quenched. The
longer-lived fluorophores are also those for which relax-
ation is more complete. Quenching selectively prevents
observation of the emission from these more relaxed fluo-
rophores, and thus results in shifts of the average emission
to shorter wavelengths. The lack of change in spectral shape
is consistent with the continuous relaxation process shown
in Figure 7.6.

τ � τ0/(1 � KD�Q�)

νcg � ν∞ � (ν0 � ν∞ )
τS

τS � τ

νcg �
�∞

0 νcg(t)  exp (�t/τ )  dt

�∞
0 νcg (t)dt

νcg(t) � ν∞ � (ν0 � ν∞ )  exp(�t/τS )

ν∞
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Figure 7.34. Effects of oxygen quenching on the fluorescence emis-
sion spectrum of TNS-labeled DMPC/cholesterol (3:1) vesicles.
Reprinted with permission from the American Chemical Society.
Revised and reprinted with permission from [85]. Copyright © 1981,
American Chemical Society.



These lifetime-dependent spectra can be used to meas-
ure the spectral relaxation times at the DMPC/cholesterol
membranes over a range of temperatures (Figure 7.35). The
solid lines through the datapoints represent the best fit using
eq. 7.15. It is interesting to note that all these relaxation
times fall into a narrow range from 8.6 to 0.75 ns, and do
not show evidence for a phase transition. This is probably
because the TNS is localized at the lipid–water interface,
when the dynamic properties are similar irrespective of the
phase state of the acyl side chains.

Oxygen quenching of fluorescence is particularly use-
ful for lifetime-resolved studies of solvent relaxation. Oxy-
gen quenching can provide a wide range of lifetimes with
little change in solvent composition. This is because oxygen
diffuses rapidly in most solvents, and it is a small nonpolar
molecule. In addition, oxygen is highly soluble in organic
solvents and is an efficient collisional quencher. These
properties result in a large accessible range of lifetimes.
However, oxygen quenching requires specialized pressure
cells,83 and of course there are dangers when using high
pressures and/or organic solvents.

7.10. RED-EDGE EXCITATION SHIFTS
Advanced Material

In all the preceding discussions we assumed that the emis-
sion spectra were independent of the excitation wavelength.

This is a good assumption for fluorophores in fluid sol-
vents. However, this assumption is no longer true in viscous
and moderately viscous solvents. For polar fluorophores
under conditions where solvent relaxation is not complete,
emission spectra shift to longer wavelengths when the exci-
tation is on the long-wavelength edge of the absorption
spectrum. This effect can be quite substantial, as is shown
for 3-amino-N-methylphthalimide in Figure 7.36. This is
known as a red-edge excitation shift, which has been
observed in a number of laboratories for a variety of fluo-
rophores.86–97

What is the origin of this unusual behavior? The behav-
ior of polar molecules with red-edge excitation can be
understood by examining a Jablonski diagram that includes
spectral relaxation (Figure 7.37). Suppose the fluorophore
is in a frozen solvent, and that the sample is excited in the
center of the last absorption band (λC) or on the red edge
(λR). For excitation at λC the usual emission from the F state
is observed; however, excitation at λR selects for those flu-
orophores that have absorption at lower energy. In any pop-
ulation of molecules in frozen solution there are some fluo-
rophores that have a solvent configuration similar to that of
the relaxed state. These fluorophores are typically more
tightly hydrogen bonded to the solvent, and thus display a
red-shifted emission. In frozen solution the fluorophore-
solvent configuration persists during the intensity decay, so
that the emission is red shifted.

Knowing the molecular origin of the red-edge shifts, it
is easy to understand the effects of increasing temperature.
It is known that the red-edge shift disappears in fluid sol-
vents. This is because there is rapid reorientation of the sol-
vent. Hence, even if red-emitting fluorophores are initially
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Figure 7.35. Lifetime-resolved centers of gravity for TNS-labeled
DMPC/cholesterol vesicles. Revised and reprinted with permission
from [85]. Copyright  © 1981, American Chemical Society.

Figure 7.36. Emission spectra of 3-amino-N-methylphthalimide in
isobutanol at –100°C. The sample was excited at 365 nm (solid), 405
nm (dotted), and 436 nm (dashed). At 20°C all excitation wavelengths
yielded the same emission spectrum (dashed). Revised from [91].



excited, the emission spectra reach equilibrium prior to
emission. This implies that there may be some reverse
relaxation from the red-shifted emission to the equilibrium
condition, as is shown in the middle panel for kS � τ–1 (Fig-
ure 7.37). In fact, relaxation to higher energies has been
observed with red-edge excitation.

Red-edge excitation has been applied to biochemically
relevant fluorophores. The widely used probe 1,8-ANS dis-
plays a substantial red shift (Figure 7.38). As the excitation
wavelength is increased, the emission maxima converge to
the same value typical of the relaxed emission (Figure
7.39). This suggests that excitation red shift can be used to
estimate biopolymer dynamics.98–100 Excitation red shifts
should only be observed if relaxation is not complete. Also,
the magnitude of the red shifts will depend on the rate of

spectral relaxation. Excitation red shifts have been observed
for labeled proteins, labeled membranes,101–104 and for the
intrinsic tryptophan fluorescence of proteins.105–109

7.10.1. Membranes and Red-Edge 
Excitation Shifts

Red-edge excitation shifts (REES) are displayed by solvent
sensitive fluorophores in polar environments. This suggests
the use of REES to study fluorophores that localize in the
headgroup region of lipid bilayers. One example is shown
in Figure 7.40 for adducts of NBD. Two NBD derivatives
were used: NBD-PE and NBD-Cholesterol. It seemed like-
ly that the polar NBD groups would localize at the
lipid–water interface, especially below the phase transition
temperature of the DPPC vesicles where the acyl side
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Figure 7.37. Effects of red-edge excitation on emission spectra. The
term λC indicates excitation in the center of the last absorption band
of the fluorophore. The term λR indicates excitation on the red edge of
the absorption band. The solid lines represent the observed spectra. To
allow comparison the dashed lines represent the emission spectra of
either the F or R state. The dotted line (middle panel) represents a pos-
sible consequence of reverse relaxation. Revised and reprinted with
permission from [98]. Copyright © 1984, American Chemical
Society.

Figure 7.38. Fluorescence emission spectra 8-anilinonaphthalene-1-
sulfonic acid in 1-propanol at 77°K. Excitation and emission bandpass
are both 5 nm. Revised from [95].

Figure 7.39. Temperature dependence of fluorescence excitation red
shift for 8-anilinonaphthalene-1-sulfonic acid in 1-propanol. Revised
from [95].



chains are in an ordered conformation. The lower panel in
Figure 7.40 shows the dependence of the emission maxi-
mum on the excitation wavelengths. For NBD-PE the emis-
sion maxima shift about 8 nm with red-edge excitation. In
contrast, the emission maxima of NBD cholesterol remain
constant regardless of the excitation wavelength. The
absence of an REES and the short-wavelength emission
maxima of NBD-cholesterol indicate that the NBD group is
localized in the acyl side chain region of the membrane, as
shown in Figure 7.40. Apparently, the forces that orient the
cholesterol moiety are large enough to overcome the ten-
dency of the polar NBD group to localize at the lipid–water
interface.

7.10.2. Red-Edge Excitation Shifts and 
Energy Transfer

Red-edge excitation shifts can explain some unusual obser-
vations. There are early reports that suggested the failure of

homoresonance energy transfer on red-edge excita-
tion.110–112 These studies also reported a decrease in the rate
of rotational diffusion upon red-edge excitation. The small-
er rate of rotational diffusion was explained as being due to
excitation of an out-of-plane transition that was not capable
of RET. In retrospect, these data are all understandable in
terms of the red-edge effect shown in Figure 7.37. The
decrease in homotransfer was probably due to the spectral
shifts that decreased the overlap integral for homotransfer.
The decrease in the rate of rotation can be explained as due
to increased hydrogen bonding to the solvent. It is known
that the rate of rotational diffusion decreases with increas-
ing numbers of fluorophore-solvent hydrogen bonds.113

Hence, shifts in the emission spectra can explain the failure
of RET with red-edge excitation.

7.11. EXCITED-STATE REACTIONS

In the preceding sections of this chapter we considered the
interactions of fluorophores with their surrounding environ-
ment. These interactions did not involve chemical reactions
of the fluorophores. However, fluorophores can undergo
chemical reactions while in the excited state. Such reactions
occur because light absorption frequently changes the elec-
tron distribution within a fluorophore, which in turn
changes its chemical or physical properties. The best-
known example of a fluorophore that undergoes an excited-
state reaction is phenol. In neutral solution phenol and
naphthols can lose the phenolic proton in the excited state.
Deprotonation occurs more readily in the excited state
because the electrons on the hydroxyl groups are shifted
into the aromatic ring, making this hydroxyl group more
acidic. Excited-state reactions are not restricted to ioniza-
tion. Many dynamic processes that affect fluorescence can
be interpreted in terms of excited-state reactions. These
processes include resonance energy transfer and excimer
formation (Table 7.4). Excited-state processes display char-
acteristic time-dependent decays that can be unambiguous-
ly assigned to the presence of an excited-state process.

Perhaps the most dominant type of an excited-state
reaction in the loss or gain of protons.114–124 Whether a flu-
orophore loses or gains a photon in the excited-state reac-
tion is determined from the direction of the change in pKA

in the excited state. If the pKA decreases (pKA* < pKA),
where the asterisk denotes the excited state, then the fluo-
rophore will tend to lose a proton in the excited state. If the
pKA increases (pKA* > pKA), then the fluorophore may pick
up a proton in the excited state. The best known examples
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Figure 7.40. Red-edge excitation shifts for NBD-PE and NBD-cho-
lesterol in gel phase DPPC vesicles. Revised from [102].



are phenols and acridines. In general, phenols undergo
excited-state deprotonation, and acridine undergoes excit-
ed-state protonation. Electron donors such as –OH, –SH,
–NH2 have a lone pair of electrons, and these electrons tend
to become more conjugated to the aromatic ring system in
the excited state, resulting in pKA* < pKA. Electron accep-
tors such as –CO2

– and –CO2H have vacant π orbitals into
which electrons can be transferred in the excited state. This
increased electron density results in weaker dissociation in
the excited state: pKA* > pKA. Representative ground-state
and excited-state pKAs are given in Table 7.4.

7.11.1. Excited-State Ionization of Naphthol

Perhaps the most widely studied excited-state reaction is
the ionization of aromatic alcohols.125–131 In the case of 2-
naphthol the pKA decreases from 9.2 in the ground state to
2.0 in the excited state.130 In acid solution the emission is
from naphthol with an emission maximum of 357 nm (Fig-
ure 7.41). In basic solution the emission is from the naph-
tholate anion, and is centered near 409 nm. At intermediate
pH values emission from both species is observed (dashed).
Depending on pH, the excited-state dissociation of 2-naph-
thol can be either reversible or irreversible. At pH values
near 3 the reaction is reversible, but at pH values above 6
the reaction is irreversible.129–130 Hence, this system illus-
trates the characteristics of both reversible and irreversible
excited-state reactions.

The spectra shown in Figure 7.41 illustrate another fea-
ture of an excited-state process, which is the appearance of
the reaction product under conditions where no product is
present in the ground state. At low or high pH, the ground-
state fluorophore is present in only one ionization state and
only the emission from this state is observed. The absorp-
tion spectra of these low- and high-pH solutions are charac-
teristic of naphthol and naphtholate, respectively (Figure
7.42). However, at pH = 3 about 50% of the total emission
is from each species. Because the ground state pKA of 2-
naphthol is 9.2, only the unionized form is present at pH =
3, and the absorption spectrum is that of unionized naph-
thol. Whereas only unionized naphthol is present in the
ground state at pH 3, the emission spectrum at pH 3 shows
emission from both naphthol and naphtholate. At pH 3 the
naphtholate emission results from molecules that have
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Table 7.4. Known Excited-State Ionization Reactions

Reaction                                      Compound                       pKA pKA
* D or Pa

ROH � RO– + H+ Phenol 10.0 4.1 D
1-Naphthol 9.2 2.0 D
2-Naphthol 9.5 2.8 D
HPTSb 7.3 1.0 D

RNH2 � RNH– + H+ 2-Naphthylamine >14 12.2 D

RNH3
+ � RNH2 + H+ 2-Naphthylamine H+ 4.1 –1.5 D

ArN + H+ � ArNH+ Acridine 5.1 10.6 P

RCO2
– + H+ � RCO2H Benzoic acid 4.2 9.5 P

1-Naphthoic acid 3.7 7.7 P
Anthracene-9-car- 3.7 6.9 P
boxylic acid

aDeprotonation (D) or protonation (P).
bHPTS, 8-hydroxypyrene-1,3,6-trisulfonate.

Figure 7.41. Steady-state emission spectra of 2-naphthol. Spectra at
24°C are shown in 0.1 M HCl, 0.05 M NaOH and in water at pH = 3.0
(dashed). Reprinted from [139]. Copyright © 1982, with permission
from Elsevier Science.



undergone dissociation during the duration of the excited
state. The invariance of the absorption spectrum, under con-
ditions where the emission spectrum of a reacted state is
observed, is a characteristic feature of an excited-state reac-
tion.

This characteristic of an excited-state reaction is shown
in Figure 7.43. Suppose one measured the fraction of the
signal, absorption or emission, from unionized 2-naphthol.
The absorption measurement would show a decrease in this
fraction at pH 9.2, which is near the ground state pKA. The
fluorescence measurements would show a change near pH
2, near the pKA* value of the excited state. The difference
is due to ionization that occurs during the excited-state life-
time. Depending on the fluorophore and solvent, the excit-
ed-state reaction can be complete or only partially complete
during the excited-state lifetime. It is also important to note
that the extent of dissociation depends on the buffer concen-

tration. For instance, suppose that 2-naphthol is dissolved in
buffer solutions of the same pH, but with an increasing con-
centration of the buffer. The extent of ionization will
increase with increasing buffer concentration owing to reac-
tion of excited 2-naphthol with the weak base form of the
buffer.

The spectral shifts that occur upon dissociation in the
excited state can be used to calculate the change in pKA that
occurs upon excitation. This is known as the Förster
cycle132–135 (Figure 7.44). The energies of the ground and
excited states depend on ionization. Because the dissocia-
tion constants are small, the dissociated form of the fluo-
rophore is shown at higher energy. If the pKA value is lower
in the excited state (pKA* < pKA), then there is a smaller
increase in energy upon dissociation of the excited state
(∆H* < ∆H). If one assumes that the entropy change for dis-
sociation is the same for the ground and excited states, then
the difference in energy between the ground and excited
states of AH and A– can be related to the change in pKA val-
ues by

(7.17)

where R is the gas constant and T is the temperature (EK).
The energies of the protonated form (EHA) and of the disso-
ciated form (EA

–) are usually estimated from the average of
the absorption ν�A and emission ν�F maxima of each species:

(7.18)

where ν�A and ν�F are in cm–1, h is the Planck constant, N is
Avogadro's number, and c is the speed of light.

Ei � Nhc
νA � νF

2

∆pKA � pKA � pK*
A �

EHA � E�
A�

2.3RT
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Figure 7.42. Absorption spectra of 2-naphthol in 0.1 M HCl, 0.05 M
NaOH, and at pH 3.

Figure 7.43. Comparison of ground state (dashed) and excited-state
(solid) ionization of 2-naphthol.

Figure 7.44. Electronic energy levels of an acid AH and its conjugate
base A– in the ground and excited states (the Förster cycle). Reprinted
with permission from [131], the Journal of Chemical Education, Vol.
69, No. 3, 1992, pp. 247–249. Copyright © 1992, Division of Chemi-
cal Education Inc.



While the Förster cycle calculation is useful for under-
standing the excited-state ionization of fluorophores, the
calculated values of ∆pKA should be used with caution.
This is because at 300 nm an error of 4 nm corresponds to
a shift of one pKA unit. Hence the Förster cycle is useful for
determining the direction of the change in pKA but is less
reliable in estimating the precise value of pKA*.

7.12. THEORY FOR A REVERSIBLE TWO-STATE
REACTION

The features of an excited-state reaction are illustrated by
the Jablonski diagram for the reversible two-state model
(Figure 7.45). The terms and subscripts F and R refer to the
initially excited and the reacted states, respectively. The
decay rates of these species are given by γF = ΓF + k1 + knr

F

and γR = ΓR + k2 + knr
R, where ΓF and ΓR are the radiative

decay rates, and knr
R are the rates of non-radiative decay.

The rate of the forward reaction is given by k1 and the rate
of the reverse reaction by k2. For simplicity we have not
included the rates of intersystem crossing to the triplet state,
nor the rates of solvent relaxation. Depending upon the spe-
cific process under consideration, k1 and k2 can each be
more complex than a simple rate constant. For example, in
the case of a reversible loss of a proton, the reverse rate
would be k2 = k2' [H+]. In the case of exciplex formation the
forward rate would include the concentration of the species
(Q) forming the exciplex: k1 = k1'[Q]. If the reaction is irre-
versible, k2 = 0. It is simpler to interpret the decay kinetics
for irreversible reactions than for reversible reactions.
Because there are only two states with well-defined rate
constants, it is practical to derive analytical expressions for
the steady-state and time-resolved behavior.

7.12.1. Steady-State Fluorescence of a 
Two-State Reaction

Prior to discussing the time-resolved properties of an excit-
ed-state reaction, it useful to describe the spectral properties
observed using steady-state methods. Assume that unique
wavelengths can be selected where emission occurs only
from the unreacted (F) or the reacted (R) states, and assume
initially that the reaction is irreversible, that is, k2 = 0 (Fig-
ure 7.45). The relative quantum yield of the F state is given
by the ratio of the emissive rate to the total rate of depopu-
lation of the F state. Thus,

(7.19)

(7.20)

where F0 and F are the fluorescence intensities observed in
the absence and presence of the reaction, respectively. Divi-
sion of eq. 7.20 by 7.21 yields

(7.21)

where τ0F = γF
–1 = (ΓF + knr

F)–1 is the lifetime of the F state
in the absence of the reaction. Recall that for a bimolecular
rate process k1 would be replaced by k1[Q], where Q is the
species reacting with the fluorophore. Hence, for some cir-
cumstances, the initially excited state can be quenched by a
Stern-Volmer dependence.

The yield of the reaction product R is the fraction of F
molecules that have reacted. This yield is given by

(7.22)

where R and R0 are the intensities of the reacted species
when the reaction is incomplete and complete, respectively.
In the case of excimer formation, R0 would be observed at
high concentrations of the monomer. It is important to note
the distinctly different dependence of the F- and R-state
intensities on the extent of the reaction. The intensity of the
F state is decreased monotonically to zero as the reaction
rate becomes greater than the reciprocal lifetime. In con-
trast, the intensity of the R state is zero when the forward
rate constant is much less than the decay rate of the F state:
k1 < γF or k1τ0F << 1. The intensity of the R state increases

R

R0
� 1 �

F

F0
�

k1τ0F

1 � k1τ0F

F

F0
�

1

1 � k1τ0F

F � ΓF/(ΓF � kF
nr � k1 )

F0 � ΓF/(ΓF � kF
nr)
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Figure 7.45. Jablonski diagram for a reversible excited-state reaction.
L(t) is the excitation function, which can be a pulsed or amplitude-
modulated light beam.



to a constant value when k1 τ0F >> 1. The reason for this
limiting behavior is that essentially all the F state is con-
verted to the R state. In practice, the fluorescence of the
reacted species may not reach a limiting value, but may
rather decrease as the rate of the forward reaction is
increased. This can occur because the conditions needed to
drive the reaction to completion may result in other interac-
tions that quench the R state.

7.12.2. Time-Resolved Decays for the 
Two-State Model

The model described in Figure 7.45 is described by the fol-
lowing kinetic equations:

(7.23)

(7.24)

where [F] and [R] are the concentrations of these states and
L(t) is the time profile of the excitation. The solution to
these kinetic equations has been described previously with
the boundary conditions [F] = [F0] and [R] = 0 at t =
0.129–130,136–137 Following δ-pulse excitation the fluorescence
decays of the F and R states are given by expressions of the
form

(7.25)

(7.26)

where the αi, β1, and τi values are moderately complex
functions of the various rate constants. The values of γ1 =
τ1

–1 and γ2 = τ2
–1 are given by

(7.27)

where

(7.28)

(7.29)

The important point from these equations is that both
species display the same decay times, and that the decays of
both states is a double exponential decay. Hence, the conse-
quence of a reversible excited-state reaction is that the F
and R states both display a double-exponential decay, and
that the decay times are the same for both species.

Another important characteristic of an excited-state
reaction is seen from the pre-exponential factors for the R
state. If only the R state is observed, then the pre-exponen-
tial factors (β1) for the two lifetimes are expected to be
equal and opposite (eq. 7.26). The negative pre-exponential
factor results in a rise in intensity, which is characteristic of
excited-state reactions.

For many molecules that display excited-state reactions
there is spectral overlap of the F and R states. If one meas-
ures the wavelength-dependent intensity decays this will be
described by

(7.30)

where the same two decay times will be present at all wave-
lengths. In this case one can perform a global analysis with
two wavelength-independent lifetimes. The meaning of the
αi(λ) values is complex, and has been described in detail.130

As the observation wavelength is increased one observes an
increasing fraction of the R state. The αi(λ) values thus shift
from those characteristic of the F state (eq. 7.25) to those
characteristic of the R state (eq. 7.26). On the long-wave-
length side of the emission one expects to observe a nega-
tive pre-exponential factor, unless the spectral shift is small
so that the F and R states overlap at all wavelengths. The
values of αi(λ) can be used to calculate decay-associated
spectra (DAS), which shows positive and negative ampli-
tudes. The DAS do not correspond to the emission spectra
of either of the species. The I(λ,t) data can also be used to
calculate the species-associated spectra (SAS), which are
the spectra of each of the states (Section 7.14.3).

The theory for an excited-state reaction is considerably
simplified if the reaction is irreversible (k2 = 0). In this case
eq. 7.27 yields γ1 = γF + k1 and γ2 = γR. Also, one of the pre-
exponential factors in eq. 7.25 becomes zero, so that

(7.31)

(7.32)IR(t ) � β1 exp (�γ1t ) � β1 exp (�γ2t )

IF(t) � α1 exp (�γ1t)

I(λ,t) � α1(λ)  exp(�t/τ1 ) � α2(λ)  exp(�t/τ2 )

y � ΓR � kR
nr � k2 � γR � k2

x � ΓF � kF
nr � k1 � γF � k1

γ1, γ2 �
1

2
{ (x � y )��(x � y ) 2 � 4k1k2�1/2}

IR(t) � β1 exp(�γ1t) � β1 exp(�γ2t)

IF(t) � α1 exp(�γ1t) � α2 exp(�γ2t)

�
d�R�
dt

� γR�R� � k1�F�

�
d�F�
dt

� γF�F� � k2�R� � L(t)
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Hence, the decay of the initially excited state becomes a
single exponential. This prediction has been verified in
experimental studies of reversible and irreversible reac-
tions. We note that the negative pre-exponential factor may
be associated with either of the decay times (τ1 or τ2)
depending on the values of the kinetic constants. The nega-
tive pre-exponential factor is always associated with the
shorter decay time.138

7.12.3. Differential Wavelength Methods

In considering excited-state reactions there is a general
principle that clarifies the complex decay kinetics and
results in simplified methods of analysis.139–140 This princi-
ple is that the population of the R state can be regarded as a
convolution integral with the F state. That is, the F-state
population is the excitation pumping function of the R state.
Consider a measurement of the R state, made relative to the
F state. The F state effectively becomes the lamp function,
so that measurements relative to the F state directly reveal
the decay kinetics of the R state. The application of this pro-
cedure requires a spectral region where the emission from
the F state can be observed, without overlap from the R
state. Since non-overlap of states is frequently found on the
short-wavelength side of the emission, the time profile of
the F state can generally be measured directly. Deconvolv-
ing the R-state emission with the F-state emission yields the
lifetime of the R state that would be observed if the R state
could be directly excited.

7.13. TIME-DOMAIN STUDIES OF 
NAPHTHOL DISSOCIATION

The properties of excited-state reactions can be effectively
studied using time-domain methods. Typical data for the
excited-state ionization of 2-naphthol are shown in Figure
7.46. The time-dependent data were collected at wave-
lengths across the emission spectrum ranging from 335 to
485 nm.141 Examination of Figure 7.41 shows the emission
at 335 nm is from the unionized form of 2-naphthol and the
emission at 485 nm is due to the ionized naphtholate form.
The naphtholate emission starts at zero and shows a rise
time during which the ionized species is formed.

Time-resolved data collected across the emission spec-
tra can be used to calculate the time-resolved emission
spectra (Figure 7.47). The top panel shows the actual time-
resolved intensities, not the peak or area-normalized values.
As time proceeds the emission from both species decays to
zero. At τ = 0 the emission is dominantly due to unionized
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Figure 7.46. Time- and wavelength-dependent intensity decays of 2-
naphthol in 10 mM sodium phosphate buffer, pH = 6.6. Revised and
reprinted with permission from [141]. Copyright © 2001, American
Chemical Society.

Figure 7.47. Time-resolved emission spectra of 2-naphthol in 10 mM
sodium phosphate, pH 6.6. The top panel shows the actual time-
resolved intensities. The lower panel shows the area-normalized inten-
sities. Revised and reprinted with permission from [1041. Copyright
© 2001, American Chemical Society.



2-naphthol. The ionized form shows a transient increase in
intensity at time from 3 to 12 ns. These TRES show two dis-
tinct emission spectra, which is different from the gradual
spectral shifts seen for solvent relaxation. The lower panel
in Figure 7.47 shows the TRES that are normalized to the
same total area. These spectra show an isoemissive point at
389 nm. Observation of an isoemissive point in the area-
normalized TRES proves that there are only two emitting
species.139 An isoemissive point is not expected for contin-
uous spectral relaxation or if there are more than two emit-
ting species.

7.14. ANALYSIS OF EXCITED-STATE REACTIONS
BY PHASE-MODULATION FLUOROMETRY

Frequency-domain fluorometry provides a number of inter-
esting opportunities for the analysis of excited-state reac-
tions. One measures the frequency responses across the
emission spectra. These data can be used to construct the
TRES. However, the data can also be analyzed in terms of
the kinetic constants, which leads to insights into the mean-
ing of the measured phase and modulation values. Addition-
al detail can be found elsewhere.142–144

For simplicity we consider the irreversible reaction (k2

= 0). Assume that by appropriate optical filtering the emis-
sion from the F and R states can be individually observed.
Then, relative to the phase and modulation of the excitation,
the phase and modulation of the F and R state are given by

(7.33)

(7.34)

Several aspects of these equations are worthy of mention.
Since we have initially assumed that F and R are separate-
ly observable, and the reverse reaction does not occur, the
decay of F is a single exponential. Hence, for the F state we
find the usual expressions for calculation of lifetimes from
phase and modulation data. In the absence of any reaction
(k1 = 0) the lifetime is τ0F = γF

–1. In the presence of a reac-
tion, the lifetime of F is shortened to τF = (γF + k1)–1. Thus,
for an irreversible reaction, the observed values of φF and
mF can be used to calculate the true lifetime of the unreact-
ed state.

The phase and modulation of the R state, when meas-
ured relative to the excitation, are complex functions of the
various kinetics constants. These values are given by

(7.35)

(7.36)

In contrast to the F state, the measured values for the R state
cannot be directly used to calculate the R state fluorescence
lifetime. The complexity of the measured values (φR and
mR) shows why it is not advisable to use the apparent phase
(τφ) and modulation (τm) lifetimes of the relaxed state.

Closer examination of eqs. 7.33–7.36 reveals important
relationships between the phase and modulation values of
the F and R states. For an excited-state process, the phase
angles of the F and R states are additive, and the modula-
tions multiply. Once this is understood, the complex expres-
sions (eqs. 7.35–7.36) become easier to understand. Let φ0R

be the phase angle of the R state that would be observed if
this state could be excited directly. Of course, this is related
to the lifetime of the directly excited R state by tan φ0R =
ωτ0R. Using eq. 7.36, the law for the tangent of a sum, and
tan (φF + φ0R) = tan φR, one finds

(7.37)

Hence, the phase angle of the reacted state, measured rela-
tive to the excitation, is the sum of the phase angle of the
unreacted state (φF) and the phase angle of the reacted state,
if this state could be directly excited (φ0R). This relationship
(Figure 7.48) may be understood intuitively by recognizing
that the F state is populating the R state. Of course, these
are the same considerations used to describe differential-
wavelength deconvolution. For the irreversible reaction,
measurement of ∆φ = φR – φF = φ0R reveals directly the
intrinsic lifetime of the reacted fluorophore, unaffected by
its population through the F state.

The demodulation factors of the two states display sim-
ilar properties. From eq. 7.36 one finds that the demodula-
tion of the relaxed state (mR) is the product of the demodu-
lation of the unrelaxed state (mF) and that demodulation due
to the intrinsic decay of the R state alone (m0R). That is,

(7.38)mR � mF

1

√1 � ω2τ2
R

� mFm0R

φR � φF � φ0R

mR � mF

γR

√γ2
R � ω2

� mFm0R

 tan φR �
ω(γF � γR � k1 )

γR(γF � k1 ) � ω2

mF �
γF � k1

√(γF � k1 ) 2 � ω2
�

1

√1 � ω2τ2
F

 tan φF � ω/(γF � k1 ) � ωτF
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A further interesting aspect of the phase difference or
the demodulation between F and R is the potential of meas-
uring the reverse reaction rate k2. This reverse rate can be
obtained from the phase-angle difference between the R and
F states, or from the modulation of the R state relative to the
F state. For a reversible reaction these expressions are

(7.39)

(7.40)

These expressions are similar to the usual expressions for
the dependence of phase shift and demodulation on the
decay rates of an excited state, except that the decay rate is
that of the reacted species (γR + k2). The initially excited
state populates the relaxed state and the reverse reaction
repopulates the F state. Nonetheless, the kinetic constants
of the F state do not affect the measurement of tan (φR – φF)
or mR/mF. Measurement of either the phase or modulation
of the reacted state, relative to the unrelaxed state, yields a
lifetime of the reacted state. This lifetime is decreased by
the reverse reaction rate in a manner analogous to the
decrease in the lifetime of the F state by k1. If the decay rate
(γR) is known, k2 may be calculated. If the emission results
from a single species that displays one lifetime, and φ and
m are constant across the emission, then φR – φF = 0 and
mR/mF = 1.

Returning to the irreversible model, we note an inter-
esting feature of φR (eq. 7.35). This phase angle can exceed
90E. Specifically, if ω2 exceeds γR (γF + k1), then tan φR < 0
or φR > 90E. In contrast, the phase angle of directly excited
species, or the phase angles resulting from a heterogeneous
population of fluorophores, cannot exceed 90E. Therefore,
observation of a phase angle in excess of 90E constitutes
proof of an excited-state reaction.

7.14.1. Effect of an Excited-State Reaction on the
Apparent Phase and Modulation Lifetimes

The multiplicative property of the demodulation factors
and the additive property of the individual phase angles are
the origin of a reversed frequency dependence of the appar-
ent phase shift and demodulation lifetimes, and the inver-
sion of apparent phase and modulation lifetimes when com-
pared to a heterogeneous sample. The apparent phase life-
time (τR

φ) calculated from the measured phase (φR) of the
relaxed state is

(7.41)

Recalling the law for the tangent of a sum one obtains

(7.42)

Because of the term ω2τFτ0R, an increase in the modulation
frequency can result in an increase in the apparent phase
lifetime. This result is opposite to that found for a heteroge-
neous emitting population where the individual species are
excited directly. For a heterogeneous sample an increase in
modulation frequency yields a decrease in the apparent
phase lifetime.145 Therefore, the frequency dependence of
the apparent phase lifetimes can be used to differentiate a
heterogeneous sample from a sample that undergoes an
excited-state reactions. Similarly, the apparent modulation
lifetime is given by

(7.43)

Recalling eq. 7.36, one obtains

(7.44)

Again, increasing ω yields an increased apparent modula-
tion lifetime. This frequency dependence is also opposite to
that expected from a heterogeneous sample, and is useful in
proving that emission results from an excited-state process.
In practice, however, the dependence of τR

m upon modula-
tion frequency is less dramatic than that of τR

φ. We again
stress that the calculated lifetimes are apparent values and
not true lifetimes.

The information derived from phase-modulation fluo-
rometry is best presented in terms of the observed quantities

τmR � (τ2
F � τ2

0R � ω2τ2
Fτ2

0R ) 1/2

τmR � ( 1

m2
R

� 1 ) �1/2

τφ
R �

τF � τ0R

1 � ω2τFτ0R

 tan φR � ωτφ
R �  tan (φF � φ0R )

mR

mF
�

γR � k2

√(γR � k2 ) 2ω2
�

1

√1 � ω2τ2
R

 tan (φR � φF ) �
ω

(γR � k2 )
� ωτR

266 DYNAMICS OF SOLVENT AND SPECTRAL RELAXATION

Figure 7.48. Relationship of the phase angles of the F and R states.



φ and m. For a single-exponential decay, and for the unre-
laxed state if relaxation is irreversible, mF = cos φF. Also
m0R = cos φ0R, irrespective of the reversibility of the reac-
tion. A convenient indicator of an excited-state process is
the ratio m/cos φ, where m and φ are the experimentally
measured demodulation factor and phase angle, respective-
ly. This ratio is unity for a single-exponential decay, and is
less than one for a heterogeneous emission. In contrast,
m/cos φ > 1 if the emitting species forms subsequent to
excitation.146 Using eqs. 7.37 and 7.38, and the law for the
cosine of a sum, we obtain

(7.45)

Dividing numerator and demodulator by cos φOR cos φF we
obtain

(7.46)

If relaxation is much slower than emission, significant
relaxation does not occur. The R state cannot be observed
and eq. 7.46 cannot be applied. If relaxation is much faster
than emission, φF = 0 and mR/cos φR = 1. Importantly, if
relaxation and emission occur on comparable timescales,
ratio mR/cos φR exceeds unity. Observation of m/cos φ > 1
proves the occurrence of an excited-state reaction. Howev-
er, failure to observe m/cos φ > 1 does not prove a reaction
has not occurred. Heterogeneity, spectral overlap or the
reverse reaction can prevent observation of m/cos φ > 1.

7.14.2. Wavelength-Dependent Phase 
and Modulation Values for an 
Excited-State Reaction

The general features of phase-shift and demodulation data
for a sample that undergoes an irreversible excited-state
reaction is illustrated by the excited-state protonation of
acridine by ammonium ion.143 In basic solution an emission
maximum of 430 nm is observed (Figure 7.49). Upon acid-
ification this spectrum is replaced by a red-shifted spectrum
with an emission maximum of 475 nm. The former spec-

trum is due to neutral acridine (Ac) and the latter is due to
the acridinium cation (AcH+). Since the ground-state pKA

of acridine is 5.45, only the neutral species is present at pH
= 8.3. Nonetheless, increasing concentrations of ammoni-
um ion, at pH = 8.3, yield a progressive quenching of the
short-wavelength emission, with a concomitant appearance
of the emission from the acridinium ion (Figure 7.49).
These spectral shifts are the result of protonation of the
excited neutral acridine molecules by ammonium ions. In
the excited state the pKA of neutral acridine increases from
the ground state value of 5.45 to 10.7.

This excited-state reaction illustrates the phase-modu-
lation theory just described. It is a two-state process that is
essentially irreversible. Time-resolved studies demonstrated
that at 410 nm the decay is a single exponential.124 At 560
nm the fluorescence decay can be described with two life-
times, one of which has the same as the decay time
observed at 410 nm. The two lifetimes were independent of
emission wavelength, but the pre-exponential factors were
dependent on emission wavelength. These data imply that
the lifetime of each species (Ac and AcH+) is constant
across its emission spectrum, and that the irreversible two-
state theory is appropriate to describe this excited-state
process. Examination of the emission spectra (Figure 7.49)
reveals a region where only the neutral species emits

mR
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Figure 7.49. Fluorescence emission spectra of acridine. Spectra are
shown for the neutral and protonated forms of acridine (top) and of
acridine at pH 8.3 with various concentrations of ammonium ion (bot-
tom). Reprinted from [143]. Copyright © 1982, with permission from
Elsevier Science.



(390–410 nm), a region of strong overlap (440–500 nm),
and a region of moderate overlap where the spectrum is
dominated by the AcH+ emission (>500 nm).

The apparent phase lifetimes (τφ) for acridine in 0.05 N
NaOH, 0.1 N H2SO4, and 2 M NH4NO3 are shown in Fig-
ure 7.50. In acidic or basic solution, one species is present
in both the ground and excited states, and the lifetimes (or
phase angles) are independent of emission wavelength. In
contrast, the lifetimes in 2 M NH4NO3 are highly dependent
upon wavelength because of protonation of acridine subse-
quent to excitation. At short wavelengths (410 nm), where
neutral acridine emits, the lifetime is decreased in the pres-
ence of ammonium ion. A decreased phase angle (or life-
time) of the initially excited state is a characteristic feature
of an excited-state reaction. At longer wavelengths the
apparent lifetime increases until a nearly constant value is
reached for wavelengths longer than 500 nm. In this wave-
length range the emission is dominated by the acridinium
ion. The constant lifetime, or more correctly phase angle,
on the red and blue sides of the emission may be regarded
as evidence for the two-state model. If the overall emission
were shifting to longer wavelengths according to the contin-
uous Bakhshiev model,1 such regions of constant phase
angle are not expected. Overall, the phase data for acridine
may be regarded as typical for a two-state reaction with
moderate spectral overlap. These characteristics include a
decrease in lifetime on the blue side of the emission, an
increase in apparent lifetime with emission wavelength, and

nearly constant lifetimes on the blue and red sides of the
emission.

An interesting potential of phase fluorometry is the
ability to measure directly the intrinsic lifetime of the react-
ed species. By "intrinsic" we mean the lifetime that would
be observed if this species were formed by direct excitation,
rather than by an excited-state reaction. The intrinsic life-
time of the reacted species is revealed by the phase differ-
ence (∆φ) between the blue and red sides of the emission
(∆φ = φR – φF). Consider the phase difference between 400
and 560 nm shown in Figure 7.50. This phase angle differ-
ence (∆φ = 51.5E) yields the lifetime of the acridine cation
(τ(AcH+)) according to

(7.47)

which is found to be 20 ns in 2 M NH4NO3. Recall that the
origin of this simple result is that the excited neutral acri-
dine population is the pumping function for the excited-
state acridinium molecules.

Phase measurements alone, at a single modulation fre-
quency, cannot be used to distinguish between ground-state
heterogeneity and an excited-state reaction. The increase in
phase angle shown in Figure 7.50 could also be attributed to
a second directly excited fluorophore with a longer lifetime.
Of course, the decrease in the phase lifetime at short wave-
lengths indicates a quenching process. A rigorous proof of
the presence of an excited-state process is obtainable by
comparison of the phase shift and demodulation data from
the same sample. Figure 7.51 shows apparent phase and
modulation lifetimes and the ratio m/cos φ for acridine in
0.2 M NH4NO3. On the blue edge τφ � τm and m/cos φ �

 tan ∆φ � ωτ(AcH� )
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Figure 7.50. Apparent phase lifetimes of acridine. The inserted
axis on the right-hand side indicates the phase angles relative to
the exciting light. The phase angle difference between the red (φR

= 54.6°) and blue (φF = 3.1°) regions of the emission reveals the
lifetime of the acridinium cation that would be observed if this
species could be directly excited. The phase angles of acridini-
um, relative to the exciting light, do not yield true lifetimes for
the directly excited acridinium cation. Reprinted from [143].
Copyright © 1982, with permission from Elsevier Science.

Figure 7.51. Apparent phase (open circle) and modulation (open
square) lifetimes of acridine at pH 8.3, 0.2 M NH4NO3. Also shown is
the wavelength dependence of m/cos φ (triangle). Reprinted from
[143]. Copyright © 1982, with permission from Elsevier Science.



1, indicative of a single-exponential decay and therefore an
irreversible reaction. In the central overlap region, τφ < τm

and m/cos φ < 1, which is indicative of emission from more
than one state. At longer wavelengths, τφ > τm and m/cos φ
> 1. These last results are impossible for a multi-exponen-
tial decay with any degree of heterogeneity. This observa-
tion proves that the emission at these longer wavelengths
was not a result of direct excitation, but rather is the result
of an excited-state reaction.

7.14.3. Frequency-Domain Measurement of
Excimer Formation

In the preceding section we described how the phase and
modulation values, when measured at a single modulation
frequency, were affected by an excited-state reaction. When
using a variable-frequency instrument, the intensity decay

can be recovered without a detailed interpretation of the
individual phase and modulation values. This is illustrated
for excimer formation by 2-phenylindole (2-PI).147 At high-
er concentrations of 2-PI there is increased intensity on the
long-wavelength sides of the emission (Figure 7.52), which
is thought to be due to formation of excimers. However, the
long-wavelength emission could also be the result of
ground state complexes of 2-PI. These possibilities were
distinguished by measurement of the frequency response at
various emission wavelengths (arrows in Figure 7.52). The
data for observation at 360 nm (F) and 480 nm (R) are
shown in Figure 7.53. At 360 nm (!) a typical frequency
response was observed. At 480 nm (") the phase angles
increase rapidly with frequency and exceed 90E, which
proves the emission at 480 nm is not directly excited.

The frequency responses at each wavelength were used
to recover the intensity decays (Table 7.5). It was possible
to fit the data globally with two wavelength-independent
lifetimes. As the observation wavelength increases, the
amplitude of the 0.86-ns component becomes negative. At
480 nm the amplitudes are nearly equal and opposite, sug-
gesting that there is minimal contribution of the F state at
this wavelength. If desired, the decay times and amplitudes
in Table 7.5 can be used to construct the time-resolved
emission spectra (TRES), or the decay-associated spectra
(DAS). The decay-associated spectra of the shorter-lifetime
component show regions of positive and negative ampli-
tudes (Figure 7.54). This occurs because there is a negative
pre-exponential factor associated with this decay time at
longer wavelengths.

Another type of calculated spectra are the species-asso-
ciated spectra (SAS).148–150 The species-associated spectra
are the emission spectra of the individual species if these
could be observed individually. The difference between
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Figure 7.52. Emission spectra of 2-phenylindole in p-xylene at 10–5

and 6 x 10–3 M. The emission at long wavelengths is due to excimer
formation. From [147].

Figure 7.53. Frequency-domain intensity decays of 2-phenylindole (6
x 10–3 M) observed at 360 (F) and 480 nm (R). From [147].

Table 7.5. Wavelength-Dependent Intensity Decays of 2-
Phenylindole (6 x 10–3 M) in p-Xylene at 20°C

τ1 = 0.86 nsa τ2 = 3.42 ns
λem (nm) α1 f1 α2 f2

360 0.967 0.879 0.033 0.121
380 0.951 0.831 0.049 0.069
400 0.731 0.405 0.269 0.595
420 –0.047 –0.012 0.953 0.988
440 –0.326 –0.108 0.674 0.892
460 –0.407 –0.147 0.593 0.853
480 –0.453 –0.172 0.547 0.828

aThe intensity decays measured for each emission wavelength (λem) were
fit with τ1 and τ2 as a global parameters. The χR

2 of this global fit is 3.9.
From [147].



DAS and SAS can be confusing. For ground-state hetero-
geneity or a mixture of fluorophores, the DAS and SAS are
the same because each lifetime is associated with a separate
fluorophore. For an excited-state reaction the SAS are more

complex. Recall from Section 7.12.2 that for a reversible
excited-state reaction both the decays of the F and R states
are both double exponentials. Hence, the DAS are not the
emission spectra of each species, but contain contributions
from both the F and R states. The SAS are the emission
spectra of the F and R states, not of a lifetime component.
The theory describing the relationship between DAS and
SAS is moderately complex and best explained in the
papers on this topic.148–150 For the case of 2-PI, the SAS
indicate that the monomer emission of 2-PI is centered near
390 nm, and the excimer emission is only moderately red
shifted to 420 nm (Figure 7.54).

7.15. BIOCHEMICAL EXAMPLES OF 
EXCITED-STATE REACTIONS

7.15.1. Exposure of a Membrane-Bound 
Cholesterol Analogue

Excited-state reactions have been used to determine the
water accessibility of fluorophores when bound to biomol-
ecules. This is illustrated by the examples of the cholesterol
analogue dihydroequilenin (DHE), which can lose a proton
in the excited state (Figure 7.55). The emission spectra of
DHE were examined when bound to DMPC vesicles with-
out or with 10 mole% cholesterol.138 The long-wavelength
emission from the ionized DHE was more intense in the
vesicles which also contained cholesterol. This result indi-
cates that cholesterol displaces DHE towards the surface of
the bilayers, allowing deprotonation and thus results in a
more intense long-wavelength emission. The concept of an
excited-state reaction was also used to study diffusion of
lipids in membranes. Similarly, pyrene-labeled lipids were
used to determine the extent to which excimer emission was
formed by diffusion, or due to preexisting ground state
complexes.151–152 Excimer formation has also been used to
study end-to-end motions in polymers.153–155

Additional information is available in detailed reports
that describe methods to determine the kinetics parame-
ters.155–161
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PROBLEMS

P7.1. Estimation of the Spectral Relaxation Time: Figure 7.56
shows time-dependent intensity decays of TNS bound to

egg lecithin vesicles.162 The wavelengths of 390, 435,
and 530 nm are on the blue, center, and red regions of
the emission spectrum. Use the data in Figure 7.56 to
calculate the spectral relaxation time for the TNS-
labeled residue. Assume that the emission at 390 nm is
dominated by the initially excited states (F) and that the
emission at 435 nm represents the TNS, unaffected by
relaxation.

P.7.2.  Interpretation of Wavelength-Dependent Lifetimes: TNS
was dissolved in various solvents or bound to vesicles of
dialeoyl-L-α-phosphatidylcholine (DOPC). Apparent
phase and modulation lifetimes were measured across
the emission spectra of these samples. Explain these
data in Figure 7.57.

PRINCIPLES OF FLUORESCENCE SPECTROSCOPY 275

Figure 7.57. Fluorescence lifetimes and spectra of TNS, dissolved in various solvents and TNS bound to DOPC vesicles. Apparent phase shift (")
and modulation (!) lifetimes were measured at 30 MHz. Normalized emission spectra are shown for TNS in glycerol and bound in DOPC vesicles
(solid), and for TNS in dioxane at 25°C (dashed).

Figure 7.56. Fluorescence impulse response functions of TNS-labeled
egg lecithin vesicles. Time-dependent intensities are shown for 390,
435, and 530 nm. From [162].



P7.3. Lifetime of the R State: Use the data in Figure 7.53 to
calculate the decay time of the 2-PI excimer emission,
assuming this state could be excited directly.

P7.4. Interpretation of Time-Resolved Decays of Acridine:
The excited-state protonation of acridine was examined
by time-resolved measurements of the fluorescence
decays.139 Neutral acridine is protonated in the excited
state by ammonium ions. The impulse response func-
tions for acridine in 0.2 M NH4NO3, pH = 8.3 (Figure
7.49), are listed in Table 7.6.
A.  If available, how would you use the absorption

spectra of acridine in 0.05 M NaOH, 0.05 M H2SO4,
and 0.2 M NH4NO3 to distinguish between ground-
state and excited-state protonation of acridine?

B.  What characteristics of the data in Table 7.6 most
clearly illustrate that an excited-state reaction is
present? Do these data indicate a two-state reaction
or some more complex process? Is the reaction
reversible or irreversible?

P7.5. Interpretation of TRES: Figure 7.58 shows time-
resolved emission spectra of the solvent-sensitive probe
1-anilinonaphthalene (1-AN) in glycerol.163 The TRES
were obtained using excitation in the center of the
absorption band (337 nm) and excitation on the red edge
of the absorption (416 nm). Explain the difference
between these TRES.
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Table 7.6. Time-Resolved Decays of Acridine 
in 0.2 M NH4 NO3

139

λ (nm) α1
a τ1 (ns) α2 τ2 (ns)

400 0.503 3.94 –0.001 33.96
410 0.220 4.00 – –
420 0.491 3.88 0.002 25.20
450 0.067 3.90 0.028 30.05
500 –0.010 4.91 0.082 29.13
540 –0.036 3.76 .064 29.83
550 –0.036 3.56 .058 29.94
560 –0.029 3.86 .046 29.90

aThe |αiτi| products are normalized to the steady-state emission intensity at
each wavelength.

Figure 7.58. The time-resolved fluorescence spectra of 1-AN in glyc-
erol at different excitation wavelengths. Left: 2 ns, 3 ns, and 14 ns
after excitation. Right: 2 and 8 ns after excitation. Revised from [163].



Fluorescence quenching refers to any process that decreas-
es the fluorescence intensity of a sample. A variety of
molecular interactions can result in quenching. These
include excited-state reactions, molecular rearrangements,
energy transfer, ground-state complex formation, and colli-
sional quenching. In this chapter we will be concerned pri-
marily with quenching resulting from collisional encoun-
ters between the fluorophore and quencher, which is called
collisional or dynamic quenching. We will also discuss stat-
ic quenching, which can be a valuable source of informa-
tion about binding between the fluorescent sample and the
quencher. Static quenching can also be a complicating fac-
tor in the data analysis. In addition to the processes
described above, apparent quenching can occur due to the
optical properties of the sample. High optical densities or
turbidity can result in decreased fluorescence intensities.
This trivial type of quenching contains little molecular
information. Throughout this chapter we will assume that
such trivial effects are not the cause of the decreases in flu-
orescence intensity.

Fluorescence quenching has been widely studied both
as a fundamental phenomenon, and as a source of informa-
tion about biochemical systems. These biochemical appli-
cations of quenching are due to the molecular interactions
that result in quenching. Both static and dynamic quenching
require molecular contact between the fluorophore and
quencher. In the case of collisional quenching, the quencher
must diffuse to the fluorophore during the lifetime of the
excited state. Upon contact, the fluorophore returns to the
ground state, without emission of a photon. In general,
quenching occurs without any permanent change in the
molecules, that is, without a photochemical reaction. In
static quenching a complex is formed between the fluo-
rophore and the quencher, and this complex is nonfluores-
cent. For either static or dynamic quenching to occur the
fluorophore and quencher must be in contact. The require-

ment of molecular contact for quenching results in the
numerous applications of quenching. For example, quench-
ing measurements can reveal the accessibility of fluo-
rophores to quenchers. Consider a fluorophore bound either
to a protein or a membrane. If the protein or membrane is
impermeable to the quencher, and the fluorophore is locat-
ed in the interior of the macromolecule, then neither colli-
sional nor static quenching can occur. For this reason
quenching studies can be used to reveal the localization of
fluorophores in proteins and membranes, and their perme-
abilities to quenchers. Additionally, the rate of collisional
quenching can be used to determine the diffusion coeffi-
cient of the quencher.

It is important to recognize that the phenomenon of

collisional quenching results in the expansion of the volume

and distance within the solution which affects the fluo-

rophore. The root-mean-square distance that a

quencher can diffuse during the lifetime of the excited state

(τ) is given by , where D is the diffusion
coefficient. Consider an oxygen molecule in water at 25EC.

Its diffusion coefficient is 2.5 x 10–5 cm2/s. During a typical

fluorescence lifetime of 4 ns the oxygen molecule can dif-

fuse 45 Å. If the lifetime is longer, diffusion over still larg-

er distances can be observed. For example, for lifetimes of

20 and 100 ns the average distances for oxygen diffusion

are 100 and 224 Å, respectively. With the use of longer-

lived probes with microsecond lifetimes (Chapter 20), dif-

fusion over still larger distances can be observed. Hence,

fluorescence quenching can reveal the diffusion of

quenchers over moderately large distances comparable to

the size of proteins and membranes. This situation is differ-

ent from solvent relaxation. Spectral shifts resulting from

reorientation of the solvent molecules are due primarily to

the solvent shell immediately adjacent to the fluorophore.

√∆x2 � √2Dτ

√∆x2
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8.1. QUENCHERS OF FLUORESCENCE

A wide variety of substances act as quenchers of fluores-
cence. One of the best-known collisional quenchers is
molecular oxygen,1 which quenches almost all known fluo-
rophores. Depending upon the sample under investigation,
it is frequently necessary to remove dissolved oxygen to
obtain reliable measurements of the fluorescence yields or
lifetimes. The mechanism by which oxygen quenches has
been a subject of debate. The most likely mechanism is that
the paramagnetic oxygen causes the fluorophore to undergo
intersystem crossing to the triplet state. In fluid solutions
the long-lived triplets are completely quenched, so that
phosphorescence is not observed. Aromatic and aliphatic
amines are also efficient quenchers of most unsubstituted
aromatic hydrocarbons. For example, anthracene fluores-
cence is effectively quenched by diethylaniline.2 For
anthracene and diethylaniline the mechanism of quenching
is the formation of an excited charge-transfer complex. The
excited-state fluorophore accepts an electron from the
amine. In nonpolar solvents fluorescence from the excited
charge-transfer complex (exciplex) is frequently observed,
and one may regard this process as an excited state reaction
rather than quenching. In polar solvents the exciplex emis-
sion is often quenched, so that the fluorophore–amine inter-
action appears to be that of simple quenching. While it is
now known that there is a modest through-space component
to almost all quenching reactions, this component is short
range (<2 Å), so that molecular contact is a requirement for
quenching.

Another type of quenching is due to heavy atoms such
as iodide and bromide. Halogenated compounds such as
trichloroethanol and bromobenzene also act as collisional
quenchers. Quenching by the larger halogens such as bro-
mide and iodide may be a result of intersystem crossing to
an excited triplet state, promoted by spin–orbit coupling of
the excited (singlet) fluorophore and the halogen.3 Since
emission from the triplet state is slow, the triplet emission is
highly quenched by other processes. The quenching mech-
anism is probably different for chlorine-containing sub-
stances. Indole, carbazole, and their derivatives are unique-
ly sensitive to quenching by chlorinated hydrocarbons and
by electron scavengers4 such as protons, histidine, cysteine,
NO3

–, fumarate, Cu2+, Pb2+, Cd2+, and Mn2+. Quenching by
these substances probably involves a donation of an elec-
tron from the fluorophore to the quencher. Additionally,
indole, tryptophan, and its derivatives are quenched by
acrylamide, succinimide, dichloroacetamide, dimethylfor-

mamide, pyridinium hydrochloride, imidazolium hydro-
chloride, methionine, Eu3+, Ag+, and Cs+. Quenchers of pro-
tein fluorescence have been summarized in several insight-
ful reviews.5–7 Hence a variety of quenchers are available
for studies of protein fluorescence, especially to determine
the surface accessibility of tryptophan residues and the per-
meation of proteins by the quenchers.

Additional quenchers include purines, pyrimidines, N-
methylnicotinamide and N-alkyl pyridinium, and picolini-
um salts.8–9 For example, the fluorescence of flavin adenine
dinucleotide (FAD) and reduced nicotinamide adenine din-
ucleotide (NADH) are both quenched by the adenine moi-
ety. Flavin fluorescence is quenched by both static and
dynamic interactions with adenine,10 whereas the quench-
ing of dihydronicotinamide appears to be primarily dynam-
ic.11 These aromatic substances appear to quench by forma-
tion of charge-transfer complexes. Depending upon the pre-
cise structure involved, the ground-state complex can be
reasonably stable. As a result, both static and dynamic
quenching are frequently observed. A variety of other
quenchers are known. These are summarized in Table 8.1,
which is intended to be an overview and not a complete list.
Known collisional quenchers include hydrogen peroxide,
nitric oxide (NO), nitroxides, BrO4

–, and even some olefins.
Because of the variety of substances that act as

quenchers, one can frequently identify fluorophore–
quencher combinations for a desired purpose. It is impor-
tant to note that not all fluorophores are quenched by all the
substances listed above. This fact occasionally allows selec-
tive quenching of a given fluorophore. The occurrence of
quenching depends upon the mechanism, which in turn
depends upon the chemical properties of the individual
molecules. Detailed analysis of the mechanism of quench-
ing is complex. In this chapter we will be concerned prima-
rily with the type of quenching, that is, whether quenching
depends on diffussive collisions or formation of ground-
state complexes. Later in this chapter we describe biochem-
ical applications of quenching. The mechanisms of quench-
ing will be discussed in the following chapter.

8.2. THEORY OF COLLISIONAL QUENCHING

Collisional quenching of fluorescence is described by the
Stern-Volmer equation:

(8.1)
F0

F
� 1 � kqτ0 

�Q� � 1 � KD�Q�
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In this equation F0 and F are the fluorescence intensities in
the absence and presence of quencher, respectively; kq is the
bimolecular quenching constant; τ0 is the lifetime of the flu-
orophore in the absence of quencher, and Q is the concen-
tration of quencher. The Stern-Volmer quenching constant
is given by KD = kqτ0. If the quenching is known to be
dynamic, the Stern-Volmer constant will be represented by
KD. Otherwise this constant will be described as KSV.

Quenching data are usually presented as plots of F0/F
versus [Q]. This is because F0/F is expected to be linearly

dependent upon the concentration of quencher. A plot of
F0/F versus [Q] yields an intercept of one on the y-axis and
a slope equal to KD (Figure 8.1). Intuitively, it is useful to
note that KD

–1 is the quencher concentration at which F0/F
= 2 or 50% of the intensity is quenched. A linear Stern-
Volmer plot is generally indicative of a single class of fluo-
rophores, all equally accessible to quencher. If two fluo-
rophore populations are present, and one class is not acces-
sible to quencher, then the Stern-Volmer plots deviate from
linearity toward the x-axis. This result is frequently found
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Table 8.1. Quenchers of Fluorescence

Quenchers                                             Typical fluorophore                                                    References

Acrylamide Tryptophan, pyrene, and other fluorophores 5–7, 176–180
Amines Anthracene, perylene 2, 124, 181–186
Amines Carbazole 187
Amine anesthetics Perylene, anthroyloxy probes 188–190
Bromate – 191
Bromobenzene Many fluorophores 192
Carbon disulfide Laser dyes, perylene 193
Carboxy groups Indole 194
Cesium (Cs+) Indole 195
Chlorinated compounds Indoles and carbazoles 196–199
Chloride Quinolinium, SPQ 200–203
Cobalt (Co2+) NBD, PPO, Perylene (Energy 204–210

transfer for some probes)
Dimethylformamide Indole 211
Disulfides Tyrosine 212
Ethers 9-Arylxanthyl cations 213
Halogens Anthracene, naphthalene, carbazole 214–229
Halogen anesthetics Pyrene, tryptophan 230–232
Hydrogen peroxide Tryptophan 233
Iodide Anthracene 234–237
Imidazole, histidine Tryptophan 238
Indole Anthracene, pyrene, 239–241

cyanoanthracene
Methylmercuric chloride Carbazole, pyrene 242
Nickel (Ni2+) Perylene 243–244
Nitromethane and Polycyclic aromatic 245–256

nitro compounds hydrocarbon
Nitroxides Naphthalene, PAH, Tb3+, 257–266

anthroyloxy probes
NO (nitric oxide) Naphthalene, pyrene 267–270
Olefins Cyanonaphthalene, 2,3- 271–273

dimethylnaphthalene, pyrene
Oxygen Most fluorophores 274–290
Peroxides Dimethylnaphthalene 291
Picolinium nicotinamide Tryptophan, PAH 292–296
Pyridine Carbazole 297
Silver (Ag+) Perylene 298
Succinimide Tryptophan 299–300
Sulfur dioxide Rhodamine B 301
Thallium (Tl+) Naphthylamine sulfonic acid 302
Thiocyanate Anthracene, 5,6-benzoquinoline 303–304
Xenon 305



for the quenching of tryptophan fluorescence in proteins by
polar or charged quenchers. These molecules do not readi-
ly penetrate the hydrophobic interior of proteins, and only
those tryptophan residues on the surface of the protein are
quenched.

It is important to recognize that observation of a linear
Stern-Volmer plot does not prove that collisional quenching
of fluorescence has occurred. In Section 8.3 we will see that
static quenching also results in linear Stern-Volmer plots.
Static and dynamic quenching can be distinguished by their
differing dependence on temperature and viscosity, or
preferably by lifetime measurements. Higher temperatures
result in faster diffusion and hence larger amounts of colli-
sional quenching (Figure 8.1). Higher temperature will typ-
ically result in the dissociation of weakly bound complex-
es, and hence smaller amounts of static quenching.

8.2.1. Derivation of the Stern-Volmer Equation

The Stern-Volmer equation can be derived by consideration
of the fluorescence intensities observed in the absence and
presence of quencher. The fluorescence intensity observed
for a fluorophore is proportional to its concentration in the
excited state, [F*]. Under continuous illumination a con-
stant population of excited fluorophores is established, and
therefore d[F*]/dt = 0. In the absence and presence of
quencher the differential equations describing [F*] are

(8.2)

(8.3)

where f(t) is the constant excitation function, and ã = τ0
–1 is

the decay rate of the fluorophore in the absence of
quencher. In the absence of quenching the excited-state
population decays with a rate ã = (Γ + knr), where Γ is the
radiative rate and knr is the non-radiative decay rate. In the
presence of quencher there is an additional decay rate kq[Q].
With continuous excitation the excited-state population is
constant, so the derivatives in these equations can be set to
zero. Division of eq. 8.3 by 8.2 yields

(8.4)

which is the Stern-Volmer equation.
The Stern-Volmer equation may also be obtained by

considering the fraction of excited fluorophores, relative to
the total, which decay by emission. This fraction (F/F0) is
given by the ratio of the decay rate in the absence of
quencher (γ) to the total decay rate in the presence of
quencher (γ + kq[Q]):

(8.5)

which is again the Stern-Volmer equation. Since collisional
quenching is a rate process that depopulates the excited
state, the lifetimes in the absence (τ0) and presence (τ) of
quencher are given by

(8.6)

(8.7)

and therefore

(8.8)

This equation illustrates an important characteristic of col-
lisional quenching, which is an equivalent decrease in fluo-
rescence intensity and lifetime (Figure 8.1, left). For colli-
sional quenching

(8.9)

The decrease in lifetime occurs because quenching is an
additional rate process that depopulates the excited state.
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Figure 8.1. Comparison of dynamic and static quenching.



The decrease in yield occurs because quenching depopu-
lates the excited state without fluorescence emission. Static
quenching does not decrease the lifetime because only the
fluorescent molecules are observed, and the uncomplex flu-
orophores have the unquenched lifetime τ0.

8.2.2. Interpretation of the Bimolecular 
Quenching Constant

In papers on quenching one frequently encounters the
bimolecular quenching constant (kq), which reflects the effi-
ciency of quenching or the accessibility of the fluorophores
to the quencher. As shown below, diffusion-controlled
quenching typically results in values of kq near 1 x 1010 M–1

s–1. Values of kq smaller than the diffusion-controlled value
can result from steric shielding of the fluorophore or a low
quenching efficiency. Apparent values of kq larger than the
diffusion-controlled limit usually indicate some type of
binding interaction.

The meaning of the bimolecular quenching constant
can be understood in terms of the collisional frequency
between freely diffusing molecules. The collisional fre-
quency (Z) of a fluorophore with a quencher is given by

(8.10)

where k0 is the diffusion-controlled bimolecular rate con-
stant. This constant may be calculated using the Smolu-
chowski equation:

(8.11)

where R is the collision radius, D is the sum of the diffusion
coefficients of the fluorophore (Df) and quencher (Dq), and
N is Avogadro's number. The collision radius is generally
assumed to be the sum of the molecular radii of the fluo-
rophore (Rf) and quencher (Rq). This equation describes the
diffusive flux of a molecule with a diffusion coefficient D
through the surface of a sphere of radius R. The factor of
1000 is necessary to keep the units correct when the con-
centration is expressed in terms of molarity. The term
N/1000 converts molarity to molecules/cm3.

The collisional frequency is related to the bimolecular
quenching constant by the quenching efficiency fQ:

(8.12)

For example, if fQ = 0.5 then 50% of the collisional encoun-
ters are effective in quenching and kq will be half the diffu-
sion-controlled value k0. Since k0 can be estimated with
moderate precision, the observed value of kq can be used to
judge the efficiency of quenching. Quenchers like oxygen,
acrylamide, and I– generally have efficiencies near unity,
but the quenching efficiency of weak quenchers like succin-
imide depends on the solvent and/or viscosity. The efficien-
cy is generally less with the lighter halogens. The quench-
ing efficiency depends upon the reduction potentials of the
fluorophore and amine quencher, as expected for a charge-
transfer reaction (Chapter 9).

The efficiency of quenching can be calculated from the
observed value of kq, if the diffusion coefficients and molec-
ular radii are known. The radii can be obtained from molec-
ular models, or from the molecular weights and densities of
the quencher in question. Diffusion coefficients may be
obtained from the Stokes-Einstein equation:

(8.13)

where k is Boltzmann's constant, η is the solvent viscosity,
and R is the molecular radius. Frequently, the Stokes-Ein-
stein equation underestimates the diffusion coefficients of
small molecules. For example, quenching efficiencies of
2–3 were calculated for oxygen quenching of fluorophores
dissolved in various alcohols.12 These impossibly large effi-
ciencies were obtained because the diffusion coefficient of
oxygen in organic solvents is several fold larger than pre-
dicted by eq. 8.13. This equation describes the diffusion of
molecules that are larger than the solvent molecules, which
is not the case for oxygen in ethanol. As an alternative
method, diffusion coefficients can be obtained from nomo-
grams based upon the physical properties of the system.13

Once the diffusion coefficients are known, the bimolecular
quenching constant for fQ = 1 can be predicted using
Smoluchowski eq. 8.11.

It is instructive to consider typical values for kq and the
concentrations of quencher required for significant quench-
ing. For example, consider the quenching of tryptophan by
oxygen.14 At 25EC the diffusion coefficient of oxygen in
water is 2.5 x 10–5 cm2/s and that of tryptophan is 0.66 x
10–5 cm2/s. Assuming a collision radius of 5 Å, substitution
into eq. 8.11 yields k0 = 1.2 x 1010 M–1 s–1. The observed
value of the oxygen Stern-Volmer quenching constant was
32.5 M–1. The unquenched lifetime of tryptophan is 2.7 ns,
so that kq = 1.2 x 1010 M–1 s–1, which is in excellent agree-
ment with the predicted value. This indicates that essential-

D � kT/6πηR

kq � fQ 
k0

k0 � 4πRDN/1000 �
4πN
1000

(Rf � Rq ) (Df � Dq )

Z � k0 
�Q�
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ly every collision of oxygen with tryptophan is effective in
quenching, that is fQ = 1.0. A bimolecular quenching con-
stant near 1 x 1010 M–1 s–1 may be considered as the largest
possible value in aqueous solution. Many quenchers are
larger than oxygen. Smaller diffusion-limited quenching
constants are expected because the larger molecules have
smaller diffusion coefficients. For example, the acrylamide
quenching efficiency of tryptophan fluorescence is also
near unity,15 but kq = 5.9 x 109 M–1 s–1. This somewhat
smaller value of kq is a result of the smaller diffusion coef-
ficient of acrylamide relative to oxygen. Frequently data are
obtained for fluorophores that are bound to macromole-
cules. In this case the fluorophore is not diffusing as rapid-
ly. Also, the quenchers can probably only approach the flu-
orophores from a particular direction. In such cases the
maximum bimolecular quenching constant is expected to be
about 50% of the diffusion-controlled value.16

8.3. THEORY OF STATIC QUENCHING

In the previous section we described quenching that result-
ed from diffusive encounters between the fluorophore and
quencher during the lifetime of the excited state. This is a
time-dependent process. Quenching can also occur as a
result of the formation of a nonfluorescent ground-state
complex between the fluorophore and quencher. When this
complex absorbs light it immediately returns to the ground
state without emission of a photon (Figure 8.1).

For static quenching the dependence of the fluores-
cence intensity upon quencher concentration is easily
derived by consideration of the association constant for
complex formation. This constant is given by

(8.14)

where [F – Q] is the concentration of the complex, [F] is the
concentration of uncomplexed fluorophore, and [Q] is the
concentration of quencher. If the complexed species is non-
fluorescent then the fraction of the fluorescence that
remains (F/F0) is given by the fraction of the total fluo-
rophores that are not complexed: f = F/F0. Recalling that the
total concentration of fluorophore [F]0 is given by

(8.15)

substitution into eq. 8.14 yields

(8.16)

We can substitute the fluorophore concentration for fluores-
cence intensities, and rearrangement of eq. 8.16 yields

(8.17)

Note that the dependence of F0/F on [Q] is linear, which is
identical to that observed for dynamic quenching, except
that the quenching constant is now the association constant.
Unless additional information is provided, fluorescence
quenching data obtained by intensity measurements alone
can be explained by either dynamic or static processes. As
will be shown below, the magnitude of KS can sometimes be
used to demonstrate that dynamic quenching cannot
account for the decrease in intensity. The measurement of
fluorescence lifetimes is the most definitive method to dis-
tinguish static and dynamic quenching. Static quenching
removes a fraction of the fluorophores from observation.
The complexed fluorophores are nonfluorescent, and the
only observed fluorescence is from the uncomplexed fluo-
rophores. The uncomplexed fraction is unperturbed, and
hence the lifetime is τ0. Therefore, for static quenching τ0/τ
= 1 (Figure 8.1, right). In contrast, for dynamic quenching
F0/F = τ0/τ.

One additional method to distinguish static and dynam-
ic quenching is by careful examination of the absorption
spectra of the fluorophore. Collisional quenching only
affects the excited states of the fluorophores, and thus no
changes in the absorption spectra are expected. In contrast,
ground-state complex formation will frequently result in
perturbation of the absorption spectrum of the fluorophore.
In fact, a more complete form of eq. 8.17 would include the
possibility of different extinction coefficients for the free
and complexed forms of the fluorophore.

8.4. COMBINED DYNAMIC AND 
STATIC QUENCHING

In many instances the fluorophore can be quenched both by
collisions and by complex formation with the same
quencher. The characteristic feature of the Stern-Volmer
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plots in such circumstances is an upward curvature, concave
towards the y-axis (Figure 8.2). Then the fractional fluores-
cence remaining (F/F0) is given by the product of the frac-
tion not complexed (f) and the fraction not quenched by col-
lisional encounters. Hence

(8.18)

In the previous section we found that f–1 = 1 + KS[Q]. Inver-
sion of eq. 8.18 and rearrangement of the last term on the
right yields

(8.19)

This modified form of the Stern-Volmer equation is second
order in [Q], which accounts for the upward curvature
observed when both static and dynamic quenching occur
for the same fluorophore.

The dynamic portion of the observed quenching can be
determined by lifetime measurements. That is, τ0/τ = 1 +
KD[Q]—the dashed line in Figure 8.2. If lifetime measure-
ments are not available, then eq. 8.19 can be modified to
allow a graphical separation of KS and KD. Multiplication of
the terms in parentheses yields

(8.20)

(8.21)

where

(8.22)

The apparent quenching constant is calculated at each
quencher concentration. A plot of Kapp versus [Q] yields a
straight line with an intercept of KD + KS and a slope of
KSKD (Figure 8.2). The individual values can be obtained
from the two solutions of the quadratic equation (see eq.
8.23 below). The dynamic component can generally be
selected to be the solution comparable in magnitude to the
expected diffusion-controlled value, by the temperature or
viscosity dependence of the values, or from other available
information about the sample.

8.5. EXAMPLES OF STATIC AND 
DYNAMIC QUENCHING

Before proceeding with additional theories and examples of
quenching it seems valuable to present some examples
which illustrate both static and dynamic quenching. Data
for oxygen quenching of tryptophan are shown in Figure
8.3.14 The Stern-Volmer plot is linear, which indicates that
only one type of quenching occurs. The proportional de-
crease in the fluorescence lifetime and yields proves that the
observed quenching is due to a diffusive process. From the
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Figure 8.2. Dynamic and static quenching of the same population of
fluorophores.

Figure 8.3. Oxygen quenching of tryptophan as observed by fluores-
cence lifetimes and yields. Revised and reprinted with permission
from [14]. Copyright © 1973, American Chemical Society.



slope of the Stern-Volmer plot one can calculate that KD =
32.5 M–1, or that 50% of the fluorescence is quenched at an
oxygen concentration of 0.031 M. The value of KD and the
fluorescence lifetime are adequate to calculate the bimolec-
ular quenching constant, kq = 1.2 x 1010 M–1 s–1. This is the
value expected for the diffusion-controlled bimolecular rate
constant between oxygen and tryptophan (eq. 8.11), which
indicates efficient quenching by molecular oxygen.

Static quenching is often observed if the fluorophore
and quencher can have a stacking interaction. Such interac-
tions often occur between purine and pyrimidine
nucleotides and a number of fluorophores.17–19 One exam-
ple is quenching of the coumarin derivative C-120 by the
nucleotides uridine (U) and deoxycytosine (dC). The inten-
sity Stern-Volmer plot for quenching by U (open triangles)
shows clear upward curvature (Figure 8.4). The lifetime
Stern-Volmer plot (solid triangles) is linear and shows less
quenching than the intensity data. The larger amount of
quenching seen from the intensity as compared to the life-
time indicates that C-120 is being decreased by both com-
plex formation with uridine as well as collisional quenching
by uridine. Contrasting data were obtained for quenching of
C-120 by cytosine (dC). In this case the Stern-Volmer plots
are linear for both intensities and lifetimes, and F0/F = τ0/τ.
Hence quenching of C-120 by dC is purely dynamic.

For quenching of C-120 by uridine, the static and
dynamic quenching constants can be determined by a plot
of Kapp versus [nucleotide] (see Figure 8.5). The slope (S)
and intercept (I) were found to be 158 M–2 and 25.6 M–1,
respectively. Recalling I = KD + KS and S = KDKS, re-
arrangements yields

(8.23)

The solutions for this quadratic equation are KS = 15.2 or
10.4 M–1. From the lifetime data we know KD is near 13.5
M–1. The lower value of 10.4 M–1 was assigned as the stat-
ic quenching constant. At a uridine concentration of 96
mM, 50% of the ground-state C-120 is complexed and thus
nonfluorescent.

It is interesting to mention why the interactions of
nucleotides and C-120 were studied. The goal was to devel-
op a method for DNA sequencing using a single elec-
trophoretic lane for all four nucleotides.19 This would
be possible if coumarin derivatives could be identified that
display different lifetimes when adjacent to each nucleo-
tide. In this case the DNA sequence would be determined
from the lifetimes observed for each band on the sequenc-
ing gel. For this fluorophore–quencher pair the quenching
mechanism is a charge-transfer interaction. This mecha-
nism is well understood, which could facilitate a rational
approach to selection of the fluorophore for lifetime-based
sequencing. The use of lifetime measurements in fluores-
cence sensing is Chapter 19 and DNA sequencing is
described in Chapter 21.

8.6. DEVIATIONS FROM THE STERN-VOLMER
EQUATION: QUENCHING SPHERE OF ACTION

Positive deviations from the Stern-Volmer equation are fre-
quently observed when the extent of quenching is large.
Two examples of upward-curving Stern-Volmer plots are
shown for acrylamide quenching of NATA (Figure 8.6) and
of the fluorescent steroid dihydroequilenin (DHE) (Figure

K2
S � KSI � S � 0
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Figure 8.4. Quenching of coumarin C-120 by the nucleotides uridine
(F0/F, open triangle; τ0/τ, solid triangle) or deoxycytosine (F0/F, ";
τ0/τ, !). The sample was excited at the isoelectric point at 360 nm.
Revised and reprinted with permission from [19]. Copyright © 1996,
American Chemical Society.

Figure 8.5. Separation of the dynamic and static quenching constants
for quenching of C-120 by U or dC. Data from [19].



8.7). The upward-curving Stern-Volmer plots could be ana-
lyzed in terms of the static and dynamic quenching con-
stants (eq. 8.19). This analysis yields KS values near 2.8 and
5.2 M–1 for acrylamide quenching of NATA and DHE,
respectively. These values imply that quencher concentra-
tions near 0.3 M are required to quench half of the fluo-
rophores by a static process. Such a weak association sug-
gests that the fluorophores and quenchers do not actually
form a ground-state complex. Instead it seems that the
apparent static component is due to the quencher being
adjacent to the fluorophore at the moment of excitation.
These closely spaced fluorophore–quencher pairs are
immediately quenched, and thus appear to be dark com-
plexes.

This type of apparent static quenching is usually inter-
preted in terms of a "sphere of action" within which the

probability of quenching is unity. The modified form of the
Stern-Volmer equation that describes this situation is

(8.24)

where V is the volume of the sphere.22 The data in Figures
8.6 and 8.7 are consistent with a sphere radius near 10 Å,
which is only slightly larger than the sum of the radii of the
fluorophore and quencher. When the fluorophore and
quencher are this close, there exists a high probability that
quenching will occur before these molecules diffuse apart.
As the quencher concentration increases, the probability
increases that a quencher is within the first solvent shell of
the fluorophore at the moment of excitation.

8.6.1. Derivation of the Quenching Sphere 
of Action

Assume the existence of a sphere of volume V within which
the probability of immediate quenching is unity. Intuitively,
if a fluorophore is excited when a quencher is immediately
adjacent, then this fluorophore is quenched and is therefore
unobservable. The only observable fluorophores are those
for which there are no adjacent quenchers. The modified
form of Stern-Volmer eq. 8.24 is derived by calculating the
fraction of fluorophores that does not contain a quencher
within its surrounding sphere of action.22

The probability of finding a number (n) of quenchers
molecules in a given volume can be calculated from the
Poisson distribution:

(8.25)

where λ is the mean number of quenchers per volume V.
The average concentration in molecules/cm3 is given by
[Q]N/1000, so the average number of molecules in the
sphere is λ = V[Q]N/1000. Only those fluorophores without
nearby quenchers are fluorescent. The probability that no
quenchers are nearby is

(8.26)

Thus, the existence of the sphere of action reduces the pro-
portion of observable fluorophores by the factor
exp(–V[Q]N/1000), which in turn yields eq. 8.24. Division
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Figure 8.6. Acrylamide quenching of NATA in water (!). The open
circles show the values of F0/(F eV[Q]) where V = 2.0 M–1. Revised
from [20].

Figure 8.7. Acrylamide quenching of dihydroequilenin (DHE) in
buffer containing 10% sucrose at 11°C. The value of V was 2.4 M–1.
Revised and reprinted with permission from [21]. Copyright © 1990,
American Chemical Society.



of the values of F0/F by exp(V[Q]N/1000) corrects the
steady-state intensities for this effect and reveals the
dynamic portion of the observed quenching (Figures 8.6
and 8.7). For simplicity, the static term is often expressed in
terms of reciprocal concentration.

8.7. EFFECTS OF STERIC SHIELDING AND
CHARGE ON QUENCHING

The extent of quenching can be affected by the environment
surrounding the fluorophore. One example is the quenching
of the steroid dihydroequilenin (DHE) by acrylamide.
When free in solution, DHE is readily quenched by acry-
lamide. However, when bound to a steroid-binding protein
(SBP) much less quenching occurs (Figure 8.8). In fact, the
modest amount of quenching was attributed to dissociation

of DHE from the protein.21 Protection against quenching is
frequently observed for probes bound to macromole-
cules,23–24 and even cyclodextrins.25 In fact, binding of
probes to cyclodextrin has been used as a means to obtain
room temperature phosphorescence.26 The macromolecules
or cyclodextrins provide protection from the solvent, but
usually not complete protection from diffusing quenchers.
Such solutions are usually purged to remove dissolved oxy-
gen in order to observe phosphorescence.

The electronic charge on the quenchers can have a dra-
matic effect on the extent of quenching (Figure 8.9). This is
illustrated by quenching of 1-ethylpyrene (EP) in micelles,
where the detergent molecules have different charges.27 The
quencher was p-N,N-dimethylaniline sulfonate (DMAS)
which is negatively charged. The micelles were positively
charged (DTAC), neutral (Brij35), or negatively charged
(SDS). There is extensive quenching of EP in the positive-
ly charged DTAC micelles, and essentially no quenching in
the negatively charged SDS micelles. In general, one can
expect charge effects to be present with charged quenchers
such as iodide, and to be absent for neutral quenching like
oxygen and acrylamide.

8.7.1. Accessibility of DNA-Bound Probes 
to Quenchers

The most dramatic effects of charge and shielding on
quenching have been observed for fluorophores bound to
DNA. The extent of quenching is decreased by intercalation
of probes into the DNA double helix. For instance, ethidi-
um bromide (EB) bound to DNA was found to be protected
from oxygen quenching by a factor of 30 as compared to
EB in solution.14 Given the high negative charge density of
DNA, one can expect the quenching to be sensitive to the
charge of the quencher, the ionic strength of the solution,
and the rate of quencher diffusion near the DNA helix.28–29

Collisional quenching by oxygen was used to study
quenching of several DNA-bound probes.30–31 Oxygen was
chosen as the quencher because it is neutral, and should
thus be unaffected by the charge on the DNA. The probes
were selected to have different sizes and different modes of
binding to DNA (Figure 8.10). Proflavin intercalates into
double-helical DNA, and was expected to be protected from
quenching. The bimolecular quenching constant for interca-
lated proflavin was less than 10% of the diffusion-con-
trolled rate (Table 8.2). The kq value for proflavin may be
smaller than shown, as there was little quenching under
these experimental conditions. Hoechst 33258 is known to
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Figure 8.8. Acrylamide quenching of DHE when free in solution
(dashed). and when bound to steroid-binding protein (SBP, – # –).
Revised and reprinted with permission from [21]. Copyright © 1990,
American Chemical Society.

Figure 8.9. Quenching of 1-ethylpyrene (EP) by dimethyaniline sul-
fonate (DMAS) in positively charged micelles of dodecyltrimethylam-
monium chloride (DTAC), neutral micelles of Brij 35, or negatively
charged micelles of sodium dodecylsulfate (SDS). Revised from [27].



bind to the minor groove of DNA. Surprisingly, the kq val-
ues for Hoechst DNA is near the diffusion-controlled limit,
suggesting complex accessibility by oxygen. The behavior
of coronene was intermediate. Coronene is rather large, and
not able to fully fit into a DNA helix. The intermediate
value of kq was explained as due to partial intercalation of
coronene, with the value of kq reflecting partial exposure to
water. These results illustrate how the extent of probe expo-
sure can be correlated with the bimolecular quenching con-
stant. The values of the unquenched fluorescence lifetimes
were needed to calculate the values of kq from the Stern-
Volmer quenching constants.

The extent of quenching can also be affected by the
charge on the quenchers. This is illustrated by iodide
quenching of Hoechst 33258 when free in solution and

when bound to DNA (Figure 8.11). Hoechst 33258 is read-
ily quenched by iodide when free in solution, but is not
quenched when bound to DNA. In the previous paragraph
we saw that Hoechst 33258 bound to DNA was completely
accessible to the neutral quencher oxygen. Apparently, the
negative charges on DNA prevent iodide from coming into
contact with Hoechst 33258 when bound to the minor
groove of DNA.

8.7.2. Quenching of Ethenoadenine Derivatives

The nucleotide bases of DNA are mostly nonfluorescent. A
fluorescent analogue of adenine has been created by addi-
tion of an etheno bridge, the so called ε-ATP derivatives
(Chapter 3). Depending on the pH and extent of phosphory-
lation, the charge on the ethenoadenine nucleotides ranges
from –3 for ε-ATP to 0 for ethenoadenosine. Hence one
expects the extent of quenching to depend on the charge of
the quencher.

Stern-Volmer plots for the various ε-Ad nucleotides are
shown in Figure 8.12. For the neutral quencher acrylamide
there is no effect of charge (right). For the positively
charged quencher Tl+ the largest Stern-Volmer constant was
observed for ε-ATP, with progressively smaller values as
the number of negatively charged phosphates decreased
(left). The opposite trend was observed for iodide quench-
ing where the extent of quenching was lowest for ε-ATP
with three negative charges (middle). Such effects of charge
on quenching can be used to determine the local charge
around fluorophores on proteins based on quenching by
positive, neutral, and negatively charged quenchers.33–35

PRINCIPLES OF FLUORESCENCE SPECTROSCOPY 287

Table 8.2. Decay Times and Oxygen Quenching 
Constants of Probes Bound to DNA31

Fluorophore            Type of complex           τ0 (ns) kq (M–1 sec–1)

Proflavine Intercalation 6.3 <0.1 x 1010

Coronene Partial 225 0.17 x 1010

intercalation

Hoechst 33258 Minor groove 3.5 1.1 x 1010

Figure 8.10. Structure of three probes bound to DNA (Table 8.2).
Reprinted with permission from [31]. Copyright © 1988, American
Society for Photobiology.

Figure 8.11. Iodide quenching of Hoechst 33258 in the absence and
presence of calf thymus DNA. The ionic strength was kept constant
using KCl. Revised from [32].



8.8. FRACTIONAL ACCESSIBILITY TO
QUENCHERS

Proteins usually contain several tryptophan residues that are
in distinct environments. Each residue can be differently
accessible to quencher. Hence one can expect complex
Stern-Volmer plots, and even spectral shifts due to selective
quenching of exposed versus buried tryptophan residues.
One example is quenching of lysozyme. This protein from
egg white has six tryptophan residues, several of which
are known to be near the action site. Lysozyme fluores-
cence was observed with increasing concentrations of tri-
fluoroacetamide (TFA), which was found to be a collision-
al quencher of tryptophan fluorescence.36 The Stern-Volmer
plot curves downward towards the x-axis. As will be
described below, this is a characteristic feature of two fluo-
rophore populations, one of which is not accessible to
the quencher. In the case of lysozyme the emission spec-
trum shifts progressively to shorter wavelengths with
increasing TFA concentrations (Figure 8.13, right). This
indicates that those tryptophan residues emitting at larger
wavelengths are quenched more readily than the shorter
wavelength tryptophans.

The emission spectrum of the quenched residues can
be calculated from taking the difference between the
unquenched and quenched emission spectra. This spectrum
shows that the quenched residues display an emission max-
ima at 348 nm. The protected residues display an emission

maxima at 333 nm. Similar results were obtained for
quenching of lysozyme by iodide.37

8.8.1. Modified Stern-Volmer Plots

The differing accessiblities of tryptophan residues in pro-
teins has resulted in the frequent use of quenching to
resolve the accessible and inaccessible residues.37 Suppose
there are two populations of fluorophores, one of which is
accessible (a) to quenchers and the other being inaccessible
or buried (b). In this case the Stern-Volmer plot will display
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Figure 8.12. Quenching of etheno-ATP (ε-ATP, "), ε-ADP (∆), ε-AMP (G) and ε-Ad (∇) by thallium, iodide, and acrylamide in 10 mM phosphate
buffer, 0.1 M KCl, 20°C, pH 7.0. Revised from [33].

Figure 8.13. Quenching of lysozyme by trifluoroacetamide (TFA).
Left: Stern-Volmer plot. Right: Emission spectra with increasing con-
centrations of TFA. Also shown is the difference spectrum (diff),
0.0–0.77 M TFA. Revised and reprinted from [36]. Copyright © 1984,
with permission from Elsevier Science.



downward curvature (Figure 8.13). The total fluorescence
in the absence of quencher (F0) is given by

(8.27)

where the subscript 0 once again refers to the fluorescence
intensity in the absence of quencher. In the presence of
quencher the intensity of the accessible fraction (fa) is
decreased according to the Stern-Volmer equation, whereas
the buried fraction is not quenched. Therefore, the observed
intensity is given by

(8.28)

where Ka is the Stern-Volmer quenching constant of the
accessible fraction, and [Q] is the concentration of
quencher. Subtraction of eq. 8.28 from eq. 8.27 yields

(8.29)

Inversion of eq. 8.29 followed by division into eq. 8.27
yields

(8.30)

where fa is the fraction of the initial fluorescence that is
accessible to quencher:

(8.31)

This modified form of the Stern-Volmer equation allows fa

and Ka to be determined graphically (Figure 8.14). A plot
of F0/∆F versus 1/[Q] yields fa

–1 as the intercept and
(faK)–1 as the slope. A y-intercept of fa

–1 may be understood
intuitively. The intercept represents the extrapolation
to infinite quencher concentration (1/[Q] = 0). The value of
F0/(F0 – F) at this quencher concentration represents the
reciprocal of the fluorescence that was quenched. At high
quencher concentration only the inaccessible residues will
be fluorescent.

In separation of the accessible and inaccessible frac-
tions of the total fluorescence it should be realized that
there may be more than two classes of tryptophan residues.

Also, even the presumed "inaccessible" fraction may be
partially accessible to quencher. This possibility is illustrat-
ed by the dashed lines in Figure 8.14, which show the
expected result if the Stern-Volmer constant for the buried
fraction (Kb) is one-tenth that of the accessible fraction (Kb

= 0.1 Ka). For a limited range of quencher concentrations,
the modified Stern-Volmer plot can still appear to be linear.
The extrapolated value of fa would be larger than seen with
Kb = 0. Hence, the modified Stern-Volmer plots provide a
useful but arbitrary resolution of two assumed classes of
tryptophan residues.

8.8.2. Experimental Considerations in Quenching

While quenching experiments are straightforward, there are
several potential problems. One should always examine the
emission spectra under conditions of maximum quenching.
As the intensity is decreased the contribution from back-
ground fluorescence may begin to be significant. Quenchers
are often used at high concentrations, and the quenchers
themselves may contain fluorescent impurities. Also, the
intensity of the Raman and Rayleigh scatter peaks from
water is independent of quencher concentration. Hence the

fa �
F0a

F0b � F0a

F0

∆F
�

1

faKa�Q�
�

1

fa

∆F � F0 � F � F0a ( Ka�Q�
1 � Ka�Q�

)

F �
F0a

1 � Ka�Q�
� F0b

F0 � F0a � F0b
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Figure 8.14. Stern-Volmer and modified Stern-Volmer plots for two
populations of fluorophores, an accessible fraction with Ka = 5 M–1

and fa = 0.5, and an inaccessible fraction with Kb = 0. The dashed line
shows the effect of the "inaccessible" population being quenched with
a K value one-tenth of the accessible population, Kb = 0.5 M–1.



relative contribution of scattered light always increases with
quenching.

It is also important to consider the absorption spectra
of the quenchers. Iodide and acrylamide absorb light below
290 nm. The inner filter effect due to absorption can
decrease the apparent fluorescence intensity, and thereby
distort the quenching data.38–39 Regardless of the quencher
being used, it is important to determine if the inner filter
effects are significant. If inner filter effects are present the
observed fluorescence intensities must be corrected. The
lifetime measurements are mostly independent of inner fil-
ter effects because the lifetime measurements are relatively
independent of total intensity.

When using iodide or other ionic quenchers it is impor-
tant to maintain a constant ionic strength. This is usually
accomplished by addition of KCl. When using iodide it is
also necessary to add a reducing agent such as Na2S2O3.
Otherwise, I2 is formed, which is reactive and can partition
into the nonpolar regions of proteins and membranes.

8.9. APPLICATIONS OF QUENCHING TO 
PROTEINS

8.9.1. Fractional Accessibility of Tryptophan
Residues in Endonuclease III

There have been numerous publications on determining the
fraction of protein fluorescence accessible to
quenchers.40–47 In Section 13.5 we show that proteins in the
native state often display a fraction of the emission that is
not accessible to water-soluble quenchers, and that denatu-
ration of the proteins usually results in accessibility of all
the tryptophan residues to quenchers. The possibility of
buried and exposed residues in an apurinic single protein is
illustrated by endonuclease III. Endo III is a DNA repair
enzyme that displays both N-glycosylase and apurinic/
apyrimidinic lyase activities. The structure of Endo III
shows two domains, with the DNA binding site in the cleft
region. Endo III contains two tryptophan residues.42 Trp
132 is exposed to the solvent, and trp 178 is buried in one
of the domains (Figure 8.15). Hence one expects these
residues to be differently accessible to water-soluble
quenchers.

The Stern-Volmer plot for iodide quenching of Endo III
shows clear downward curvature (Figure 8.16, top). The
modified iodide Stern-Volmer plot for Endo III shows clear
evidence for a shielded fraction (bottom). Extrapolation to
high iodide concentrations yields an intercept near 2, indi-
cating that only half of the emission can be quenched by
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Figure 8.15. Structure of Endo III showing the exposed residue trp
132 and the buried residue trp 178 near the iron-sulfur cluster.

Figure 8.16. Stern-Volmer plot and modified Stern-Volmer plot for
iodide quenching of Endo III showing evidence for two types of tryp-
tophan residues. The inaccessible fraction is fa = 0.47. Revised and
reprinted with permission from [42]. Copyright $©$ 1995, American
Chemical Society.



iodide. This suggests that both trp residues in Endo III are
equally fluorescent, and that only one residue (trp 132) can
be quenched by iodide. Similar results have been obtained
for a large number of proteins, and the extent of quenching
is known to depend on the size and polarity of the
quenchers.6,7 Quenching of solvent-exposed residues in
proteins is now a standard tool in the characterization of
proteins.

8.9.2. Effect of Conformational Changes on 
Tryptophan Accessibility

The conformational state of a protein can have an influence
on the exposure of its tryptophan residues to solvent. This
is illustrated by the cyclic AMP (cAMP) receptor protein
(CRP) from E. coli.44 This protein regulates the expression
of more than 20 genes in E. coli. CRP consists of two iden-
tical polypeptide chains, each containing 209 amino
acids. CRP contains two nonidentical trp residues at posi-
tions 13 and 85.

Acrylamide Stern-Volmer plots for CRP are shown in
Figure 8.17, in the absence and presence of bound cAMP.
In the absence of cAMP the Stern-Volmer plot shows obvi-
ous downward curvature, indicating that one of the trp
residues is inaccessible or only slightly accessible to acry-
lamide. Binding of cAMP results in a dramatic change in
the Stern-Volmer plot, which becomes more linear and even
displays some upward curvature. Apparently, binding of
cAMP to the CRP causes a dramatic conformational change
that results in exposure of the previously shielded trp
residue. Changes in accessibility due to conformational
changes have been reported for other proteins.48–49 Binding
of substrates to proteins can also result in shielding of tryp-
tophan, as has been observed for lysozyme37 and for wheat-
germ agglutinin.36

8.9.3. Quenching of the Multiple Decay Times 
of Proteins

The intensity decays of proteins are typically multi-expo-
nential. Hence, it is natural to follow the individual decay
times as the protein is exposed to increasing concentrations
of quencher. One example is the CRP protein we just
described.44 Frequency-domain data of its intrinsic trypto-
phan emission yield decay times near 1.5 and 6.8 ns. Simi-
lar decay times were observed in the absence and presence
of bound cAMP. For the protein without bound cAMP, the
shorter decay time did not change with increasing iodide

concentration (Figure 8.18, top), whereas the long lifetime
decreased. This decrease in lifetime indicates that the 6.8-
ns component is due to the exposed trp residue. The 1.5-ns
component is not quenched by iodide and is assigned to the
buried trp residue. In the presence of bound cAMP both
decay times are seen to decrease in the presence of iodide,
indicating both are quenched (bottom). These results agree
with the linear Stern-Volmer plot found for CRP with
bound cAMP (Figure 8.17).

While the results shown in Figure 8.18 show a clear
separation of decay times, caution is needed when interpret-
ing decay times in the presence of quenchers. For many
proteins the decay times will be closer than 1.5 and 6.8 ns,
and the decay time for each trp residue can depend on emis-
sion wavelength. Hence, it may not be possible to assign a
unique decay time to each tryptophan residue. Additionally,
collisional quenching results in non-exponential decays,
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Figure 8.17. Acrylamide Stern-Volmer plot for cAMP receptor pro-
tein in the absence and presence of cAMP. Revised from [44].



even if the fluorophore shows a single decay time in the
absence of quencher. This change in the intensity decay is
due to transient effects in quenching, which are due to the
rapid quenching of closely spaced F–Q pairs, followed by a
slower quenching rate due to quencher diffusion. The pres-
ence of transient effects results in additional ns decay time
components, which, depending on the method of measure-
ment, can affect the apparent lifetimes for each residue. The
assignment of decay times to trp residues in the presence of
quenching can be ambiguous. Transient effects in quench-
ing are described in the following chapter.

8.9.4. Effects of Quenchers on Proteins

When performing quenching experiments it is important to
consider whether the quencher has an adverse effect on the
protein. Some quenchers such as 2,2,2-trichloroethanol are
known to bind to proteins and induce conformational

changes.50 For a time it was thought that acrylamide bound
to proteins, but it is now accepted that such binding does not
occur outside of several specific cases.51–53 However, even
the non-perturbing quencher acrylamide can affect certain
proteins, as was found for glyceraldehyde-3-phosphate
dehydrogenase (GAPDH).54 This protein contains three
tryptophan residues in each subunit of the tetrameric
enzyme. For the apoenzyme, which lacks NAD+, the acry-
lamide Stern-Volmer plot is highly unusual. The extent of
quenching increases rapidly above 0.4 M acrylamide (Fig-
ure 8.19). This effect is not seen for the holoenzyme that
contains bound NAD+. Acrylamide also caused a slow loss
of activity and reduction in the number of thiol groups.
Acrylamide appears to bind to GAPDH, to react with the
protein and destroy its activity, while at the same time
increasing the exposure of the tryptophan residues to the
aqueous phase.

8.9.5. Correlation of Emission Wavelength and
Accessibility: Protein Folding of Colicin E1

Colicin E1 is a 522 residue polypeptide that is lethal to E.
coli strains that do not contain the resistance plasmid. Col-
icin E1 exerts its toxic effects by forming a channel in the
cytoplasmic membrane that depolarizes and deenergizes the
cell. The active channel-forming domain consists of about
200 residues from the carboxy terminus, which form ten α-
helices spanning the membrane.
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Figure 8.18. Iodide-dependent decay times of cAMP receptor protein
(CRP) in the absence (top) and presence (bottom) of bound cAMP.
Revised from [44].

Figure 8.19. Acrylamide quenching of GAPDH in the absence (!)
and presence (") of the cofactor NAD+. Revised and reprinted with
permission from [54]. Copyright $©$ 1992, American Society for
Photobiology.



The conformation of the membrane-bound form of the
colicin E1 channel peptide was studied by acrylamide
quenching.55 Twelve single tryptophan mutants were
formed by site-directed mutagenesis. The tryptophan
residues were mostly conservative replacements, meaning
the trp residues were placed in positions previously contain-
ing phenylalanine or tyrosine. Acrylamide Stern-Volmer
plots of three of these mutant proteins are shown in Figure
8.20. The accessibility to acrylamide quenching is strongly
dependent on the location of the residue, and all residues
are shielded relative to NATA. Depending on position, the
trp residues also showed different emission maxima (Figure
8.21, top). The acrylamide bimolecular quenching con-
stants were found to closely follow the emission maxima,
with lower values of kq for the shorter-wavelength trypto-
phans (bottom). Such data can be used to suggest a folding
pattern for the channel-forming peptide, and to reveal con-
formational changes that occur upon pH activation of col-
icin E1.

8.10. APPLICATION OF QUENCHING 
TO MEMBRANES

8.10.1. Oxygen Diffusion in Membranes

Quenching by oxygen has been used to determine the
apparent diffusion coefficient of oxygen in membranes.
This can be accomplished using probes that partition into
the lipid bilayers or are covalently bound to the lipids. Fig-
ure 8.22 shows oxygen Stern-Volmer plots for 2-methylan-
thracene in vesicles of DMPC and DPPC, which have
phase-transition temperatures (Tc) near 24 and 37EC,
respectively.56 At the experimental temperature near 31EC
the DPPC bilayers are below the phase transition, and the
DMPC bilayers are above the phase transition. While
anisotropy measurement on such a bilayer suggests a large
change in viscosity at the transition temperature (Chapter
10), the effect on oxygen diffusion is only modest: near
twofold. This surprisingly small change in the oxygen dif-
fusion coefficient has been confirmed by other fluores-
cence57–59 and ESR experiments.60 These experiments even
suggest that cholesterol, which generally makes membranes
more rigid, results in increased rates of oxygen transport.
This can be seen by quenching of pyrene dodecanoic acid
(PDA) in erythrocyte ghost membranes (Figure 8.23). In
this case, the ghost membranes were modified by addition
of endogenous cholesterol. The apparent bimolecular
quenching constant increases with increasing amounts of
cholesterol, except for the highest membrane concentration
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Figure 8.20. Acrylamide Stern-Volmer plot for NATA (x), and three
single-tryptophan mutants of the channel-forming peptide of Colicin
E1 at pH 3.5, W-355 (!), W-460 (�), and W-443 (O). Revised and
reprinted with permission from [55]. Copyright © 1993, American
Chemical Society.

Figure 8.21. Emission maxima (top) and bimolecular quenching con-
stants (bottom) of the twelve single-tryptophan mutants of the chan-
nel-forming peptide of Colicin E1 at pH 3.5. Revised and reprinted
with permission from [55]. Copyright © 1993, American Chemical
Society.



of cholesterol where the amount of quenching decreases
(Figure 8.23, !).

In order to calculate the bimolecular quenching con-
stants it is necessary to know the oxygen concentration in
the membranes. Unfortunately, precise values are not
known, particularly for membranes with different lipid
compositions. The oxygen solubility in membranes is usu-
ally taken as equal to that in nonpolar solvents, and thus

approximately fourfold larger than in water. Assuming a
lifetime of PDA near 120 ns, one can use the data in Figure
8.23 to calculate kq = 0.22 x 1010 M–1 s–1. The permeability
(P) of a membrane can be approximated by P = kqD/∆x,
where D is the oxygen diffusion coefficient and ∆x is the
membrane thickness. Given that the diffusion coefficient of
oxygen is about 1/5 of that in water, and the lipid–water
partition coefficient is near 5, this equation suggests that
biological membranes do not pose a significant diffusive
barrier to oxygen.

8.10.2. Localization of Membrane-Bound 
Tryptophan Residues by Quenching

Collisional quenching is a short-range interaction, so that
the extent of quenching can be used to indicate the amount
of molecular contact between the fluorophore and
quencher. This concept has been used to study the location
of tryptophan residues in membrane-spanning peptides.61 A
series of peptides were synthesized that contained a single
tryptophan residue. These peptides were roughly of the
form KqLkWLmKm, where K is a charged amino acid lysine,
L is a nonpolar amino acid leucine, and W is tryptophan.
The number of nonpolar residues on each side of the tryp-
tophan was varied to position the trp at various distances
from the center of the DOPC bilayers. Figure 8.24 shows
acrylamide quenching of the peptides when bound to
DOPC vesicles. The extent of quenching depends strongly
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Figure 8.22. Oxygen quenching of 2-methylanthracene (2-MA) at
30.6°C, in DMPC (Tc = 24°C) and DPPC (Tc = 37°C) bilayers.

Figure 8.23. Oxygen quenching of pyrene dodecanoic acid in erythro-
cyte ghost membranes with various cholesterol/protein ratios: ", con-
trol, no added cholesterol; Chol/Protein ratios: O, 0.19; �, 0.35; �,
0.65; �, 0.71; !, 0.83. Revised from [59].

Figure 8.24. Acrylamide quenching of tryptophan residues in a mem-
brane-spanning peptide. Revised and reprinted with permission from
[61]. Copyright © 2003, American Chemical Society.



on the position of the trp residue relative to the center of the
bilayer. The most accessible trp residue is located 9 posi-
tions from the center, and is the most protected residue in
the center of the bilayer.

These membrane-bound peptides were also studied
with hydrophobic quencher 10-doxylnonadecane (10-DN).
This quencher (19 carbons in total length) should be able to
bind to the DOPC bilayer without folding back on itself.
The alkyl chains on each side of the doxyl group are equiv-
alent in length. Hence the doxyl group was expected to
localize at the center of the bilayer. Figure 8.25 shows
quenching of the trp peptides in DOPC bilayers by 10-DN.
10-DN is not significantly soluble in water and the Stern-
Volmer plot is presented in terms of the mole% of 10-DN in
the bilayers. The Stern-Volmer plots curve upward but it is
still clear that the trp residue at the center of the bilayer is
most strongly quenched, and the extent of quenching by 10-
DN decreases as the trp residue is displaced from the cen-
ter of the bilayer. The effect of trp position on quenching is
summarized in Figure 8.26. The extent of quenching by
acrylamide, which is water soluble, decreases as the trp
residue is displaced from the center of the bilayer. The
extent of trp quenching by 10-DN shows the opposite
dependence. Such experiments can be used to determine the
location of tryptophan or other fluorophores in membranes
when the structures are not known.

8.10.3. Quenching of Membrane Probes Using
Localized Quenchers

The previous example showed that accessibility of a fluo-
rophore to a quencher can be used to roughly indicate its
position in a membrane. However, this approach did not
provide an estimate of its actual location. A somewhat more
advanced approach is to use quenchers that are covalently
linked to the phospholipids and thus restricted to particular
depths in the lipid bilayers. Typical lipid quenchers are the
brominated phosphatidylcholines (bromo-PCs) and nitrox-
ide-labeled PCs or fatty acids (Figure 8.27). This approach
was used to determine the locations of the fluorenyl groups
in a series of fluorenyl fatty acids when bound to erythro-
cyte ghosts (Figure 8.28). The term "ghosts" refers to the
red-blood-cell membranes following removal of hemoglo-
bin by cell lysis. The fluorenyl probes were quenched by
9,10-dibromostearate that partitioned into the membrane.62

Since the bromine atoms are rather small, they are expect-
ed to be localized according to their position on the fatty-
acid chain. The bromine atoms are located near the center
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Figure 8.25. Quenching of tryptophan residues in a membrane-span-
ning peptide by a hydrophobic nitroxide. Revised and reprinted with
permission from [61]. Copyright © 2003, American Chemical
Society.

Figure 8.26. Comparison of acrylamide and nitroxide quenching of
tryptophan residues in a membrane-spanning peptide. Revised and
reprinted with permission from [61]. Copyright © 2003, American
Chemical Society.



of the fatty acid (Figure 8.27, middle), so one expects max-
imal quenching for those fluorenyl groups located as deep
as the bromine atoms. The quenching data reveal larger
amounts of quenching when the fluorenyl groups are placed
more deeply in the bilayer by a longer methylene chain
between the fluorenyl and carboxyl groups (Figure 8.29).
Hence, the fluorenyl probes are located as expected from

their structure. For these fluorenyl fatty acids a continuing
alkyl chain beyond the fluorenyl group was important for
probe localization.

Another example of using localized quenchers is pro-
vided by studies of pyrene-labeled lipids.63 A number of
pyrene PCs were used that had a different number of meth-
ylene groups (n) between the glycerol backbone and the
pyrene. This localizes the pyrene groups at different depths
in the bilayers (Figure 8.30). Three different bromo-PCs
with the bromides at position 6 and 7, 9 and 10, or 11 and
12 were used as quenchers. The apparent Stern-Volmer
quenching constants were measured for each pyrene PC and
each quencher (Figure 8.31). The largest quenching con-
stant was observed for the smallest number of methylene
groups in the pyrene PC (n) when using Br6,7PC, in which
the bromides are located just beneath the membrane sur-
face. For larger values of n, maximum quenching was
observed for Br11,12PC, where the bromides are located
more deeply in the membrane. In this case the fluorophores
were localized in bilayer as would be predicted from their
structure. Bromo-PCs are known to quench the fluores-
cence of membrane-bound proteins,64–66 and have been
used to study lateral phase separations in membranes.67–68

8.10.4. Parallax and Depth-Dependent Quenching
in Membranes Advanced Topic

The use of quenching to determine the location of fluo-
rophores in membranes has been formalized using two sim-
ilar methods: parallax quenching69–75 and depth-dependent
quenching.76–78 The basic idea is to compare the amount of
quenching  observed  for  quenchers that are located at two
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Figure 8.27. Structures of a bromo-PC (top), 9,10-dibromostearic
acid (middle), and a nitroxide labeled fatty acid (bottom), which act as
localized quenchers in membranes.

Figure 8.28. Structures of the fluorenyl fatty acids. Revised from
[62].

Figure 8.29. Quenching of fluorenyl fatty acids (Figure 8.28) by 9,10-
dibromostearic acid in erythrocyte ghost membranes. Revised and
reprinted with permission from [62]. Copyright © 1992, American
Chemical Society.



different depths in the bilayer. The distance of the fluo-
rophore from the center of the bilayer (ZCF) is then calculat-
ed from79

(8.32)

where L21 is the difference in depth between the shallow
and deep quenchers. The shallow quencher is located at a
distance Lcl from the center of the bilayer. C is the concen-
tration of quenchers in molecules per unit area. F1 and F2

are the relative intensities of the fluorophore in the presence
of the shallow and deep quencher, respectively. This model
was derived by assuming complete quenching within a crit-
ical distance of the quencher, and that quenching does not
occur across the bilayer. This model also assumes there is
no diffusion in the membrane. In principle the location of
the fluorophore can be determined using two quenchers.
This analysis yields a single distance and will not reveal a
distribution of fluorophore depths if such a distribution is
present.

An alternative method is depth-dependent quenching.79

In this case the fluorophore is assumed to be present at a

distribution of depths. For a quencher at a depth h the extent
of quenching is given by

(8.33)

(8.34)

where in this expression hm is the most probable depth for
the fluorophore, and σ is the width of the distribution of flu-
orophore depth. Two distributions are used to account for
both sides of bilayers. If more than two quenchers are used
the distribution is overdetermined and the values of hm and

G(h ) �
S

σ√ 2π
 exp [ �

(h � hm) 2

2σ2
]

ln 

F0

F(h )
� G(h ) � G( � h )

ZCF � Lcl � { ��ln (F1/F2 ) /πC� � L21} /2L21
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Figure 8.30. Schematic representation of the structures of PyrnPC and
Brx,yPC species used to study depth-dependent quenching of the
pyrene moiety. Revised and reprinted with permission from [63].
Copyright © 1995, American Chemical Society.

Figure 8.31. Dependence of KSV
app, the apparent Stern-Volmer

quenching constant, on n, the number of methylene units in the
pyrenylacyl chains, for bilayers with different Brx,yPC quenchers. The
subscripts x and y indicate the location of the bromine atoms. The
bilayers consisted of 1-palmitoyl-2-oleoylphosphatidylcholine
(POPC) with 50 mole% cholesterol. Revised and reprinted with per-
mission from [63]. Copyright © 1995, American Chemical Society.
Structure courtesy of Dr. Alexey S. Ladokhin from University of
Kansas.



σ are found by least-squares or other filtering procedures.
Depth-dependent quenching was used for the analysis
shown in Figure 8.31.

8.10.5. Boundary Lipid Quenching
Advanced Topic

Quenching in membranes can also be used to study bound-
ary lipids, which are the lipid molecules surrounding a flu-
orophore or a membrane-bound protein.80–86 Suppose a pro-
tein is surrounded by a discrete number of lipid molecules,
and that the tryptophan fluorescence is accessible to
quenchers in the membrane phase. Then the number of
boundary lipid molecules can be estimated from

(8.35)

where F0 is the intensity in the absence of quencher and
Fmin is the intensity when the probe is in pure quencher
lipid. F is the intensity at a given mole fraction of quencher
lipid.

This model was tested using small probes in mem-
branes, and for Ca2+-ATPase, which is a large membrane-
bound protein containing 11 to 13 tryptophan residues. For
tryptophan octyl ester, the intensity decreased according to
n = 6, indicating that each tryptophan was surrounded by 6
lipid molecules (Figure 8.32). For the Ca2+-ATPase, the
intensity decreased with n = 2. This does not indicate that
only two lipid molecules surrounded this protein, but that
only two lipid molecules are in contact with tryptophan
residues in the Ca2+-ATPase. Similar results of two bound-
ary quenchers were found for the Ca2+-ATPase using 1,2-
bis(9,10-dibromooleoyl)phosphatidylcholine.82

8.10.6. Effect of Lipid–Water Partitioning on
Quenching

In the preceding examples of quenching in membranes the
quenchers were not soluble in water. Hence, the quencher
concentrations in the membrane were known from the
amount of added quencher. However, there are many
instances where the quencher partitions into the mem-
branes, but some fraction of the quencher remains in the
aqueous phase. Consequently, the quencher concentration
in the membrane is not simply determined by the amount of

quencher added, but also by the total lipid concentration in
the sample. In these cases it is necessary to determine the
lipid–water partition coefficient in order to interpret the
observed quenching.

Consider a quencher that distributes between the mem-
brane and aqueous phases. At non-saturating concentrations
of quencher the concentrations in the water (w) and mem-
brane (m) phases are related by the partition coefficient

(8.36)

The total (T) concentration of quencher added ([Q]T) parti-
tions between the water and membrane phases according to

(8.37)

where Vm and Vw represent the volume of the membrane
and water phases, respectively. By defining

(8.38)αm � Vm /VT

�Q�TVT � �Q�mVm � �Q�wVw

P � �Q�m  
/ �Q�w

F � Fmin

F0 � Fmin
� (1 � �Q�)n
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Figure 8.32. Quenching of tryptophan octyl ester (") and the
Ca2+-ATPase (!) by a spin labeled (7,6)PC in egg PC vesicles.
(7,6)-PC in a phosphatidylcholine in which the spin label is
located on the 8th carbon atom chain of the 2-position fatty acyl
group. The structure of the nitroxide spin label is shown in Figure
8.27. The solid lines are for the indicated values of n (eq. 8.35).
The dashed lines show the theoretical curves for n = 10 or 2 in
(eq. 8.35). Revised and reprinted with permission from [80].
Copyright © 1981, American Chemical Society.



to be the volume fraction of membrane phase, one obtains87

(8.39)

Substitution of this expression for the membrane concentra-
tion of quencher into the Stern-Volmer equation yields

(8.40)

where km is the bimolecular quenching constant for the
membrane-bound fluorophore. The apparent quenching
constant is given by

(8.41)

When the fluorophore is present in the membrane phase,
the apparent quenching constant is dependent upon P, αm

and km. A plot of kapp
–1 vs. αm allows P and km to be deter-

mined. Thus, the quenching method allows simultaneous
quantitation of both the extent to which a quencher parti-
tions into a bilayer and its diffusion rate (Dq) in this bilay-
er. The successful determination of the quencher diffusion
and partition coefficients requires that the range of lipid
concentrations results in a range of fractional partitioning of
the quencher. The fraction of the quencher partitioned in the
membrane (fm) is given by

(8.42)

To calculate the volume fraction of the lipid, the usual
assumption is equal densities for the water and membrane
phases. In this case a 10-mg/ml membrane suspension cor-
responds to αm = 0.01. The above method of determining
the lipid–water partition coefficient only applies when the
quencher molecules are present in the bilayer at the moment
of excitation. If the diffusional encounters involve mole-
cules in the aqueous phase, which diffuse into the lipid
phase during the lifetime of the excited state, then no
dependence of the apparent quenching on lipid concentra-
tion is expected. The situation is more complex when the
quenching results from quenchers in both the lipid phase
and in the water phase.

A number of publications have appeared on the effect
of partitioning and quenching.87–92 One example is quench-
ing of a NBD-labeled lipid by the nitroxide fatty acid 5-
doxylstearate (5-NS). In contrast to the nitroxide-labeled
PCs, the fatty acids have a low but significant solubility in
water. When NBD-labeled vesicles are titrated with 5-NS
the Stern-Volmer plots are dependent on lipid concentration
(Figure 8.33). At lower lipid concentrations addition of the
same total amount of 5-NS results in larger amounts of
quenching than observed at higher lipid concentrations. At
low lipid concentrations, the added quencher results in a
higher quencher concentration in the membrane. This is
because there is less lipid into which the quencher can par-
tition. It is this dependence of the apparent quenching con-
stant on lipid concentration that allows the partition coeffi-
cient to be determined. This is done by a plot of kapp

–1 vs.
αm (Figure 8.34). The data indicate that 5-NS partitions
almost 10,000-fold into the lipid phase, and that the bimol-
ecular quenching constant is 1.1 x 109 M–1 s–1. Use of the
Smoluchowski equation yields a mutual diffusion coeffi-
cient for the probe and quencher near 3 x 10–6 cm2/s. This
value is larger than expected for a quencher in a membrane,
and 100-fold larger than the diffusion coefficient of lipid in
membranes determined by fluorescence recovery after pho-
tobleaching (FRAP). This difference is probably the result
of different diffusion coefficients for short- and long-range
diffusion in membranes, the so-called anomalous sub-diffu-
sion (Chapter 24).

fm �
Pαm

Pαm � (1 � αm)
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� αm ( 1
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Figure 8.33. Quenching of 1-oleoyl-2-hexanoyl-NBD-glycerol
(NBD-DG) by 5-doxylstearate (5-NS). αm refers to the volume frac-
tion of the egg PC phase. Revised from [92]. Copyright © 1994, with
permission from Elsevier Science.



8.10.7. Quenching in Micelles

Quenching of fluorescence in micelles can also be complex
(Figure 8.35). The top panel shows quenching of pyrene in
methanol by a lipid-soluble pyridinium derivative, which
probably quenches by a charge-transfer mechanism (Chap-
ter 9). When the quencher C16PC is added to a methanol
solution of pyrene the lifetimes decrease but remain a sin-
gle exponential. When pyrene is bound to micelles, and
lipid solubles quenchers are added, the decays become
strongly multi-exponential. These decays are not typical of
collisional quenchers in solution, as seen from the decay at
long times above 200 ns. The decay time of this component
is the same as pyrene in micelles without quenchers.

The complex pyrene intensity decays seen in Figure
8.35 are due to Poisson statistics in quencher binding to the
micelles. Under the conditions of these experiments there
was an average of less than one quencher per micelle.
Hence some of the micelles contained a quencher, and some
did not. The micelles without bound quencher display the
lifetime of unquenched pyrene. The micelles with
quenchers display a shorter lifetime. For such a system the
intensity decay is given by93–96

(8.43)

where τ0 is the unquenched lifetime, n� is the mean number
of quenchers per micelle, and kq is the decay rate due to a
single quencher molecule in the micelle.

8.11. LATERAL DIFFUSION IN MEMBRANES
Advanced Topic

In the preceding section on localization (except for oxygen)
of probes in membranes, we did not consider diffusion of

I(t) � I0 exp(�t/τ0 � n �exp(�kqt) � 1�)
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Figure 8.34. Dependence of the apparent quenching (NBD-DG and 5-
NS) on lipid concentration (αm). Revised from [92].

Figure 8.35. Quenching of pyrene in methanol solution (top) and in
SDS micelles (bottom). Revised and reprinted with permission from
[93]. Copyright © 2003, American Chemical Society.



the quenchers in the membranes. Diffusion in membranes is
a complex topic, and the appropriate model depends on the
chemical structure of the quencher. For small nonpolar
quenchers, the membrane can be considered to be a three-
dimensional system with the quencher diffusing freely. The
situation changes if the quencher is a lipid, such as the
bromo-PCs (Figure 8.27). In this case the quencher will be
limited to lateral diffusion within a plane, which requires a
different theory.

The theory for two-dimensional diffusion in mem-
branes is complex. Analytical expressions are now available
for the time-dependent decays of fluorophores in mem-
branes, with the quenchers constrained to lateral diffusion
in two dimensions.97–102 The time-dependent decays expect-
ed for Smoluchowski quenching in two dimensions, and for
the radiation model, have been reported.97–100 For the usual
assumption of instantaneous quenching on fluorophore-
quencher contact, the intensity decay is given by

(8.44)

where

(8.45)

In these expressions γ is the reciprocal of the unquenched
decay time, [Q] is the quencher concentration in mole-
cules/Å2, R is the interaction radius, and τq = R2/D, where D
is the mutual diffusion coefficient. J0(x) and Y0(x) are zero-
order Bessel functions of the first and second kinds, respec-
tively. Even more complex expressions are needed for the
radiation model. Because of the difficulties in evaluating
eqs. 8.44–8.45, several approximate analytical expressions
have been proposed.98-99

8.12. QUENCHING-RESOLVED EMISSION 
SPECTRA

8.12.1. Fluorophore Mixtures

The emission spectra of proteins often shift in the presence
of quenching. This effect occurs because the various trp
residues are differently exposed to the aqueous phase and
thus differently accessible to quenchers. Alternatively, if a
solution contains two fluorophores with different Stern-

Volmer quenching constants, it will show different amounts
of quenching at each wavelength depending on the relative
amplitudes of the emission spectra. This concept of wave-
length-dependent quenching has been extended to calcula-
tion of the underlying emission spectra from the quenching
constant at each wavelength.103–106 This is accomplished by
measuring a Stern-Volmer plot of each emission wave-
length (λ). For more than one fluorophore the wavelength-
dependent data can be described by

(8.46)

where fi(λ) is the fractional contribution of the ith fluo-
rophore to the steady-state intensity at wavelength λ to the
unquenched emission spectrum, and Ki(λ) is the Stern-
Volmer quencher constant of the ith species at λ. For a sin-
gle fluorophore the quenching constant is usually independ-
ent of emission wavelength, Ki(λ) = Ki.

In order to resolve the individual emission spectra the
data are analyzed by nonlinear least squares. Typically one
performs a global analysis in which the Ki values are glob-
al, and the fi(λ) values are variable at each wavelength. By
global we mean that the quenching constant is the same for
each fluorophore irrespective of the emission wavelength.
The result of the analysis is a set of Ki values, one for each
component, and the fractional intensities fi(λ) at each wave-
length with Σfi(λ) = 1.0. The values of fi(λ) are used to cal-
culate the emission spectrum of each component:

(8.47)

where F(λ) is the steady-state emission spectrum of the
sample.

The use of quenching to resolve emission spectra is
illustrated by a sample containing both 1,6-diphenyl-1,3,5-
hexatriene (DPH) and 5-((((2-iodoacetyl)amino)ethyl)-
amino)naphthalene-1-sulfonic acid (I-AEDANS). DPH is
not soluble in water, so the DPH is expected to be dissolved
in the SDS micelles (Figure 8.36). I-AEDANS is water sol-
uble and negatively changed, so it is not expected to bind to
the negatively charged SDS micelles. Hence, I-AEDANS is
expected to be quenched by the water soluble quencher
acrylamide, and DPH is not expected to be accessible to
acrylamide quenching.

Acrylamide Stern-Volmer plots for the separate solu-
tion of DPH-SDS and I-AEDANS are shown in Figure
8.37. As predicted from the low solubility of DPH in water
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and the high solubility of acrylamide in water, DPH is
weakly quenched by acrylamide. In contrast, I-AEDANS is
strongly quenched. The extent of quenching for the mixture
is intermediate between that observed for each probe alone.
As expected for a mixture of fluorophores, the Stern-
Volmer plots curve downward due to the increasing frac-
tional contribution of the more weakly quenched species at
higher quencher concentrations.

The curvature in the Stern-Volmer plots are used to
recover the values of Ki(λ) and fi(λ) at each wavelength. In
this case the Ki(λ) values were not used as global parame-
ters, so that K1(λ) and K2(λ) were obtained for each wave-
length. At wavelengths above 420 nm there were two values
of 0.47 and 9.6 M–1, representing the quenching constants
of DPH and I-AEDANS, respectively. At the shortest wave-
length below 420 nm there is only one Ki(λ) value because
only DPH emits. The recovered values of fi(λ) were used to
calculate the individual spectra from the mixture (Figure
8.38). In Chapters 4 and 5 we showed how the component
spectra for heterogeneous samples could be resolved using
the time-domain or the frequency-domain data. The use of
wavelength-dependent quenching provides similar results,
without the use of complex instrumentation. Of course, the
method depends on the probes being differently sensitive to
collisional quenching, which requires that the decay times
and/or accessibility to quenchers be different.

8.12.2. Quenching-Resolved Emission Spectra of
the E. Coli Tet Repressor

The tet repressor from E. coli is a DNA-binding protein that
controls the expression of genes that confer resistance to
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Figure 8.36. Steady-state emission spectra of (dashed) diphenylhexa-
triene (DPH) and (solid) I-AEDANS in 1.2 mM SDS micelles at
23°C. The concentration of diphenylhexatriene was 2 µM, that of I-
AEDANS 170 µM. The excitation wavelength was 337 nm. Revised
from [103].

Figure 8.37. Stern-Volmer plots for acrylamide quenching of I-
AEDANS, DPH, or I-AEDANS and DPH, in SDS micelles. For the
mixture the solid line represents the fit with calculated parameters K1

= 9.9 M–1, K2 = 0 M–1, f1 = 0.69, f2 = 0.31. The lower panel shows the
residuals for these values. Revised from [103].

Figure 8.38. Quenching resolved emission spectra of the DPH-I-
AEDANS mixture (bottom). The solid line shows the emission spec-
trum of the mixture. The upper panel shows the wavelength-depend-
ent quenching constant, with average values of K1 = 9.6 M–1 and K2 =
0.47 M–1. Revised from [103].



tetracycline. This protein is a symmetrical dimer that con-
tains two tryptophan residues in each subunit at positions
43 and 75 (Figure 8.39). W43 is thought to be an exposed
residue, and W75 is thought to be buried in the protein
matrix.107 Earlier studies of single-tryptophan mutants of
the tet repressor confirmed the accessibility of W43 to
iodide and the shielding of W75 from iodide quenching.108

Hence, this protein provided an ideal model protein to
attempt quenching resolution of the individual emission
spectra of two tryptophan residues in a protein.

Iodide Stern-Volmer plots for the tet repressor were
measured for various emission wavelengths107 (Figure
8.40). A larger amount of quenching was observed at longer
wavelengths. When analyzed in terms of two components,
one of these components was found to be almost inaccessi-

ble to iodide. At 324 nm the recovered values for the more
accessible fractions are f1 = 0.34 and K1 = 16.2 M–1. For the
inaccessible fraction the values are f2 = 0.66 and K2 = 0. The
wavelength-dependent data were used to calculate the indi-
vidual spectra (Figure 8.41). The blue-shifted emission with
a maximum of 324 nm corresponds to the inaccessible frac-
tion, and the red-shifted spectrum at 349 nm is the fraction
accessible to iodide quenching. These emission spectra are
assigned to W75 and W43, respectively. The results in Fig-
ure 8.41 (top) illustrate one difficulty often encountered in
determination of quenching-resolved spectra. The quench-
ing constant for a single species can be dependent on emis-
sion wavelength. In this case the quenching constant of the
accessible tryptophan changed about twofold across its
emission spectrum. When this occurs the values of Ki(λ)
cannot be treated as global parameters.

Single-tryptophan mutants of the tet repressor were
used to study the accessibility of each trp residue to iodide
quenching (Figure 8.42). Little if any quenching was
observed for the protein containing only tryptophan 75, and
tryptophan 43 was readily quenched by iodide.109 Iodide
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Figure 8.39. Three-dimensional structure of the E. coli tet repressor.
The position of a bound DNA oligomer is shown for Problem 8.10.
Figure courtesy of Dr. Oliver Scholz from the Friedrich-Alexander
University of Erlangen-Neuremberg, Germany.

Figure 8.40. Iodide Stern-Volmer plots for the wild type tet repressor.
The solution contained 1 mM sodium thiosulfate to prevent formation
of I2. From [107].

Figure 8.41. Fluorescence quenching-resolved spectra of wild-type
tet repressor using potassium iodide as the quencher. The solid line is
the unquenched emission spectrum. Top: wavelength-dependent val-
ues of K1. From [107].



quenching of the wild-type protein is intermediate between
the two single-tryptophan mutants. These results are consis-
tent with those obtained from the quenching-resolved emis-
sion spectra. While the same information is available from
the mutant proteins, the use of quenching provided the
resolved spectra using only the wild-type protein.

It is valuable to notice a difference in the method of
data analysis for the modified Stern-Volmer plots (Section

8.8.1) and for the quenching-resolved emission spectra. In
a modified Stern-Volmer plot one assumes that a fraction of
the fluorescence is totally inaccessible to quenchers. This
may not be completely true because one component can be
more weakly quenched, but still quenched to some extent.
If possible, it is preferable to analyze the Stern-Volmer plots
by nonlinear least squares, when the fi and Ki values are
variable. This approach allows each component to con-
tribute to the data according to its fractional accessibility,
instead of forcing one to be an inaccessible fraction. Of
course, such an analysis is more complex, and the data may
not be adequate to recover the values of fi and Ki at each
wavelength.

8.13. QUENCHING AND ASSOCIATION 
REACTIONS

8.13.1. Quenching Due to Specific Binding 
Interactions

In the preceding sections we considered quenchers that
were in solution with the macromolecule but did not display
any specific interactions. Such interactions can occur, and
often appear to be of static quenching.110–115 One example is
provided by a synthetic peptide which spontaneously forms
a four α-helical bundle in aqueous solution (Figure 8.43).
The bundle consists of two peptide chains. Each peptide
chain contains two α-helical regions and a single trypto-
phan residue.114 The general anesthetics are nonpolar and
were expected to bind to the central nonpolar region of the
four helix bundles.

The effects of halothane on the emission intensity of
the four-helix bundle are shown in Figure 8.43. The emis-
sion is strongly quenched by even low concentrations of
halothane. Quenching of the trp residues was also examined
in the presence of 50% trifluoroethanol (TFE). Halothane
quenching is much less efficient in this solvent (Figure
8.44). TFE is known to disrupt hydrophobic interactions but
to enhance helix formation in peptides. In 50% TFE the
peptide is expected to exist as two separate α-helical pep-
tides that are not bound to each other. These results show
that the trp residues are buried in a nonpolar region in the
four-helix bundle and become exposed to the solvent phase
when the two peptides dissociate.

How can one determine whether the quenching seen
for the helix bundle in water is due to halothane binding, or
to collisional quenching? One method is to calculate the
apparent bimolecular quenching constant (kq

app). Assume
the decay time of trp residues in the bundle is near 5 ns. The
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Figure 8.42. Stern-Volmer plots for the iodide quenching of E. coli tet
repressor (wild type, WT) and its mutants (W75F and W43F). Revised
from [108].

Figure 8.43. Emission spectra of a four α-helix bundle in water in the
presence of halothane. Each peptide chain contains one tryptophan
residue. Revised from [114].



data in Figure 8.43 indicate that the trp residues are about
50% quenched at 142 µM halothane. This corresponds to a
Stern-Volmer quenching constant of KSV = 7042 M–1, which
is two to three orders of magnitude larger than possible for
diffusion-limited quenching in water. These results show
that hydrophobic interactions of halothane result in the
appearance of static quenching of the trp residues. These
interactions result in an increase in the local concentration
of halothane near the trp residues, as shown in the molecu-
lar dynamics snapshot of this system (Figure 8.45).

At a more microscopic level there may still be a
dynamic component to the quenching. There is no reason
to expect the formation of ground-state complexes
between the trp and halothane. Hence the quenching may
be dynamic but due to diffusion motions of halothane with-

in the hydrophobic region of the bundle. There is not
always a clear distinction between static and dynamic
quenching. Actual and apparent complex formation may
be distinguished from the absorption spectra, which is only
expected to change for actual formation of ground-state
complexes.

Another example of quenching due to a specific bind-
ing interaction is shown for binding of caffeine to HSA, an
experiment most of us start each morning (Figure 8.46).
The Stern-Volmer plots show a value of KSV = 7150 M–1.
This value is obviously too large to be due to collisional
quenching, especially for a lifetime near 5 ns. The apparent
value of kq

app is 1.4 x 1012, over 100-fold larger than the
maximum diffusion limited rate. Hence, the caffeine must
be bound to the HSA. Caffeine is an electron-deficient mol-
ecule, and may form ground-state complexes with indole.
This possibility could be tested by examination of the
absorption spectra of HSA in the absence and presence of
caffeine. If ground-state association with indole occurs,
then the trp absorption spectrum is expected to change.
Another indicator of complex formation is the temperature
dependence of the Stern-Volmer plots. For diffusive
quenching one expects more quenching at higher tempera-
tures. In the case of HSA and caffeine there is less quench-
ing at higher temperatures (Figure 8.46), which suggests the
complex is less stable at higher temperatures.

8.14. SENSING APPLICATIONS OF QUENCHING

Fluorescence quenching has been used for sensing of a
wide variety of analytes including oxygen, NO, and heavy
metals. Fluorescence sensing is discussed in more detail in
Chapter 19. The use of collisional quenching for sensing is
illustrated by chloride-sensitive fluorophores.
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Figure 8.44. Tryptophan fluorescence intensities of the four α-helix
bundle in the presence of halothane. Revised from [114].

Figure 8.45. Molecular dynamic snapshot of the four α-helix bundle
with one bound halothane molecule. The two peptides are shown in
light and dark green, the tryptophans are red and the methionines are
yellow-orange. The halothane molecule contains the multicolor
spheres. Reprinted from [114]. Courtesy of Dr. Jonas Johansson from
the University of Pennsylvania, USA.

Figure 8.46. Quenching of HSA by caffeine. Revised from [113].



8.14.1. Chloride-Sensitive Fluorophores

Chloride is an important biological anion that plays a role
in fluid adsorption, neuronal processes, and cellular pH.
There has been extensive development of chloride-sensitive
fluorophores for analytical and biochemical applica-
tions.116–122 These chloride-sensitive fluorophores are usual-
ly based on a quinolinium or acridinium structure, with
additional groups to modify the solubility or sensitivity of
the fluorophore to quenching. Chloride quenching is usual-
ly collisional, as can be seen in Figure 8.47. This figure
shows Stern-Volmer plots for quenching of N-methylquino-
linium iodide (MAI) by chloride or iodide.123 The equiva-
lent decrease in intensity and lifetime shows that the
quenching is collisional and complex formation does not
occur.

Iodide appears to quench more strongly than chloride.
Since the diffusion coefficients of chloride and iodide are
similar, this result indicates that iodide is a more efficient
quencher. The mechanism of quenching is most probably
electron transfer from the anion to the fluorophore, which
suggests the quenching efficiency should depend on the
oxidation potential of the quencher. Figure 8.48 shows
bimolecular quenching constants for MAI and several
quenchers. The quenching efficiency is highest for iodide,
which is easily oxidized. Quenching by fluoride is much
less efficient because it is more difficult to remove an elec-
tron from the highly electronegative fluoride ion.

The quenching efficiencies for a charge-transfer mech-
anism is expected to depend on the free energy charge for
the reaction (Chapter 9). For a charge-transfer process the
free energy change is given by124

(8.48)

where Eox is the oxidation potential of the electron donor,
which in this case is the quencher. Ered is the reduction
potential of the electron acceptor, which is the fluorophore.
E00 is the singlet energy of the fluorophore, and C is a con-
stant that accounts for the energy release due to the charge
separation interaction of the charges with the solvent. As
the oxidation potential increases, the value of ∆G becomes
less negative and quenching becomes less efficient. The
quenching efficiencies do not correlate precisely with eq.
8.48, because electron exchange and heavy atom effects are
also present, but for this class of probes charge-transfer is
the dominant mechanism for quenching by halides. Knowl-
edge of the quenching mechanism is valuable because it
allows rational design of fluorophores with the desired sen-
sitivity to halides. For instance, substitutions on the quino-
linium ring that decrease the affinity for electrons are like-
ly to decrease the quenching efficiency.

8.14.2. Intracellular Chloride Imaging

Chloride-sensitive fluorophores have found use for meas-
urements of intracellular chloride and for imaging the local
chloride concentrations.125–126 When using fluorescence
microscopy for imaging it is difficult to use the local inten-
sity values because of photobleaching and the unknown
probe concentrations at each position in the cells. In con-
trast to probes for pH, calcium, and other cations (Chapter
14), collisionally quenched probes do not show spectral
shifts. Direct wavelength-ratiometric probes for chloride
are not available.

∆G (eV ) � Eox (D� /D ) � Ered (A/A� ) � E00 � C
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Figure 8.47. Chloride and iodide quenching of N-methylquinolinium
iodide. The amount of iodide from the fluorophore is not significant.
Revised from [123].

Figure 8.48. Bimolecular quenching constants for N-methylquinolin-
ium iodide. Revised from [123].



Knowledge of the mechanism of chloride quenching
has allowed the design of wavelength-ratiometric chloride
probes.127–129 This was accomplished by linking two fluo-
rophores, one which is quenched by chloride and one which
is not sensitive to chloride (Figure 8.49). This probe con-
tains two quinoline rings. The methoxy-substituted ring on
the left readily accepts electrons and is quenched by chlo-
ride. The ring on the right, with the amino group, does not
accept electrons from chloride and is not quenched. The
lower panel shows the emission spectra of MQxyDMAQ in
the presence of increasing chloride concentrations. The
shorter-wavelength emission is quenched, but the longer-
wavelength emission is not sensitive to chloride. Examina-
tion of the spectra in Figure 8.49 suggests that there will be
RET from the MQ to the DMAQ ring. In this probe some
energy transfer occurs, which reduces the lifetime of the
MQ ring and makes it less sensitive to quenching by chlo-
ride. However, the RET efficiency is modest, so that the
MQ ring remains sensitive to chloride.

When used in an intracellular environment, the sensi-
tivity of a probe can change from its sensitivity in a pure
solution. For this reason the chloride-sensitive probes were
calibrated in cells by changing the intracellular chloride
concentration. This is accomplished by exposing the mem-
brane permeability of the 3T3 fibroblast cells using valino-
mycin and other similar compounds, followed by exposing
the cells to different chloride concentrations (Figure 8.50).
The intensity of the short-wavelength MQ emission at 450
nm is decreased as the chloride concentration increases.
The intensity of the long-wavelength emission at 565 nm is
not affected.

The wavelength-ratiometric chloride probes were used
to measure local chloride concentrations in CHO cells (Fig-
ure 8.51). This was accomplished by collecting the intensi-
ty images at 450 and 565 nm. The intensity at 450 nm will
be sensitive to the local chloride concentration.129 However,
the image at 450 nm alone does not allow the chloride con-
centrations to be determined because the concentration of
the probe can be different in each region of the cell. The
concentration of chloride can be determined from the ratio
of the emission intensities. These images show that the
chloride concentrations in these cells is rather uniform, with
a somewhat lower chloride concentration in the nuclei.

8.14.3. Chloride-Sensitive GFP

Green fluorescent protein (GFP) and its mutants are widely
used to study gene expression and as sensors.130–131 A yel-
low variant of GFP (YFP) is known to be sensitive to chlo-
ride.132–133 The intensity of YFP-H148Q decreases progres-
sively in response to added chloride in a manner and con-
centration range that suggests collisional quenching (Figure
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Figure 8.49. Structure and spectra of a wavelength-ratiometric chlo-
ride probe. Revised from [129].

Figure 8.50. Structure and intracellular calibration of the chloride
probe bis-DMXPQ. Revised from [129].



8.52). The extent of quenching depends on pH, which is not
expected for collisional quenching. Additionally, the chro-
mophore in GFP is known to be buried in a β-barrel struc-
ture (Figure 8.53) and not expected to be accessible to
freely diffusing chloride. These considerations suggest that
the chloride sensitivity of this YFP is not due to collisional
quenching.

Figure 8.54 shows the absorption spectra of YFP-
H148Q in the presence of chloride. As [Cl–] increases the
absorption at the excitation wavelength 514 nm decreases,
and the short-wavelength absorption increases. There
appears to be an isoelectric point near 430 nm, which indi-
cates the presence of two species. It appears that chloride
changes the structures or conformation of the protein or
chromophore, decreasing the absorbance and giving the
appearance of quenching. The x-ray structure has been
solved with bound iodide ions (Figure 8.53), one of which
is next to the chromophore. An iodide or chloride next to
the chromophore might result in static quenching. Howev-
er, static quenching by chloride is not the reason for the
chloride sensitivity of YFP. For YFP the apparent quenching
by chloride is due to a change in the structure of the chro-
mophore. It is now thought that chloride binds near the
chromophore in contact with the imidizolinone oxygen
atom. This binding probably forces the equilibrium to the
left side in Figure 8.54. The larger amount of chloride
quenching at lower pH (Figure 8.52) is consistent with pro-
tonation of the phenolic oxygen upon binding of chloride.
Hence the apparent quenching of YFP by chloride in Figure
8.52 is not due to collisional or static quenching, but instead
due to a specific binding interaction which changes the
structure of the chromophore.
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Figure 8.51. Fluorescence microscopy images of CHO cells labeled with the chloride probes. The intensities of 450 and 565 nm were color coded for
clarity. The images on the right are the chloride concentrations calculated from the intensity ratios. Reprinted with permission from [129].

Figure 8.52. Fluorescence intensity of YFP-H148Q in the presence of
NaCl. Revised from [132].



As discussed in Chapter 19, a wide variety of fluo-
rophores are available that can be used for intracellular
sensing. It is difficult to use these probes in an intracellular
environment because they are likely to bind to macromole-
cules that can shift the analyte calibration curves. GFP and
its variants are promising intracellular sensors because the
chromophore is buried in the β-barrel and unable to interact
directly with biomolecules. With this consideration in mind,
YFP-H148Q was used to measure the intracellular pH of
Swiss 3T3 fibroblasts.133 An advantage of GFP is that the
probe is synthesized by the cell itself, and not added to the
cells. The fibroblast were transfected with the gene for
YFP-H148Q, which appeared as a bright green fluores-
cence in the epifluorescence microscope (Figure 8.55). The
response of the protein to pH and chloride was tested using
ionophores to modify the internal ion concentrations.133

When excited at 480 nm the emission intensity decreased
with increasing pH and decreased with increasing chloride

concentrations. These remarkable results show that it is
now possible to insert genes that cause the cells to synthe-
size their own fluorophores, and the genetically engineered
protein-fluorophore can be designed to have sensitivity to a
desired analyte.

8.14.4. Amplified Quenching

Collisional quenching was useful for sensing and imaging
of chloride because of its high physiological concentration.
However, quenching does not usually provide high sensitiv-
ity detection.134 However, it is now possible to amplify
quenching to obtain higher sensitivity detection.135 Amplifi-
cation is accomplished in two ways. The fluorophore is
bound to a fluorescent conjugated polymer (Figure 8.56). In
this case the polymer contained conjugated stilbene
residues. This polymer was found to be highly sensitive to
quenching by the PET acceptor methylviologen (MV2+).
The Stern-Volmer quenching constant is near 107 M–1,
which is clearly too large for collisional quenching.

There are two reasons for the large quenching constant.
The positively charged MV2+ binds electrostatically to the
polymer. Secondly, the excited state migrates rapidly
between the stilbene residues. If any one residue is excited
this energy migrates until it encounters the bound MV2+.
One MV2+ quenches the emission from about 1000 stil-
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Figure 8.53. Three-dimensional structure of yellow fluorescent pro-
tein YFP-H48Q. The solid line is the peptide backbone, and the green
structure is the native chromophore. The red and blue surfaces show
the location of bound iodide ions. Reprinted with permission from
[132].

Figure 8.54. Absorption spectra of YFP-H148Q in the presence of
NaCl, pH 6.4. Binding of chloride is thought to stabilize the right side
structure in the upper panel. Revised from [133].



benes, resulting in nearly complete quenching at low MV2+

concentrations.
Amplified quenching can be applied to sensing by the

addition of specific binding partners. This was accom-
plished by covalent linkage of MV2+ to biotin (B–MV2+).
Protein-bound MV2+ also quenched the polymer with high
sensitivity (Figure 8.57). The polymer fluorescence
returned when B-MV2+ was removed from the polymer by
avidin. One can imagine this approach being used in protein
or nucleic acid binding assays.

8.15. APPLICATIONS OF QUENCHING TO 
MOLECULAR BIOLOGY

During the past decade there have been many advances in
the use of sensing for DNA analysis (Chapter 21). Many of
these applications depend on RET, but some make use of
quenching. A typical situation is the need to detect a target
oligomer of known sequence in a sample containing many
sequences. Detection of the target oligomer is usually
accomplished by synthesis of a probe oligomer with the
complementary sequence. The probe oligomer also con-
tains bound fluorophores that display spectral changes upon
hybridization with the target oligomers. The spectral
changes can be due to RET, intercalation or quenching.

8.15.1. Release of Quenching Upon Hybridization

One approach to target detection is to change the extent of
quenching upon hybridization. One example is shown in
Figure 8.58.136 In this case the fluorescein label is quenched
by a nearby pyrene residue. In the absence of target DNA
the fluorescence is quenched by the pyrene. Upon binding
to the target sequence the pyrene intercalates into the dou-
ble helical DNA, resulting in a several-fold increase in the
fluorescein emission. This approach is general and could be
used with a variety of fluorophore-quencher pairs.
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Figure 8.55. pH and chloride sensing using YFP-H148Q in Swiss 3T3
fibroblasts. Reprinted with permission from [133].

Figure 8.56. Quenching of a conjugated stilbene polymer by
methylviologen. Revised from [135].



8.15.2. Molecular Beacons in Quenching by 
Guanine

Among the nucleic acid bases guanine shows efficient
quenching of many fluorophores. This quenching is proba-
bly due to photoinduced electron transfer.137–139 The other
bases can also act as quenchers, but are usually much less
efficient. Figure 8.59 shows Stern-Volmer plots for four flu-
orophores with dGMP as the quencher. This result shows
that quenching by guanine is not limited to a single fluo-
rophore but can occur with many fluorophores. Among
these four probes MR121 is the most sensitive to quenching
by dGMP. Among the four nucleotide manophosphates,
dGMP is the most efficient quencher, with the others hav-
ing no quenching effect on MR121.

Quenching by guanine was used to design a molecular
beacon.140 The fluorophore JA242 was positioned at one
end of the beacon, and the other end was terminated with
several guanine residues. The residues quench the fluo-
rophore when in the folded state (Figure 8.60). The emis-
sion intensity increases about fivefold when the beacon is
unfolded and hybridized with the target sequence.

8.15.3. Binding of Substrates to Ribozymes

Quenching by guanine has also been applied to structural
studies of RNA. In contrast to DNA, RNA is rather flexible
and frequently forms base-paired regions within a single
strand of RNA. Single strands of RNA can adopt well-
defined three-dimensional structures in solution, similar to
the folding behavior of peptide chains. One type of structur-
al RNAs are the ribozymes, which display catalytic
enzyme-like behavior.

The catalytic properties of these highly structured
RNAs was first reported in 1982, showing that certain
RNAs displayed autocatalytic activity. Since that time there
have been numerous studies of ribozymes and their catalyt-
ic behavior. One example is the hairpin ribozyme that
cleaves single-stranded RNA (Figure 8.61). The observa-
tions of quenching by quanosine nucleotides17–18 (Section
8.5) suggested the use of guanine quenching to study sub-
strate binding to ribozymes. The substrate contained a fluo-
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Figure 8.57. Reversal of biotin–methylviologen quenching by avidin.
Revised from [135].

Figure 8.58. Molecular beacon based on release of quenching upon
hybridization. Revised from [136].



rescein residue covalently linked at the 3' end (Figure 8.61).
The hairpin ribozyme contains a guanosine residue at the
5N end. Upon binding of substrate nucleotide to the
ribozyme, the fluorescein emission is quenched (Figure
8.62). Quenching also occurs when the fluorescein-labeled
substrate binds to the substrate-binding strand (SBS) that
contains a 5N-guanosine residue (G-SBS). The guanosine
residue is needed for quenching, and the emission of fluo-
rescein is unchanged in the presence of the substrate-bind-
ing strand without a 5' terminal guanosine residue (not
shown). The example shows how fundamental studies of

nucleotide quenching have found useful applications in
modern biochemistry.

8.15.4. Association Reactions and Accessibility 
to Quenchers

In the previous examples the association reactions were
detected by the spectral changes which occurred upon bind-
ing. However, a useful spectral change may not occur for

312 QUENCHING OF FLUORESCENCE

Figure 8.59. Quenching of four fluorophores by dGMP (top).
Quenching of MR121 by four nucleotide monophosphates (bottom).
Revised from [139].

Figure 8.60. Absorption and emission spectra of a molecular beacon
based on guanine quenching of JA242. Revised and reprinted with
permission from [140]. Copyright © 2000, American Chemical Soci-
ety.

Figure 8.61. Structure of the hairpin ribozyme (HpRz) and the fluo-
rescein-labeled substrate. The substrate-binding strand is the region
adjacent to the substrate. Reprinted with permission from [141].
Copyright © 1997, Cambridge University Press.



the reaction of interest. One example is the binding of ε-
ADP to the DNA β helicase hexamer. The fluorescence of
ε-ADP displayed only a small increase upon binding to the
protein. The change in intensity was too small to be used to
measure binding. Collisional quenching was used to induce
a larger change in fluorescence on binding.142 Acrylamide is
an efficient quencher of ε-ADP, which should be quenched
more strongly in solution than when bound to the helicase.
Hence, if the binding is studied in a solution which contains
a high concentration of acrylamide, there should be an
increase in ε-ADP fluorescence on binding to the helicase.

Solutions of ε-ADP were titrated with the helicase
(Figure 8.63). In the absence of acrylamide there was little

change in the ε-ADP fluorescence. The titrations were per-
formed again, in solutions with increasing amounts of acry-
lamide. Under these conditions ε-ADP showed an increase
in fluorescence upon binding. This increase occurred
because the ε-ADP became shielded from acrylamide upon
binding to helicase. The authors also showed that acry-
lamide had no effect in the affinity of ε-ADP for helicase.142

In this system the use of a quencher allowed measurement
of a binding reaction when there was no change in intensi-
ty due to the binding reaction alone.

8.16. QUENCHING ON GOLD SURFACES

During the past several years there has been increased inter-
est in the interactions of fluorophores with metallic surfaces
or particles.143–145 Gold and silver colloids display intense
colors due to their strong interactions with light.143–145 The
intensity of fluorophores near silver particles is usually
increased,146 and fluorophores near gold particles are usual-
ly quenched. The interactions of fluorophores with metallic
surfaces is described in Chapter 25. We now describe DNA
molecular beacons that are based on the strong quenching
by gold colloids and surfaces.

8.16.1. Molecular Beacon Based on Quenching 
by Gold Colloids

During the past several years there have been developments
in the use of gold colloids and surfaces for DNA analysis.
Many of these reports make use of the high extinction coef-
ficients and light scattering cross-sections of gold parti-
cles.147–151 It is also possible to create molecular beacons
based on the strong quenching of fluorophores near gold
surfaces.152–153 One example is shown in Figure 8.64. In this
case the DNA oligomer contained a tetramethylrhodamine
(TMR) on the 5' end. The 3' end contained a thiol group that
spontaneously binds to gold surfaces. The beacon was made
by incubating the thiolated oligomers with gold colloids.
When bound to the colloids the TMR adsorbed to the gold
surface and was completely quenched. The mechanism of
quenching by gold is probably RET to the absorption bands
of gold. Addition of a complementary oligomer results in a
dramatic increase in intensity. Apparently, the stiffness of
double-stranded DNA overcomes the attraction between the
gold surface and the TMR. If the added oligomer has a sin-
gle-base mismatch then the increase in fluorescence is less
dramatic. This is probably due to the less-rigid or bent
structures of the hybridized DNA with the single-base mis-
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Figure 8.62. Emission spectra of the fluorescein-labeled substrate
analogue (dA–1) in solution, and when bound to the hairpin ribozyme
(HpRz) or the guanine-containing substrate binding strand. From
[141].

Figure 8.63. Fluorescence titration of ε-ADP, at the same concentra-
tion of nucleotide, with the DNA β helicase in buffer containing dif-
ferent concentrations of acrylamide. Revised and reprinted from
[142]. Copyright © 1997, with permission from Elsevier Science.



match. Molecular beacons are most useful if they display a
high contrast ratio, that is, a large difference in intensity
between the unhybridized and hybridized states. The strong
quenching by gold resulted in a high contrast ratio for this
gold colloid-based beacon.

8.16.2. Molecular Beacons Based on Quenching 
by a Gold Surface

Another approach to a molecular beacon is shown in Figure
8.65.153 In this case the rhodamine-labeled and thiolated
beacon was bound to a continuous gold surface. In the
absence of a complementary oligomer the fluorophore was
held close to the gold surface by the folded beacon and was
quenched. Addition of the complementary oligomer was
expected to move the rhodamine away from the gold sur-

face and to decrease the extent of quenching. Figure 8.65
shows real color photographs of this beacon on the gold sur-
face. In the absence of complementary oligomers no emis-
sion is seen (top). The rhodamine emission is easily seen
when the beacon is hybridized with the target sequences
(middle). A lower intensity is seen with an excess of non-
specific DNA (bottom). An advantage of this approach is
that only a single fluorophore is needed. One can readily
imagine the use of gold surfaces with the DNA arrays used
to monitor gene expression (Chapter 21).

8.17. INTRAMOLECULAR QUENCHING

In the previous sections the fluorophores and quenchers
were not covalently linked. Quenching can also occur
between covalently linked fluorophore–quencher
pairs.154–155 One common example is the formation of exci-
plexes by covalently linked aromatic hydrocarbon and
amines. Another example are covalent adducts of indole
and acrylamide (Figure 8.66). The lifetime of N-acetyl
tryptamine is near 5.1 ns. When the acetyl group is replaced
by an acrylolyl group the lifetime is reduced to 31 ps. Sim-
ilarly, covalent attachment of spin labels to a naphthalene
derivative reduced its lifetime from 33.7 to 1.1 ns.

8.17.1. DNA Dynamics by Intramolecular
Quenching

Intramolecular quenching has recently been used to meas-
ure end-to-end motions of single-stranded DNA.156 Most
fluorophores have nanosecond lifetimes, which are too
short for significant end-to-end motions of most biopoly-
mers. A novel fluorophore with a long lifetime was used to
allow time for end-to-end collisions. This diazo compound
DBO (Figure 8.67) displays an unquenched lifetime near
215 ns when not quenched by a DNA base. DBO was
quenched strongly by guanine (G), and less strongly by the
other DNA bases. The data analysis is complicated by the
presence of some quenching by the bases aside from gua-
nine, but the presence of a guanine residue on the end oppo-
site from DBO clearly reduces the lifetime (Figure 8.67).
The rate of quenching can be calculated from a modified
form of the Stern-Volmer equation. For a covalently
attached quencher the Stern-Volmer equation becomes

(8.49)
τ0

τ
� 1 � kqτ0
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Figure 8.64. Schematic and emission spectra for a TMR-labeled oligo
bound to gold colloids. Revised and reprinted with permission from
[152]. Copyright © 2002, American Chemical Society.



where kq is the unimolecular rate constant for quenching.
Rearrangement of eq. 8.49 yields

(8.50)

The lifetime of the oligonucleotides containing two uridine
residues in Figure 8.67 are τ0 = 120 ns without guanine and

τ = 58 ns with a terminal guanine residues. Hence the col-
lision rate is 9 x 106 s–1.

8.17.2. Electron-Transfer Quenching in a 
Flavoprotein

In solution flavins are highly fluorescent. However, the
flavin emission from flavoproteins is usually highly

kq �
1

τ
�

1

τ0
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Figure 8.65. Rhodamine-labeled molecular beacon on a gold surface. Photos on the left show the beam without complementary oligo (top), with the
complementary oligo (middle), and with an excess of nonspecific salmon sperm DNA. Also shown are the spatial intensity profiles from the CCD
camera. Revised and reprinted with permission from [153]. Copyright © 2003, American Chemical Society.



quenched. It is now known that this quenching is due to
electron transfer.157–158 The amino-acid residues responsible
for flavin quenching were identified using site-directed
mutagenesis. Figure 8.68 shows the intensity decays of
FMN free in solution and when bound to flavin reductase
from Escherichia coli. The lifetime of FMN bound to the
wild-type (WT) protein is much shorter than for FMN in
solution. This flavin reductase contains three tyrosine (Y)
residues at position 35, 72, and 116. Mutant proteins were
prepared that contained only two of these residues. The
flavin lifetime was still short for the mutants without tyr 72
or tyr 116, indicating that these tyrosines were not respon-
sible for quenching. The lifetime of FMN increased dramat-
ically when tyr 35 was removed, demonstrating that this
residue is responsible for quenching. The quenching mech-
anism is electron transfer from try 35 to FMN. Tyr 35 is
4.5D away from FMN (upper panel). The other two
residues are further away from the flavin: 9.6D and 7.0D for
tyr 72 and tyr 116, respectively. Electron-transfer reactions

only occur over short distances, which explains the lack of
quenching by tyr 72 and tyr 116.

8.17.3. Sensors Based on Intramolecular 
PET Quenching

Intramolecular photoinduced electron transfer (PET) often
results in quenching. The phenomenon of PET has been
widely used to develop fluorescent sensors.159–163 In a typi-
cal PET sensor an aromatic fluorophore such as anthracene
is covalently linked to an aliphatic amine, typically by a
short methylene chain. If the amine is not protonated it
quenches the fluorophore. Protonation of the amine
decreases its ability to donate an electron, so the fluores-
cence intensity increases.

Figure 8.69 shows the structure of a typical PET sen-
sor.163 The anthracene group is quenched by the amino
groups. Addition of pyrophosphate (PPi) resulted in an
increase in fluorescence because of protonation of some of
the linked amino groups. The increased fluorescence may
have also been due in part to less motion of the side chain
during the excited-state lifetime, and thus less quenching.
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Figure 8.66. Fluorophore-quencher conjugates that display intramol-
ecular quenching. Revised and reprinted with permission from
[154–155]. Copyright © 1990, American Chemical Society.

Figure 8.67. Intramolecular quenching of a DBO-labeled oligomer by
a terminal guanine residue. Revised and reprinted with permission
from [156]. Copyright © 2004, American Chemical Society.



8.18. QUENCHING OF PHOSPHORESCENCE

Phosphorescence is not usually observed in fluid solutions
near room temperature. One reason for the absence of phos-
phorescence is the long phosphorescence lifetimes and the
presence of dissolved oxygen and other quenchers. For
instance, the phosphorescent lifetime of tryptophan in water
has been reported to be 1.2 ms in the absence of oxygen.164

Suppose the oxygen bimolecular quenching constant is 1 x
1010 M–1 s–1, and that the aqueous sample is in equilibrium
with dissolved oxygen from the air (0.255 mM O2). Using

eq. 8.1 the intensity is expected to be quenched 3000-fold.
For this reason, methods have been developed to remove
dissolved oxygen from samples used to study phosphores-
cence.165–166 In practice, other dissolved quenchers and non-
radiative decay rates result in vanishingly small phospho-
rescence quantum yields in room-temperature solutions.
Some exceptions are known, such as when fluorophores are
located in highly protected environments within pro-
teins.167–170 Phosphorescence has also been observed at
room temperature for probes bound to cyclodextrins, even
in the presence of oxygen.171 Other small molecules such as

PRINCIPLES OF FLUORESCENCE SPECTROSCOPY 317

Figure 8.68. Intensity decays of FMN bound to flavin reductase. Intensity decays are shown for free FMN, and for FMN bound to the mutants and
wild type protein. L is the lamp profile. The upper panel shows the crystal structure of flavin reductase with bound FMN. Reprinted from [158].



amino acids, H2O, and CS2 can also quench protein phos-
phorescence.172–173 For these reasons, phosphorescence is
not commonly observed near room temperature.

Protein phosphorescence can be quenched by oxygen.
An example of the dramatic quenching of phosphorescence
by even low concentration of oxygen is shown for alkaline
phosphatase174 (Figure 8.70). It is now known that the phos-
phorescence from alkaline phosphatase results from one of
its three nonidentical tryptophan residues: trp-109. This
residue is located in a highly shielded environment near the
dimer interface. In the presence of 7.8 µM oxygen the phos-
phorescence lifetime is reduced from 1.57 s to 0.1 ns. Note
that an oxygen concentration of 7.8 µM would have an
insignificant effect on ns fluorescence. It is also important
to notice that trp-109 in alkaline phosphatase is one of the
most shielded residues identified to date in a protein. The
lifetimes in the absence and presence of 7.8 µM oxygen can
be used to calculate the bimolecular quenching constant kq

= 1.2 x 106 M–1 s–1. If the residue were more typical, with a
kq value of 0.1 x 109 M–1 s–1, one could calculate that the
decay time in 7.8 µM oxygen would have been reduced to
1.28 ms, and thus quenched by over 1000-fold for a micro-
molar quencher concentration.
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PROBLEMS

P8.1. Interpretation of Apparent Bimolecular Quenching Con-
stants: Calculate the apparent bimolecular quenching
constant of 2-anthroyloxypalmitate (2-AP) for quench-
ing by copper or dimethylaniline (Figure 8.71). Assume
the unquenched lifetime is 10 ns. Interpret these values
with respect to the maximum value of kq possible in
aqueous solution.

P8.2. Oxygen Bimolecular Quenching Constant in a Mem-
brane: Use the data in Figure 8.72 to calculate kq for
oxygen quenching of pyrene in DMPC vesicles.
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Figure 8.71. Quenching of the anthroyloxy probes by a water-soluble
quencher, Cu2+, and by a lipid-soluble quencher, dimethylaniline
(DMA). Revised and reprinted from [306]. Copyright © 1978,
Elsevier Science.

Figure 8.72. Intensity decays of pyrene in dimyristoyl phosphatidyl-
choline (DMPC) vesicles at 25°C, equilibrated with various partial
pressure of oxygen. Revised and reprinted with permission from [58].
Copyright © 1975, Rockefeller University Press.



P8.3. Quenching in the Presence of Cyclodextrins: Figure
8.73 shows iodide quenching of naphthalene with 3 mM
β-cyclodextrin. Figure 8.74 shows iodide quenching of
naphthalene with 1% v/v benzyl alcohol with increasing
amounts of β-CD. Assume the unquenched lifetime of
naphthalene is 45 ns. Explain the results.

P8.4. Separation of Static and Dynamic Quenching of
Acridone by Iodide:176 The following data were obtained
for quenching of acridone in water at 26CE KNO2 is used

to maintain a constant ionic strength, and does not
quench the fluorescence of acridone.

M KI                M KNO2 F0/F

0.0 1.10 1.0
0.04 1.06 4.64
0.10 1.00 10.59
0.20 0.90 23.0
0.30 0.80 37.2
0.50 0.60 68.6
0.80 0.30 137.0

A.  Construct a Stern-Volmer plot.
B.  Determine the dynamic (KD) and static (KS) quench-

ing constants. Use the quadratic equation to obtain
KD and KS from the slope and intercept of a plot of
Kapp versus [Q].

C.  Calculate the observed bimolecular quenching con-
stant. The unquenched lifetime τ0 = 17.6 ns.

D.  Calculate the diffusion limited bimolecular quench-
ing constant, and the quenching efficiency. The dif-
fusion constant of KI in water is 2.065 x 10–5 cm2/s
for 1 M KI (Handbook of Chemistry and Physics,
55th Edition).

E.  Comment on the magnitude of the sphere of action
and the static quenching constant, with regard to the
nature of the complex.

P8.5. Separation of Static and Dynamic Quenching: The fol-
lowing table lists the fluorescence lifetimes and relative
quantum yield of 10-methylacridinium chloride (MAC)
in the presence of adenosine monophosphate (AMP).18

[AMP] (mM) τ (ns)              Intensity

0 32.9 1.0
1.75 26.0 0.714
3.50 21.9 0.556
5.25 18.9 0.426
7.00 17.0 0.333

A.  Is the quenching dynamic, static, or both?
B.  What is (are) the quenching constant(s)?
C.  What is the association constant for MAC-AMP

complex?
D.  Comment on the magnitude of the static quenching

constant.
E.  Assume the MAC–AMP complex is completely

nonfluorescent, and complex formation shifts the
absorption spectrum of MAC. Will the corrected
excitation spectrum of MAC, in the presence of non-
saturating amounts of AMP, be comparable to the
absorption spectrum of MAC or the MAC-AMP
complex?
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Figure 8.73. Quenching of naphthalene by iodide in the presence of
3.00 mM β-cyclodextrin. Revised and reprinted with permission from
[308]. Copyright © 1990, American Chemical Society.

Figure 8.74. Quenching of naphthalene by iodide in the presence of
benzyl alcohol (1% V/V) at various η-CD concentrations. Revised and
reprinted with permission from [308]. Copyright © 1990, American
Chemical Society.



P8.6. Effects of Dissolved Oxygen on Fluorescence Intensities
and Lifetimes: Oxygen is known to dissolve in aqueous
and organic solutions, and is a collisional quencher of
fluorescence. Assume your measurements are accurate
to 3%. What are the lifetimes above which dissolved
oxygen from the atmosphere will result in changes in the
fluorescence intensities or lifetimes that are outside your
accuracy limits? Indicate these lifetimes for both aque-
ous and ethanolic solutions. The oxygen solubility in
water is 0.001275 M for a partial pressure of one atmos-
phere. Oxygen is fivefold more soluble in ethanol than
in water. The following information is needed to answer
this question:

kq (in water) = 1 x 1010 M–1 s–1

kq (in ethanol) = 2 x 1010 M–1 s–1

P8.7. Intramolecular Complex Formation by Flavin-Adenine
Dinucleotide (FAD): FAD fluorescence is quenched by
both static complex formation between the flavin and
adenine rings, and by collisions between these two moi-
eties. Flavin mononucleotide (FMN) is similar to FAD
except that it lacks the adenine ring. Use the following
data for FAD and FMN to calculate the fraction com-
plexed (f) and the collisional deactivation rate (k) of the
flavin by the adenine ring. Q is the relative quantum
yield. Note that the deactivation rate is in s–1:

τ (FMN) = 4.6 ns

τ (FAD) = 2.4 ns

Q (FMN) = 1.0 (assumed unity)

Q (FAD) = 0.09

P8.8. Quenching of Protein Fluorescence: Determination of
the Fraction of the Total Fluorescence Accessible to
Iodide: Assume a protein contains four identical sub-
units, each containing two tryptophan residues. The fol-
lowing data are obtained in the presence of iodide.

Fluorescence
[I–] M                      intensity

0.00 1.0
0.01 0.926
0.03 0.828
0.05 0.767
0.10 0.682
0.20 0.611
0.40 0.563

A.  What fraction of the total tryptophan fluorescence
is accessible to quenching? Which property of the

Stern-Volmer plots does indicate an inaccessible
fraction?

B.  Assume all the tryptophans have equal quantum
yields and lifetimes (5 ns). How many tryptophan
residues are accessible to quenching?

C.  What are the bimolecular quenching constants for
the accessible and inaccessible residues?

D.  Assume you could selectively excite the accessible
tryptophans by excitation at 300 nm. Draw the pre-
dicted Stern-Volmer and modified Stern-Volmer
plots for the accessible and the inaccessible
residues.

P8.9. Quenching of Endonuclease III: Figure 8.75 shows the
effect of a 19-mer of poly(dAdT) on the intrinsic trypto-
phan emission of Endo III. Explain the data in terms of
the structure of Endo III (Figure 8.15). Is it the quench-
ing collisional or static? Assume the unquenched decay
time is 5 ns. The concentration of Endo III is 0.8 µm.

P8.10. Quenching of the Tet Repressor F75: Figure 8.76
shows the emission spectra of the W75F mutant of the
tet repressor in the absence and presence of bound
operator. Explain the extent of quenching. Predict the
extent of quenching for the wild-type protein.
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Figure 8.75. Fluorescence intensity of Endo III with increasing con-
centrations of a 19-mer of poly(dAdT). Revised and reprinted with
permission from [42]. Copyright © 1995, American Chemical
Society.



P8.11. Intramolecular Quenching: Figure 8.67 showed inten-
sity decay data for DBO with a quencher collision rate
of 9 x 106 s–1. Calculate the decrease in DBO intensity

due to guanine quenching. Also calculate the relative
intensity (F/F0) expected for a fluorophore with a life-
time of 2 ns or 2 ms.
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Figure 8.76. Emission spectra of Trp 43 in tet repressor W75F in the
absence and presence of a 76-bp operator. In the insert the concentra-
tion of Tet R dimer is 1 µM and the ratio refers to the molar ratio of
operator to dimer. Revised and reprinted with permission from [309].
Copyright © 1995, American Chemical Society.



In the previous chapter we described the basic principles
and biochemical applications of quenching. Quenching
requires molecular contact between the fluorophore and
quencher. This contact can be due to diffusive encounters,
which is dynamic quenching, or due to complex formation,
which is static quenching. Because of the close distance
interaction required for quenching, the extent of quenching
is sensitive to molecular factors that affect the rate and
probability of contact, including steric shielding and
charge–charge interactions. In contrast, resonance energy
transfer is a through-space interaction that occurs over
longer distances and is insensitive to these factors.

In this chapter we describe quenching in more detail.
Initially we compare quenching with resonance energy
transfer, which illustrates the different types of interactions
for these two processes. We then describe the different
types of chemical and/or electronic interactions that cause
quenching. These interactions include intersystem crossing,
electron exchange, and photoinduced electron transfer.
Since quenching occurs over short distances, diffusion is
needed for efficient quenching. This results in transient
effects, which cause the intensity decays to become non-
exponential. This effect can complicate interpretation of the
time-resolved data, but also provide additional information
about the distances and dynamics of quenching.

9.1. COMPARISON OF QUENCHING AND 
RESONANCE ENERGY TRANSFER

Any process that causes a decrease in intensity can be con-
sidered to be quenching. Quenching results in dissipation of
the fluorophore's electronic energy as heat. Resonance
energy transfer (RET) decreases the intensity of the donor
and transfers the energy to an acceptor. The acceptor can be

fluorescent or nonfluorescent, but in both cases the fluores-
cence intensity of the initially excited molecule is
decreased. Comparison of RET and quenching clarifies the
nature of both processes. Figure 9.1 shows a molecular
orbital schematic for RET. The fluorophore initially has two
electrons in the highest-occupied (HO) molecular orbital.
Absorption of light results in elevation of one electron to
the lowest-unoccupied (LU) orbital. When RET occurs the
electron in the excited donor (DR*) returns to the ground
state. Simultaneously an electron in the acceptor (AR) goes
into a higher excited-state orbital. If the acceptor is fluores-
cent it may then emit. If the acceptor is nonfluorescent the
energy is dissipated as heat. The mechanism of RET is the
same whether the acceptor is fluorescent or nonfluorescent:
simultaneous electron transitions in DR and AR. The sub-
script R refers to RET and will be used to distinguish RET
from other mechanisms of quenching discussed in this
chapter.

It is informative to consider the size of the fluorophores
as compared to the distances for RET.1–3 The donor and
acceptor molecules in Figure 9.1 are drawn roughly to scale
relative to the Förster distance R0, which is the distance at
which RET is 50% efficient. From comparison of the dis-
tance for RET with the size of the molecules, one can see
that RET is a through-space interaction. The assumed
Förster distance of 30 Å is too large for direct interaction
between the electron clouds in the molecules. This schemat-
ic also shows that RET does not require molecular contact
between DR and AR. For this reason RET is not sensitive to
steric factors or electrostatic interactions.

Figure 9.2 shows a schematic for quenching, again
drawn to scale. For quenching to occur the fluorophore (F)
and quencher (Q) have to come into molecular contact,
allowing the electron clouds of both molecules to interact.

9
Mechanisms and

Dynamics of
Fluorescence

Quenching
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The electron density falls off very rapidly with distance
from the surface of the molecules, typically decreasing as
exp[–β(r – rc)] where 1/β is near 1 Å, r is the center-to-cen-
ter distance, and rc is the center-to-center distance upon
molecular contact. This interaction becomes insignificant
for distances r larger than several angstroms.

Because the electron clouds are strongly localized,
quenching requires molecular contact at the van der Waals
radii. When the quencher comes in contact with the excited
fluorophore its excited electron in the LU orbital returns to
the ground state. The fluorophore cannot emit, and the ener-
gy is dissipated as heat. In Figure 9.2 the quencher is shown
as remaining in the ground state. Depending on the mecha-
nism, this may occur or the quencher can also go to an
excited state, which then returns to the ground state. The
important point is that quenching is due to short-range
interactions between F and Q, and RET is due to long-range

dipolar interactions through DR* and AR. The different dis-
tance dependence of quenching and RET results in different
molecular information being available from each phenome-
non. The description of quenching in Figure 9.2 is purely
phenomenological and does not consider the nature of the
interaction between F* and Q.

9.1.1. Distance Dependence of RET and 
Quenching

It is informative to examine simulations on the distance
dependence of RET and quenching between the molecules.
The rate of energy transfer is given by

(9.1)

where τD is the donor lifetime in the absence of acceptor, r
is the center-to-center distance between DR and AR, and R0

is the Förster distance.
The rate of quenching depends on the extent of interac-

tion between the electron clouds in F and Q. Since the elec-
tron density decreases exponentially with distance from the
nuclei, the rate of quenching depends on the distance
according to

(9.2)

where r is the center-to-center distance between F and Q,
and rc is the distance of closest approach at molecular con-
tact. For interactions between orbitals, A is expected to have
a value near 1013 s–1. The values of β are typically near 1
Å–1. These interactions between orbitals are usually called
electron exchange (E) or exchange interactions because
electrons can move between the molecules at these short
distances. Equation 9.2 describes the quenching rate for a
fluorophore and quencher at a distance r. This equation
does not include the effect of diffusion on quenching.

Equations 9.1 and 9.2 can be used to show how RET
and quenching depends on distance. Figure 9.3 shows sim-
ulated values for kT(r) and kE(r). For RET we assumed τD =
1 ns and R0 = 30 Å. The rate of energy transfer remains high
for distances of 20 Å or longer. The right-side axis shows
the rate constant as the frequency of transfer events. For DR

and AR at a distance of 20 Å, the frequency of events is
about tenfold larger than the reciprocal lifetime or emission
frequency. This shows that at 20 Å RET can occur about

kE(r ) � A exp ��β(r � rc ) �

kT(r ) �
1

τD
 (R0

r
) 6
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Figure 9.1. Molecular orbital schematic for resonance energy transfer.
The top row shows the size of fluorophores relative to the Förster dis-
tance R0.

Figure 9.2. Schematic of fluorescence quenching.



tenfold faster than emission, and will thus be about 90%
efficient.

The dependence on distance is remarkably different for
electron exchange. The value of kE(r) drops rapidly with
distance. When the nuclei are 10 Å apart, with rc = 5 Å, the
electron clouds are 5 Å apart. At this short distance, the
exchange rate of 104 is much smaller than the emission rate
of 109, so that essentially no exchange will occur during the
1 ns lifetime. When the distance between the electron
clouds is less than 2 Å and rc = 7 Å, the exchange rate has
already decreased to less than the emission rate, so that the
quenching is less than 100% efficient. This result shows
that close molecular contact is needed for quenching.

Another way to compare RET and quenching is to con-
sider the RET transfer efficiency ET or the quenching effi-
ciency QE (Figure 9.4). These efficiencies were calculated
using the same parameter values as used in Figure 9.3. The
RET efficiency can be calculated using

(9.3)

where γ = τD
–1 is the donor decay rate in the absence of

acceptor. The quenching efficiency can be calculated using

(9.4)

These calculations show that RET is efficient over long dis-
tances, but quenching is efficient only at very short dis-
tances, when the electron clouds are within 2 Å. While eqs.

9.3 and 9.4 appear similar, there is an important difference.
In eq. 9.3 the rate kT(r) contains a factor γ = τD

–1, so that the
RET efficiency is independent of the donor decay time. In
eq. 9.4 the exchange rate kE(r) is independent of the fluo-
rophore decay time. For this reason the quenching occurs
over longer distances for longer decay time fluorophores.
However, this effect is modest and very long lifetimes are
needed to substantially increase the transfer distance.

9.1.2. Encounter Complexes and 
Quenching Efficiency

Unless the quencher concentrations are very high, signifi-
cant quenching requires diffusion to bring the molecules
into contact. Figure 9.5 shows a kinetic scheme for quench-
ing. The molecules come in contact by the bimolecular rate
constant k0. Upon collision the molecules form an
encounter complex. This complex can proceed to quench-
ing with a rate constant k(r), or break apart with a rate con-
stant k2. The efficiency of quenching is given by

(9.5)

Typically, k(r) is much larger than k2, so that each encounter
results in quenching. Some authors consider the possibility
of emission from the encounter complex, in which case an
additional term, γ = τD

–1, appears in the denominator of
eq. 9.5.4–5

EQ �
k(r )

k2 � k(r )

QE �
kE(r )

γ � kE(r )

ET �
kT(r )

γ � kT(r )
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Figure 9.3. Distance-dependent rate constants for RET and exchange
interactions. For these simulations τD = 1 ns, R0 = 30Å, β = Å–1, and
rc = 5 Å.

Figure 9.4. Calculated efficiencies for resonance energy transfer ET

and for quenching QE. The parameter values are the same as used in
Figure 9.3.



The concept of an encounter complex is clarified by
considering the distances a quencher can diffuse during the
excited state lifetime. The mean square distance is given by

(9.6)

where D is the diffusion coefficient and τ is the lifetime.
Figure 9.6 illustrates how a quencher can diffuse over long
distances. During 1 ns the quencher diffuses an average of
15 Å. During 100 ns the quencher diffuses an average of
150 Å. Since the quencher moves randomly one can see that
a quencher will usually undergo many collisions with a flu-
orophore prior to diffusing away from the fluorophore. An
encounter complex is thus a fluorophore and quencher in
close proximity, probably with one or no intervening sol-
vent molecules.

The concept of an encounter complex shows how the
quenching efficiency can depend on viscosity. If quenching
is efficient, each encounter results in quenching. However,
if quenching is inefficient then the pair may diffuse apart
prior to quenching. In this case the quenching efficiency
will be higher at higher viscosities because F* and Q
remain close together for a longer period of time, allowing
more time for quenching to occur.

9.2. MECHANISMS OF QUENCHING

Equation 9.2 describes the effect of distance on quenching,
but does not reveal the mechanism of quenching. There are
at least three mechanisms for quenching:

1. Intersystem crossing or the heavy atom effect
2. Electron exchange or Dexter interactions
3. Photoinduced electron transfer

All of these mechanisms are expected to have the same dis-
tance dependence described by eq. 9.2. It is often difficult
to know the mechanism of quenching. The mechanisms are
not mutually exclusive, and many reports indicate that
quenching occurs by a combination of these mechanisms.
We will use these three mechanisms as limiting cases to
provide a framework of discussion.

9.2.1. Intersystem Crossing

Quenching by heavy atoms halogens6–14 and oxygen15 is
thought to occur by intersystem crossing. An encounter
with a heavy atom or a triplet oxygen molecule is thought
to cause the excited singlet state to become an excited
triplet (Figure 9.7). Since the triplet states are usually long
lived and also quenched by oxygen,16–17 they are likely to be
quenched to the ground state by the same quencher, or
return to the ground state by non-radiative decay. It is not
always clear which mechanism is dominant. Various reports
have suggested oxygen quenching occurs by mixed mecha-
nisms that include intersystem crossing, charge transfer,
and electron exchange.18–20 Depending upon the structure of
the fluorophore, quenching by halogens has also been

∆x2 � 2Dτ
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Figure 9.5. Kinetic scheme for quenching.

Figure 9.6. Distances for diffusion for various times. D = 10–5 cm2/s. Figure 9.7. Quenching by intersystem crossing.



attributed to charge transfer, intersystem crossing, and/or
electron exchange.21–30 In general it seems that halocarbons
quench by intersystem crossing and halides quench by
charge transfer. Additionally, many fluorophores undergo
photodestruction in the presence of halocarbons.31–33

9.2.2. Electron-Exchange Quenching

Figure 9.8 shows a schematic for the electron exchange or
Dexter interaction.34–37 This interaction occurs between a
donor DE and an acceptor AE, where E indicates electron
exchange. The excited donor has an electron in the LU
orbital. This electron is transfer to the acceptor. The accep-
tor then transfers an electron back to the donor. This elec-
tron comes from the HO orbital of the acceptor, so the
acceptor is left in an excited state. Electron exchange is
similar to RET because energy is transferred to an acceptor.
This mode of energy transfer also depends on spectral over-
lap of the donor and acceptor, just like RET. In contrast to
RET, the Dexter interaction is a quantum mechanical effect
that does not have an analogy in classical electrodynamics.

RET is well known to result in an excited acceptor. In
contrast, the Dexter interaction is usually associated with
quenching. This association occurs because RET occurs

over large distances, so if there is spectral overlap the trans-
fer occurs by RET before Dexter transfer can occur. Dexter
transfer may occur at short donor–acceptor distances, but
the donor will be completely quenched by RET or Dexter
transfer, and thus non-observable. Dexter transfer can be
observed if the spectral overlap is small, so that the large
rates of exchange become significant. Additionally, high
concentrations are needed for significant Dexter transfer,
whereas RET occurs at much lower concentrations. For an
unlinked donor and acceptor the bulk concentration of the
acceptor needs to be about 10–2 M to have an average dis-
tance of 30 Å. For a fluorophore and quencher the bulk
quencher concentration needs to be near 1 M to obtain an
average distance of 6.5 Å.

9.2.3. Photoinduced Electron Transfer

The third mechanism for quenching is photoinduced elec-
tron transfer (PET). In PET a complex is formed between
the electron donor DP and the electron acceptor AP, yielding
DP

+AP
– (Figure 9.9). The subscript P is used to identify the

quenching as due to a PET mechanism. This charge trans-
fer complex can return to the ground state without emission
of a photon, but in some cases exciplex emission is
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Figure 9.8. Schematic for stepwise (top) or concerted (bottom) electron exchange.



observed. Finally, the extra electron on the acceptor is
returned to the electron donor.

The terminology for PET can be confusing because the
excited fluorophore can be either the electron donor or
acceptor. The direction of electron transfer in the excited
state is determined by the oxidation and reduction potential
of the ground and excited states. When discussing PET the
term donor refers to the species that donates an electron to
an acceptor. In PET the terms donor and acceptor do not
identify which species is initially in the excited state. This
is different from RET, where a fluorophore is always the
donor.

The nature of PET quenching is clarified by examining
several examples. The more common situation is when the
excited state of a fluorophore acts as an electron acceptor
(Table 9.1). One typical example is an electron-rich species
such as dimethylaniline (DMA), which can donate elec-
trons to a wide range of polynuclear aromatic hydrocar-
bons, which act as electron acceptors. Electron transfer is
even more favorable to electron-deficient species like
cyanonaphthalenes. There are some unusual PET pairs,
such as indole donating to pyrene and dienes donating to

cyanoanthracene. This table is not exhaustive, but provides
only examples of PET pairs.

PET quenching can also occur by electron transfer
from the excited fluorophore to the quencher (Table 9.2).
Examples include electron transfer from excited indoles to
electron-deficient imidazolium or acrylamide quenchers.
Quenching by halocarbons can also occur by electron trans-
fer from the fluorophore to the electronegative halocarbon.
Electron-rich dimethoxynaphthalene can donate electrons
to pyridinium. And finally there is the well-known example
of electron transfer from excited [Ru(bpy)3]2+ to methylvi-
ologen.

9.3. ENERGETICS OF PHOTOINDUCED 
ELECTRON TRANSFER

Photoinduced electron transfer has been extensively studied
to understand quenching and to develop photovoltaic
devices. For quenching by intersystem crossing and elec-
tron exchange it is difficult to predict the efficiency of
quenching. Hence the description of these quenching
processes is mostly based on experience rather than calcu-
lation. In contrast PET is more predictable because the pos-
sibility of electron transfer can be predicted from the redox
potentials of the fluorophore and quencher.

Most descriptions of PET derive the energy change due
to electron transfer starting with the basic principles of elec-
trochemistry. This can be confusing because of the sign
conventions used in redox chemistry. Hence we will start
with the final result and then explain its origin. Figure 9.10
shows an energy diagram for PET with the excited mole-
cule being the electron donor. For clarity, this diagram does
not include diffusion that may be needed to bring DP and AP

into contact. We are assuming the molecules are already in
contact. Upon excitation the electron donor transfers an
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Figure 9.9. Molecular orbital schematic for photoinduced electron
transfer.

Table 9.1. PET Quenching Where the Fluorophore 
Is the Electron Acceptor

F* – Q → (F– @ Q+)* → heat or exciplex
Fluorophore (PET acceptor)                 Quencher (PET donor)

Polynuclear aromatic hydrocarbons Amines, dimethylaniline
2-Cyanonaphthalenes Dimethylaniline
7-Methoxycoumarin Guanine monophosphate
Pyrene Indole
9-Cyanoanthracene Methyl indoles
9,10-Dicyanoanthracene Dienes and alkenes, alkyl

benzenes
Anthraquinones Amines
Oxazine Amines

These quenching reactions are described in [38–48].

Table 9.2. PET Quenching Where the Fluorophore 
Is the Electron Donor

F* – Q → (F+ @ Q–)* → heat or exciplex
Fluorophore (PET donor)                       Quencher (PET acceptor)

Indole or NATA Imidazole, protonated
Indole RCO2H, but not RCO2

–

Tryptophan Acrylamide, pyridinium
Carbazole Halocarbons; trichloroacetic acid
Indole Halocarbons
[Ru(bpy)3]2+ Methylviologen
Dimethoxynaphthalene N-methylpyridinium

These quenching reactions are described in [49–57].



electron to the acceptor with a rate kP(r), forming the
charge-transfer complex [DP

+ AP
–]*. This complex may

emit as an exciplex or be quenched and return to the ground
state.

The important part of this process is the decrease in
total energy of the charge transfer complex. The energy
decreases because the ability to donate or accept electrons
changes when a fluorophore is in the excited state. Excita-
tion provides the energy to drive charge separation. DP and
AP do not form a complex when both are in the ground state
because this is energetically unfavorable. The energy
released by electron transfer can also change if the ions
become solvated and/or separated in a solvent with a high
dielectric constant.

The energy change for PET is given by the Rehm-
Weller equation:

(9.7)

In this equation the reduction potential E(D+/D) describes
the process

(9.8)

and the reduction potential E(A/A–) describes the process

(9.9)

∆G00 is the energy of the S0 6 S1 transition of the fluo-
rophore, which can be either DP or AP. The last term on the

right is the coulombic attraction energy experienced by the
ion pair following the electron transfer reaction; ε is the
dielectric constant of the solvent, and d is the distance
between the charges.

The Rehm-Weller equation has its origin in the free
energy change for moving charge in an electric potential.
The energy released by a mole of electrons moving in a
potential ∆E is given by

(9.10)

where n is the number of electrons in the reaction, ∆E is the
potential, and F is the Faraday constant, which is the charge
on 1 mole of electrons. From this expression one can see
that ∆E is positive for a thermodynamically favored reac-
tion. This convention is confusing because we normally
associate a negative value with a favored reaction.

In describing the PET process we need to consider the
redox potential of DP and AP and the energy of the incident
light. Hence it is important to know the conversion factors.
For a mole of electrons moving across a potential difference
of ∆E = 1 V the energy is 1 eV = 23.06 kcal, so that

(9.11)

We also need to convert a mole of absorbed photons into
kcal/mole. The energy in a mole of photons is given by

(9.12)

A mole of 400-nm photons equals 71.5 kcal, and a mole of
600 nm photons equals 47.7 kcal.

Studies of PET are usually performed in polar solvents,
frequently acetonitrile, which is a common solvent used
when determining the reduction potentials. For complete
separation of one electron charge in acetonitrile e2/εd is
equal to 1.3 kcal/mole = 0.06 eV. This term usually makes
a small contribution to the overall energy change for PET.

The form of eq. 9.7 can now be understood intuitively.
The terms ∆G00 and e2/δd appear with a negative sign
because the energy will be lost when the light energy is dis-
sipated and the ions experience coulombic attraction.
E(D+/D) and E(A/A–) appear with opposite signs because
these are both reduction potentials. However, D is oxidized
to D+ and A is reduced to A–. For the same reaction the oxi-
dation potential is the negative of the reduction potential.

Why is the energy of the charge-transfer state lower
than the energy before electron transfer? This can be under-

∆E (kcal/mol) � 28,600/λ (nm)

∆G (in kcal/mol) � � 23.06n∆E

∆G � � nF∆E

AP � e→A�
P

D�
P � e→D

∆G � E(D�/D) � E(A/A�) � ∆G00 �
e2

εd
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Figure 9.10. Energy diagram for photoinduced electron transfer. The
excited molecule is assumed to be the electron donor. νF and νE are
emission from the fluorophore and exciplex, respectively.



stood by considering the energy required to remove an elec-
tron completely from the electron donor (Figure 9.11),
which is the energy needed to ionize a donor fluorophore.
When the fluorophore is in the excited state the electron is
at a higher energy level than a ground-state electron. Hence
it will require less energy to remove an electron from the S1

(LU) state then from the S0 (HO) state. This means the
donor fluorophore in the S1 state has a higher propensity to
donating an electron.

Now consider a quencher that is an electron acceptor
(Figure 9.11). The energy released on binding the electron
is larger if the electron returns to the S0 state than to the S1

state. The electron can return to the lowest orbital of the
quencher because the donor–acceptor complex is momen-
tarily an excited-state complex. When the electron acceptor
is in the excited state there is a place for the electron to bind
to the lowest orbital.

9.3.1. Examples of PET Quenching

The energetics of PET quenching is clarified by specific
examples. Figure 9.12 shows lifetime Stern-Volmer plots
for quenching of three coumarin derivatives by ethylaniline
(EAN).58 All three coumarins have a trifluoromethyl group,
which increases their ability to accept electrons from EAN.
Based on the chemical structures we expect EAN to be the
electron donor and the coumarins to be the electron accep-
tors. The largest Stern-Volmer constant is for the amino
derivative C151, with lesser amounts of quenching for the
methylated C522 and C152. The methylated coumarins are
less quenched than the amino coumarin, which is consistent
with the well-known electron-donating properties of methyl

groups. The additional methyl groups decrease the ability of
the coumarin to accept electrons.

Figure 9.13 shows a similar PET quenching experi-
ment, but one using a single fluorophore, Neutral Red (NR),
and three different aromatic amine quenchers.58–59 The
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Figure 9.11. Changes in electron affinity between the S0 and
S1 states.

Figure 9.12. Quenching of coumarin derivatives by ethylaniline.
Revised and reprinted with permission from [58]. Copyright © 2000,
American Chemical Society.

Figure 9.13. PET quenching of Neutral Red by aromatic amines.
Revised from [59].



amount of quenching increases when the quenchers have
methyl or phenyl groups on the amino group, which
increased the electron density and propensity of the
quenchers to donate electrons.

It is instructive to examine calculations of the ∆G val-
ues for PET (Table 9.3). The E00 values were obtained from
the intersection of the normalized absorption and emission
spectra of the fluorophores, and converted to eV using eqs.
9.11 and 9.12. These values, and the polarographic reduc-
tion potentials, can be used with eq. 9.7 to calculate which
coumarin has a higher propensity to undergo PET. The ∆G
values for electron transfer for all three coumarins are neg-
ative, showing that PET is energetically possible. The larg-
er value of E00 for C151 results in the largest value of ∆G
and the largest amount of PET quenching. Table 9.3 also
contains Rehm-Weller calculation for quenching of NR.

The PET reaction releases more energy when the aniline
contains the additional electron-donating groups. The
largest bimolecular quenching constant was found for the
PET reaction with the most negative ∆G value. There is a
strong correlation of larger bimolecular quenching con-
stants with more negative ∆G values.

Figure 9.14 shows a schematic of the energy changes
upon PET to NR. Excitation at 514 nm adds 55.6 kcal/mole
to NR. The amines that have the largest bimolecular con-
stants also show the largest decrease in energy when the
charge transfer complex is formed. Examination of this fig-
ure and Table 9.3 reveals why it is intuitively difficult to
look at the reduction potential of DP and AP to predict the
energy change for the reaction. The overall ∆G is the differ-
ence of three large numbers that all contribute to ∆G for the
reaction.

Examination of the kq values in Table 9.3 shows a
strong dependence on ∆G for quenching of NR, but a weak-
er dependence on ∆G for quenching of the coumarins. It is
easy to understand why the correlation is variable. Figure
9.15 shows kq values for amine quenching of Neutral Red.
From left to right the reduction potential E(D+/D) of the
amine increases. Using eq. 9.7 shows that ∆G for the reac-
tion is less negative for AN than for the other quenchers.
This indicates that AN binds its electrons more tightly than
the other two amines in Figure 9.15, which in turn results in
less efficient PET and less efficient quenching. However, if
∆G is more negative than –0.5 eV, then PET formation and
quenching is 100% efficient, so that small changes in ∆G.
do not affect the efficiency. In Table 9.3 the ∆G values for
quenching of the coumarins were –0.31 eV, or more nega-
tive, so that all three coumarins were efficiently quenched.

The rate of PET can be measured using time-resolved
measurements. However, if quenching is almost 100% effi-
cient then the unusual quenching experiment reveals the
value of kq. The rate of PET will not have a large effect on
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Table 9.3. Reduction Potentials and Quenching Constants for PET Quenching

Acceptor                           Donor E00 E(A/A–)        E(D+/D)          ∆G ∆G τ0 kq

fluorophore                       quencher           (eV)           (volts)          (volts)           (eV)           (kcal/mole)           (ns)         (M–1 s–1)

C151 EAN 2.98 –1.565 0.80 –0.67 –15.45 5.18 10.9 x 109

C522 EAN 2.70 –1.653 0.80 –0.31 –7.15 5.48 5.3 x 109

C152 EAN 2.76 –1.626 0.80 –0.39 –8.99 1.96 9.1 x 109

Neutral Red DPA 2.41 –1.51 0.64 –0.32 –7.38 4.15 3.55 x 109

Neutral Red DMA 2.41 –1.51 0.76 –0.20 –4.61 4.15 1.49 x 109

Neutral Red AN 2.41 –1.51 0.93 –0.03 –0.69 4.15 0.24 x 109

∆G (eV) = E(D+/D) – E(A/A–) – E00 – 0.06.
Data from [58–59].

Figure 9.14. Energy diagram for quenching of Neutral Red with aro-
matic amines. Data from [59].



kq because kp(r) is much larger than kq and PET is limited
by the rates of diffusion. In order to study the electron-
transfer rate it is necessary to eliminate the effect of diffu-
sion. However, high quencher concentrations are required

to obtain contact quenching without diffusion. The intensi-
ty decays of the three coumarin derivatives were examined
in neat DMA (Figure 9.16).60 In pure DMA the fluo-
rophores are surrounded by electron donors so no diffusion
is needed to bring DP and AP into contact. Hence the inten-
sity decays should reflect the electron-transfer rate kp(r)
rather than the diffusion-controlled collision rate. The most
rapid intensity decay was observed for C151 where ∆G =
–15.5 kcal/mole. Slightly slower decays were observed for
C152 and C522, where ∆G is less negative.

9.3.2. PET in Linked Donor–Acceptor Pairs

The need for high quencher concentrations can be avoided
using covalently linked D–A pairs. One example is shown
in Figure 9.17, where the electron acceptor methylviologen
(MV2+) is covalently linked to 1,8-naphthalimide. The spac-
er contained n = 2 to 6 methylene groups.61 In this case the
naphthalimide fluorophore is the electron donor and MV2+
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Figure 9.15. Correlation of kq for PET quenching of Neutral Red with
∆G for the reaction. Revised from [59].

Figure 9.16. Time-dependent decays of coumarin derivatives in neat
DMA. Revised and reprinted with permission from [60]. Copyright ©
1993, American Chemical Society.

Figure 9.17. Emission spectra of covalently linked 1,8-naphthalimide
and methylviologen. n is the number of methylene groups. The con-
trol compound lacked the methylviologen acceptor, and instead had a
linked pyridine group with the same number of methylene groups.
Revised and reprinted with permission from [61]. Copyright © 2000,
American Chemical Society.



the electron acceptor. The intensity decreases as the number
of methylene groups decreases. The D–A pair was exam-
ined in dilute aqueous solution. In highly dilute solution,
collisions between D and A groups on different molecules
is not significant. Hence the change in donor intensity
reflects the effect of distance on the rate of electron trans-
fer. There may also be a component due to flexing of the
D–A pair during the excited-state lifetime.

The intensity data were used to calculate the rates of
energy transfer. This was accomplished by using eq. 9.4,
where Q is the relative intensity and γ = 41 ns–1 (Figure
9.18). The rate of electron transfer decreases by a factor of
180 as n increases from 2 to 6, which is an increase in dis-
tance of about 5 Å. This result shows the dramatic decrease
in kp(r) with distance.

9.4. PET QUENCHING IN BIOMOLECULES

9.4.1. Quenching of Indole by Imidazolium

Intrinsic fluorescence from tryptophan residues is frequent-
ly used to study the properties of proteins. In order to inter-
pret the tryptophan emission it is important to understand
the effects of nearby amino acid side chains. The amino
acid histidine has an imidazole group in its side chain. Since
the pKa of this group is near 6.5, it can be protonated or
unprotonated depending on the pH and the charges on other

nearby amino-acid side chains. Proteins frequently display
pH-dependent changes in intensity near pH 7, suggesting an
effect due to the imidazole–imidazolium equilibrium.

Figure 9.19 shows the inverse lifetime of NATA in an
aqueous solution that contains imidazole.62 At pH 4.5 there
is strong quenching of NATA. At pH 9, at the same imida-
zole concentrations, there is little quenching. Since NATA
is uncharged this difference is not due to electrostatic inter-
actions. The indole ring in the excited state donates an elec-
tron to the imidazolium because PET is energetically favor-
able to this electron-deficient species. Uncharged imidazole
does not accept the electron, so quenching does not occur at
pH 9.

9.4.2. Quenching by DNA Bases and Nucleotides

Fluorescently labeled oligomers are widely used in DNA
analysis and biotechnology. Hence there is interest in
understanding what factors influence the intensity of cova-
lently bound fluorophores. The extent of quenching
depends on the base and the structure of the fluo-
rophore.43,63 Among the bases guanine appears to be the
most efficient quencher, probably because it has the highest
tendency to donate an electron. Figure 9.20 shows the life-
time distributions for oligomers labeled with MR121.64 If
the oligomer does not contain guanine, the decay of MR121
is a single exponential with τ = 2.72 ns. The presence of a
single guanine as the second base results in a short-lived
component with τ = 0.43 ns that is due to PET quenching.
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Figure 9.18. Distance dependence of the electron-transfer rate from
1,8-naphthalimide to covalently linked methylviologen. β = 1.32 per
methylene group (assuming 1.27 Å per methylene group). Revised
and reprinted with permission from [61]. Copyright © 2000,
American Chemical Society.

Figure 9.19. Quenching of NATA by imidazole (pH 9) and imidazoli-
um (pH 4.5). Revised from [62].



One can expect the quantum yields and lifetimes of labeled
oligomers to depend on the base sequence near the fluo-
rophore.

PET has been used to study electron transfer along
double-helical DNA.65 Figure 9.21 shows a DNA hairpin
that contains a covalently bound stilbene residue at the
bending site. A single guanine residue was positioned next
to the stilbene or spaced by several base pairs. The lifetimes
decrease dramatically as the guanine approaches the stil-
bene residue with β = 0.64 Å–1. One can imagine PET
quenching being used to develop molecular beacons or
DNA hybridization assays based on quenching by guanine
residues.

9.5. SINGLE-MOLECULE PET

During the past 10 years fluorescence technology has
advanced to allow studies of single molecules. This is usu-
ally accomplished using fluorophores immobilized on a
surface and confocal optics to reject out-of-focus light. Sin-
gle-molecule detection (SMD) has been extended to PET
quenching.66–67 Figure 9.22 shows the intensity versus time
observed for single fluorophores on a glass surface dis-

solved in a thin layer of a viscous polymer. The fluo-
rophores are dimers of perylene connected directly or by
three phenyl groups. The phenyl groups are thought to act
as a nonconducting bridge. The intensities were found to
blink on and off. Under the same experimental conditions
the monomer control compound did not show blinking. The
on and off blinking of these perylene dimers was assigned
to fluctuations in the conformations of the molecule
between one favorable for PET, when the molecules are
dark, or a conformation unfavorable for PET, where the
molecules are fluorescent. Single fluorophores of many
types are known to display blinking due to transitions to the
triplet state (Chapter 23). In Figure 9.22 the off times were
claimed to be too long to be due to triplets, even in a rigid
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Figure 9.20. Lifetime distribution of MR121-labeled oligomers with
T or G as the second base. Revised from [64].

Figure 9.21. PET quenching of oligomers labeled with stilbene
(green) and containing a single guanine residue (red base). From left
to right in the lower panel this guanine is the 1st, 2nd, 3rd, 4th, or 5th
base pair away from the stilbene. Revised from [65].



polymer, so the blinking was assigned to conformational
fluctuations which affected the rate of PET.

9.6. TRANSIENT EFFECTS IN QUENCHING

We have now seen that collisional quenching occurs by sev-
eral mechanisms. All these mechanisms have the same
requirement for molecular contact between the fluorophore
and quencher. As a result quenching requires diffusion to
bring the molecules into contact. Without diffusion high
concentrations of quencher near 1 M are necessary to statis-
tically position a quencher adjacent to the fluorophore at the
moment of excitation.

For diffusive or collisional quenching, we stated in
Chapter 8 that the lifetime decreases in proportion to the
decrease in fluorescence intensity. If the decay was a single
exponential before quenching, we assumed the decay
remained a single exponential in the presence of quencher.
In reality, intensity decays become non-exponential in the

presence of collisional quenching. By non-exponential we
mean not described by a sum of exponentials. This effect is
due to the so-called transient effects in quenching.68 For
small amounts of quenching in fluid solvents, these effects
are barely noticeable. For larger amounts of quenching,
especially in moderately viscous solvents, the intensity
decays become strongly non-exponential.

The theory for transient effects is complex and has
been presented in a monograph on diffusion-controlled
reactions.69 This effect was first identified by Smoluchows-
ki, who considered diffusion-controlled reactions between
particles in solution.70 The rate constant for reaction
between the particles was shown to be time-dependent

(9.13)

where R is the interaction radii (sum of the radius of the flu-
orophore (F) and quencher (Q)), N' = 6.02 x 1020, and D is

k(t) � 4πRN’D�1 � R(πDt ) �1/2�
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Figure 9.22. Single-molecule intensity traces for two bis-perylene compounds. The intensity axis is photons per 20 ms. Revised and reprinted with
permission from [67]. Copyright © 2003, American Chemical Society.



the sum of the F and Q diffusion coefficients. The time
dependence originates with the random distribution of fluo-
rophores and quenchers at the moment of excitation. Some
fluorophore–quencher pairs will be in close proximity, and
others will be more widely spaced. The fluorophores with a
closely located quencher are extinguished rapidly. With
time following excitation, the ensemble of fluorophores
evolves, and the fluorophores that remain in the excited
state longest are those that were most distant from the clos-
est quencher at the moment of excitation. The time-depend-
ent rate constant decreases from an initially high value to
the diffusion limited value (kq = 4πRN'D). The intensity
decay in the presence of collisional quenching can be
obtained by integration of the differential equation describ-
ing dI(t)/dt that includes the time-dependent rate constant.
This yields

(9.14)

where τ is given by

(9.15)

and

(9.16)

While these equations seem complex, the actual situa-
tion is still more complex. The Smoluchowski model
assumes that the fluorophore is instantaneously deactivated
upon contact with the quencher, which results in an infinite
quencher concentration gradient around the fluorophore.
Also, the Smoluchowski model assumes no quenching in
the absence of molecular contact. These assumptions have
been modified to allow more realistic modeling of the
quenching process.71–72 These quenching models are shown
schematically in Figure 9.23. The radiation boundary con-
dition (RBC) model assumes that quenching occurs with a
finite rate constant k when F and Q are in contact (Figure
9.23). For the Smoluchowski model k(r) = 4 when F and Q
are in contact, and k(r) = 0 otherwise.

Another model for quenching assumes that the quench-
ing rate is dependent on the F-Q distance. In this model the
quenching constant is assumed to depend on the distance
between the fluorophore and quencher. In the previous sec-
tions we saw that the rates of electron exchange and elec-
tron transfer depend exponentially on distance. A similar

dependence on distance has been reported for intersystem
crossing.8 This effect can be accounted for using the dis-
tance-dependent quenching (DDQ) model. For this model
of distance-dependent interactions the rate of quenching at
an F–Q distance r is given by

(9.17)

where re is the characteristic distance, and ka is the rate of
reaction at the distance of closest approach (a), typically
5–7 Å. This expression has the same form as eq. 9.2. The
time-dependent rate constant is given by

(9.18)

where Cq(r,t) is the concentration of the quencher mole-
cules at distance r from the excited fluorophore at time
instant t and Cq

0 is the bulk quencher concentration. This
expression says that the bimolecular quenching constant at
any time is given by the values of k(r) averaged over the

k(t) �
4π

C0
q
�
∞

a

r2k(r )Cq(r,t )  dr

k(r ) � ka exp ( �
r � a

re
)

b � 4R2N’(πD ) 1/2�Q�

1

τ
�

1

τ0
� kq�Q�

I(t) � I0 exp(�t/τ � 2bt1/2)

344 MECHANISMS AND DYNAMICS OF FLUORESCENCE QUENCHING

Figure 9.23. Comparison of the RBC and DDQ models for collision-
al quenching of fluorescence. Revised and reprinted with permission
from [80]. Copyright © 1996, American Chemical Society.



concentration gradient around the fluorophore at some
instant in time. The use of these quenching models requires
rather complex theory and analysis. For the Smoluchowski,
RBC, or DDQ models the intensity decay is given by

(9.19)

where k(t) is the time-dependent rate constant. For the RBC
model k(t) is given by73–76

(9.20)

(9.21)

The function erfc(X) is the complement of the error func-
tion:

(9.22)

For the DDQ model analytical expressions for k(t) are not
yet known, so numerical procedures are often used to cal-
culate intensity decay I(t).77–83 Several reports have focused
on the analysis of decays with transient effects.84–87

It is useful to visualize how the quenching constant
depends on time. The values of k(t) are shown in Figure

9.24 for the Smoluchowski model and for the RBC model
with various values of 6. For a diffusion coefficient near
10–6 cm2/s the transient effects are mostly complete in 10
ps, and are no longer present at 1 ns. For times over 1 ns the
value of k(t) becomes equal to the usual bimolecular
quenching constant (eq. 8.11). At short times the values of
k(t) are initially larger than the calculated value of kq. This
effect is due to the rapid quenching of closely spaced F–Q
pairs. In the Smoluchowski model the value of k(t) diverges
to infinity at short times. This difficulty is avoided in the
RBC model, where the maximal rate is limited by the value
of κ. As κ increases, the RBC model becomes identical with
the Smoluchowski model.

Equation 9.18 indicates that the concentration of
quencher Cq(r,t) around the fluorophore changes with time
and distance. This seems counterintuitive because the fluo-
rophore is in equilibrium with the bulk concentration of
quencher. This effect can be understood by considering the
population of fluorophores being observed (Figure 9.25).
The surfaces show the concentration of quencher around
the fluorophore following pulsed excitation.83 At t = 0 there
is a uniform quencher concentration around the fluo-
rophore. As time increases the quencher concentration
around the fluorophore decreases at short distances, with
the effect being larger for the DDQ model than for the RBC
model. Since the fluorophore and quencher are not
destroyed upon quenching, it is not immediately obvious
why Cq(r,t) changes.

In order to understand the changes in Cq(r,t) we need to
recall that we are observing an ensemble of fluorophores.
At short times following excitation there is rapid quenching
of the closely spaced F–Q pairs, mostly without the need for
diffusion. These pairs are quenched with the larger rate con-
stant k(r). At longer times all the closely spaced pairs have

erfcþ(X) �
2

π1/2 �
∞

X

 exp (�z2 )dz

X �
(Dt) 1/2

R
[ 1 �

κR
D

]

k(t) �
4þπ þRDN

1 � (D/κR )
[ 1 �

κR
D

 exp(X2
þ )erfc(X) ]

I(t) � I0 exp(�t/τ0 )
 
exp [ ��Q� �

t

0

k(t)dt ]

PRINCIPLES OF FLUORESCENCE SPECTROSCOPY 345

Figure 9.24. Time-dependent rate constants for the Smoluchowski
and RBC models. From [88].

Figure 9.25. Simulations of the quencher concentration Cq(r,t) around
the fluorophores for various times and distances. The solid and dashed
lines are for the RBC and DDQ models, respectively. Reprinted from
[83].



decayed, and the rate of quenching becomes limited by dif-
fusion with a bimolecular rate constant kq.

As time proceeds the observed fluorophore population
is changing from closely spaced to more distant F–Q pairs.
The quencher concentration around the ground-state fluo-
rophores is not changing. The excited fluorophore popula-
tion is changing, so that the fluorophores remaining in the
excited state were located further from a quencher at the
moment of excitation.

9.6.1. Experimental Studies of Transient Effects

Figure 9.26 shows frequency-domain intensity decays for
NATA in propylene glycol.89 In the absence of quenching,
the frequency-domain intensity decay reveals a single expo-
nential decay. In the presence of 0.5 M acrylamide the
decay becomes strongly heterogeneous, and cannot be fit by
a single exponential decay law, χR

2 = 240, but could be fit
using a triple exponential decay. Transient effects can also
be observed for proteins.90–91 The single-tryptophan protein
staphylococcal nuclease is known to display a dominant
single exponential decay, as seen by the overlap with the
single decay time model (Figure 9.27). When quenched by
oxygen the intensity decay is no longer a single exponen-
tial. Oxygen diffusion is rapid, which minimizes the tran-
sient part of the rate constant (eq. 9.13). Larger effects can
be expected if diffusion is slower or if the solution is some-
what viscous. These transient terms can be accounted for
using the multi-exponential model. However, the decay
components do not directly represent any molecular proper-
ty of the sample.

The complex intensity decays observed in the presence
of quenching can be explained by the transient models.92–93

This is illustrated in Figure 9.28 for quenching of NATA by
acrylamide.78 The frequency-domain data could not be
explained by the RBC model, but were consistent with the
DDQ model. This indicates that the quenching rate displays
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Figure 9.26. Frequency-domain intensity decays of NATA in propy-
lene glycol in the absence and presence of 0.5 M acrylamide. Revised
from [89].

Figure 9.27. Frequency response of staphylococcal nuclease in the
absence (!) and presence (") of 0.144 M oxygen. The solid lines
show the best single exponential fits to the data. The values of P for
the single exponential fits at 0 and 1485 psi O2 are 5.9 and 265,
respectively. From [90].

Figure 9.28. Frequency-domain intensity decays of NATA in propy-
lene glycol at 20°C in the presence of increasing (left to right) concen-
trations of acrylamide (1.5 M). The solid lines (top) show the best fit
to the DDQ model using a = 5 Å and re = 0.319 Å. The solid lines
(bottom) show the best fit to the RBC model using a = 5 Å. Revised
with permission from [78]. Copyright © 1994, American Society for
Photobiology.



an exponential dependence on distance, and that quenching
is not an all-or-none process that occurs only at the contact
distance.

An important result from the transient analysis is an
explanation for the upward curvature seen in many Stern-
Volmer plots.78–79 The acrylamide Stern-Volmer plot for
NATA shows substantial upward curvature in the moderate-
ly viscous solvent propylene glycol (Figure 9.29). While the
curvature could be explained by a weak static quenching
constant, or by a sphere of action, the upward curvature is a
natural consequence of distance dependent quenching. This

explanation of upward deviations in the Stern-Volmer plots
is more satisfying because there is a single molecular inter-
action, the exponential distance dependence of quenching,
which explains the time-dependent and steady-state data.

The transient model can also explain upward-curving
Stern-Volmer plots in proteins. This is illustrated by the
quenching of staphylococcal nuclease by acrylamide91 (Fig-
ure 9.30). In this case the calculated curve for the intensity
data was obtained using the Smoluchowski model (eq.
9.14). This equation can be integrated to obtain the Stern-
Volmer equation with transient effects:68

(9.23)

where KD = kq τD and

(9.24)

(9.25)

with b as defined in eq. 9.16.
The validity of distance-dependent quenching is sup-

ported by an observation that cannot be explained by other
models. In frozen solution, where diffusion does not occur,
one still observes quenching of NATA by acrylamide (Fig-
ure 9.31). The magnitude of the effect cannot be explained

a �
1

τ0
� kq�Q�

Y � 1 �
b√π
a

  exp(b2/a)  erfc(b/√a)
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F
�
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�Q�

Y
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Figure 9.29. Stern-Volmer plots for NATA in propylene glycol at
20°C quenched by acrylamide ("). The solid lines represent the calcu-
lated values of (F0/F – 1) using the parameter values from the DDQ
model for a = 7 Å and re = 0.5 Å, a = 5 Å and re = 0.5 Å, and a = 5 Å
and re = 0.319 Å. The dashed line represents the RBC model using a
= 5 Å. Reprinted with permission from [78]. Copyright © 1994,
American Society for Photobiology.

Figure 9.30. Intensity and phase-lifetime Stern-Volmer plots for the
acrylamide quenching of staphylococcal nuclease A at 20°C, pH 7.
Lifetimes were measured at 50 MHz. Solid lines are a simultaneous fit
with R (fixed) = 7 Å, τ0 = 4.60 ns, and D = 0.058 x 10–5 cm2/s. Revised
from [91].

Figure 9.31. Frequency-response of the NATA intensity decay in
propylene glycol at –60°C. The data (!) are for NATA with 1.048 M
acrylamide at –60°C, and the solid line represents the best DDQ fit.
The dashed line shows the RBC fit with D = 0. Reprinted with permis-
sion from [78]. Copyright © 1994, American Society for
Photobiology.



by the RBC model. The data show a decrease in lifetime
even in the absence of diffusion. This is not consistent with
a sphere of action because the fluorophore–quencher pairs
within the sphere are quenched and do not contribute to the
intensity decay. Such data (Figure 9.31) can be explained
by a short range exponential interaction.

9.6.2. Distance-Dependent Quenching 
in Proteins

The concept of distance-dependent quenching has been
used to explain the quenching of protein phosphorescence
by polar molecules (nitrite and azide), which were not
expected to penetrate the proteins94. A number of single-
tryptophan proteins were examined, for which the crystal
structures were known. There was a strong correlation
between the quenching constant and the distance of the
tryptophan to the surface of the protein (Figure 9.32). The
quenching constants were not sensitive to solution viscosi-
ty, suggesting that the rate of quenching was sensitive to the
distance of closest approach. The exponential dependence
of quenching constants on distance from the surface indi-
cated that electron transfer or electron exchange governed
the quenching process.
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PROBLEMS

P9.1. Calculation of an Oxidation Potential for a Fluoro-
phore: Figures 9.17 and 9.18 show that PET occurs from
1,8-naphthalimide to methylviologen. Calculate the
maximum value of the reduction potential E(D+/D) for
the fluorophore above which PET would not occur. The
reduction potential of MV2+ is 0.4 V. The wavelength of
the lowest electronic transition is 365 nm.

P9.2.  Figure 9.33 shows emission spectra of two compounds.
The short- and long-wavelength emissions are due to the
fluorescence and phosphorescence of the dimethoxy-
naphthalene moiety. Explain the different fluorescence
intensities of the two compounds.
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Figure 9.33. Emission spectra of DMN-6-Py and DMN-6-Py-Me in
ethanol glass at 77°K. Revised from [56].



Measurements of fluorescence anisotropy are a powerful
tool in biochemical research and medical testing. Upon
excitation with polarized light the emission from many
samples is also polarized. The extent of polarization of the
emission is described in terms of the anisotropy (r). Sam-
ples exhibiting nonzero anisotropies are said to display
polarized emission. The origin of anisotropy is the exis-
tence of transition moments for absorption and emission
that lie along specific directions within the fluorophore
structure. In homogeneous solution the ground-state fluo-
rophores are all randomly oriented. When exposed to polar-
ized light, those fluorophores that have their absorption
transition moments oriented along the electric vector of the
incident light are preferentially excited. Hence the excited-
state population is partially oriented. A significant fraction
of the excited molecules have their transition moments ori-
ented along the electric vector of the polarized exciting
light.

The emission can become depolarized by a number of
processes, the relative importance of which depends upon
the sample under investigation. All chromophores have
transition moments that occur along a specific direction in
the molecular axis. Rotational diffusion changes the direc-
tion of the transition moments and is one common cause of
depolarization. Anisotropy measurements reveal the aver-
age angular displacement of the fluorophore that occurs
between absorption and subsequent emission of a photon.
This angular displacement is dependent upon the rate and
extent of rotational diffusion during the lifetime of the
excited state. The rate of rotational diffusion depends on the
viscosity of the solvent and the size and shape of the rotat-
ing molecule. The rotational rate of fluorophores in solution
is dependent upon the viscous drag imposed by the solvent.
A change in solvent viscosity will result in a change in flu-
orescence anisotropy. For small fluorophores in low-viscos-
ity solutions the rate of rotational diffusion is typically
faster than the rate of emission. Under these conditions the
emission is depolarized and the anisotropy close to zero.

The dependence of fluorescence anisotropy upon fluo-
rophore motions has resulted in numerous applications of
this technique in biochemical research. This is because the
timescale of rotational diffusion of biomolecules is compa-
rable to the decay time of many fluorophores. For instance,
a protein with a molecular weight of 25 kD can be expect-
ed to have a rotational correlation time near 10 ns. This is
comparable to the lifetime of many fluorophores. Hence
factors that alter the rotational correlation time will also
alter the anisotropy. For biomolecules the anisotropy is
decreased due to both rotational diffusion and internal flex-
ibility. As examples we note that fluorescence anisotropy
measurements have been used to quantify protein denatura-
tion, which usually results in increased flexibility of the
peptide backbone, and protein association with other
macromolecules, which changes the overall rate of rotation.
Anisotropy measurements can also be used to measure the
dynamics of proteins. The anisotropies of membrane-bound
fluorophores have been used to estimate the internal vis-
cosities of membranes and the effects of lipid composition
upon the membrane phase-transition temperature. In addi-
tion, anisotropy measurements are widely used in clinical
chemistry in the form of fluorescence-polarization
immunoassays.

In this chapter we describe the fundamental theory for
steady-state measurements of fluorescence anisotropy. We
also describe selected biochemical applications. In the sub-
sequent chapters we will describe time-resolved anisotropy
measurements and advanced applications.

10.1. DEFINITION OF FLUORESCENCE
ANISOTROPY

The measurement of fluorescence anisotropy is illustrated
in Figure 10.1. For most experiments the sample is excited
with vertically polarized light. The electric vector of the
excitation light is oriented parallel to the vertical or z-axis.
The intensity of the emission is measured through a polar-
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izer. When the emission polarizer is oriented parallel (||) to
the direction of the polarized excitation the observed inten-
sity is called I||. Likewise, when the polarizer is perpendicu-
lar (⊥) to the excitation the intensity is called I⊥. These
intensity values are used to calculate the anisotropy:1

(10.1)

The anisotropy is a dimensionless quantity that is independ-
ent of the total intensity of the sample. This is because the
difference (I|| – I⊥) is normalized by the total intensity,
which is IT = I|| + 2I⊥. The anisotropy is an intensity ratio-
metric measurement. In the absence of artifacts the
anisotropy is independent of the fluorophore concentration.

In earlier publications and in the clinical literature, the
term polarization is frequently used. The polarization is
given by

(10.2)

The polarization and anisotropy values can be inter-
changed using

(10.3)

(10.4)

The polarization and anisotropy contain the same informa-
tion, but the use of polarization should be discouraged.
Anisotropy is preferred because it is normalized by the total
intensity IT = I|| + 2I⊥, which results in simplification of the
equations. Suppose the sample contains several emitting
species with polarization values Pi and fractional intensities
fi. The polarization of this mixture ( ) is given by2

(10.5)

In contrast, the average anisotropy (r�) is given by

(10.6)

where ri indicates the anisotropies of the individual species.
The latter expression is clearly preferable. Furthermore, fol-
lowing pulsed excitation the fluorescence anisotropy decay
r(t) of a sphere is given by

(10.7)

where r0 is the anisotropy at t = 0, and θ is the rotational
correlation time of the sphere. The decay of polarization is
not a single exponential, even for a spherical molecule.

Suppose that the light observed through the emission
polarizer is completely polarized along the transmission
direction of the polarizer. Then I⊥ = 0, and P = r = 1.0. This
value can be observed for scattered light from an optically
dilute scatterer. Completely polarized emission is never
observed for fluorescence from homogeneous unoriented
samples. The measured values are smaller due to the angu-
lar dependence of photoselection (Section 10.2.1). Com-
pletely polarized emission can be observed for oriented
samples.

Now suppose the emission is completely depolarized.
In this case I|| = I⊥ and P = r = 0. It is important to note that
P and r are not equal for intermediate values. For the
moment we have assumed these intensities could be meas-
ured without interference due to the polarizing properties of
the optical components, especially the emission monochro-
mator (Chapter 2). In Section 10.4 we will describe meth-
ods to correct for this effect.

r(t ) � r0e
� t/θ

r � ∑
i

 firi
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Figure 10.1. Schematic diagram for measurement of fluorescence
anisotropies.



10.1.1. Origin of the Definitions of Polarization
and Anisotropy

One may wonder why two widely used measures exist for
the same phenomenon. Both P and r have a rational origin.
Consider partially polarized light traveling along the x axis
(Figure 10.2). The intensities Iz and Iy can be measured with
a detector and polarizer positioned on the x-axis. The polar-
ization of this light is defined as the fraction of the light that
is linearly polarized. Specifically,

(10.8)

where p is the intensity of the polarized component and n
the intensity of the natural component. The intensity of the
natural component (n) is given by n = 2Iy. The remaining
intensity is the polarized component, which is p = Iz – Iy.
For vertically polarized excitation Iz = I|| and Iy = I⊥. Substi-
tution into eq. 10.8 yields eq. 10.2, which is the standard
definition for polarization.

The anisotropy (r) of a light source is defined as the
ratio of the polarized component to the total intensity (IT):

(10.9)

When the excitation is polarized along the z-axis, emission
from the fluorophores is symmetric around the z-axis (Fig-
ure 10.3). Hence Ix = Iy. Recalling Iy = I⊥ and Iz = I||, one
obtains eq. 10.1.

The polarization is an appropriate parameter for
describing a light source when a light ray is directed along
a particular axis. In this case p + n is the total intensity and
P the ratio of the excess intensity along the z-axis divided
by the total intensity. This distribution of the emission is

shown in Figure 10.3 for a dipole oriented along the z-axis.
In contrast, the radiation emitted by a fluorophore is sym-
metrically distributed about the z-axis. The anisotropy is the
ratio of the excess intensity that is parallel to the z-axis,
divided by the total intensity. It is interesting to notice that
a dipole oriented along the z-axis does not radiate along this
axis, and cannot be observed with a detector on the z-axis.

10.2. THEORY FOR ANISOTROPY

The theory for fluorescence anisotropy can be derived by
consideration of a single molecule.3 Assume that the
absorption and emission transition moments are parallel.
This is nearly true for the membrane probe 1,6-diphenyl-
1,3,5-hexatriene (DPH). Assume this single molecule is ori-
ented with angles θ relative to the z-axis and φ relative to
the y-axis (Figure 10.4). Of course, the ground-state DPH
molecules will be randomly oriented in an isotropic solvent.
If the excitation is polarized along the z-axis then there will
be some preferential orientation of the excited-state popula-
tion along this axis. It is known that emitting fluorophores
behave like radiating dipoles.4 Except for the quantized
energy, the far-field radiation can be described completely
by classical electrodynamics. Our goal is to calculate the
anisotropy that would be observed for this oriented mole-
cule in the absence of rotational diffusion. These assump-
tions of parallel dipoles, immobility, random ground-state
orientation, and z-axis symmetry simplify the calculations.

Prior to deriving the expressions for anisotropy it is
instructive to understand the origin of Figure 10.4. This fig-
ure shows I|| and I⊥ being proportional to the projection of
the transition moment onto the axes. This is true because
the projection of the transition moment is the same as the

r �
Iz � Iy

Ix � Iy � Iz
�
Iz � Iy
IT

P �
p

p � n
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Figure 10.2. Polarization of a ray of light. Figure 10.3. Electric field from a radiating dipole oriented along the
z-axis. The thin arrows on the lines indicate the direction of the elec-
tric field E. The wide arrows indicate the direction of energy migra-
tion, which is symmetrical around the z-axis.



projection of the electric field created by the fluorophore.
The shape in Figure 10.3 shows the spatial distribution of
light emitted by a dipole oriented along the z-axis. The elec-
tric field created by the fluorophore is described by5–6

(10.10)

where k is a constant, r is the distance from the fluorophore
and is a unit vector along the θ coordinate. The intensi-
ty of emitted light is proportional to the square of the elec-
tric field and is given by

(10.11)

where is a unit vector in the direction of propagation.
With this background we can understand the parallel

and perpendicular intensities due to a dipole with some
arbitrary orientation. Figure 10.5 shows the emission inten-
sity for a dipole oriented the same as the previous DPH
molecule. The electric field is always tangential to this sur-
face. Around the equator of this surface the electric field
points in the same direction as the emission transition
moment. Hence the projection of the field onto the z-axis is
proportional to cos θ and the intensity is proportional to

cos2 θ. Similarly, the field along the x-axis is proportional
to sin θ sin φ. The polarized intensities are due to the pro-
jected electric fields, but it is usually easier to think in terms
of molecular orientation rather than the radiated field.
Hence we use diagrams such as Figure 10.4 to describe the
anisotropy theory.

We now know the light polarized intensity along an
axis is proportional to projection of the transition moments
into this axis. Hence the parallel and perpendicular intensi-
ties for the molecule in Figure 10.4 are given by

(10.12)

(10.13)

We now need to consider randomly oriented fluo-
rophores excited with polarized light. The anisotropy is cal-
culated by performing the appropriate averaged intensities
based on excitation photoselection and how the selected
molecules contribute to the measured intensity. For excita-
tion polarized along the z-axis all molecules at an angle φ
from the y-axis are excited with equal probability. That is,
the population of excited fluorophore is symmetrically dis-
tributed around the z-axis. The population of excited mole-
cules is oriented with values of φ from 0 to 2π with equal
probability. Hence we can eliminate the φ dependence in eq.
10.13. The average value of sin2 φ is given by

(10.14)< sin 
2φ> �

�2π
0  sin 

2φ  dφ

�2π
0  dφ

�
1

2

I�(θ,φ ) �  sin 
2θ  sin 

2φ

I||(θ,φ ) �  cos 
2θ

r̂

I(θ,φ ) � k2  sin 
2θ

r2
 r
^
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 sin θ
r
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Figure 10.4. Emission intensities for a single fluorophore in a coordi-
nate system.

Figure 10.5. Radiating dipole in a coordinate system.



and therefore

(10.15)

(10.16)

Now assume we are observing a collection of fluo-
rophores that are oriented relative to the z-axis with a prob-
ability f(θ). In the following section we will consider the
form of f(θ) expected for excitation photoselection. The
measured fluorescence intensities for this collection of mol-
ecules are

(10.17)

(10.18)

where f(θ) dθ is the probability that a fluorophore is orient-
ed between θ and θ + dθ, and k is an instrumental constant.
Using eq. 10.1 and the identity sin2 θ = 1 – cos2 θ, one finds
that

(10.19)

Hence the anisotropy is determined by the average value of
cos2 θ, where θ is the angle of the emission dipole relative
to the z-axis. This expression is only correct for samples
that display z-axis symmetry. A different expression is
needed to describe the anisotropy of a fluorophore oriented
with unique angles θ and φ.

It is instructive to consider the relationship between r
and θ. For a single fluorophore oriented along the z-axis,
with colinear transitions, θ = 0, the use of eq. 10.19 shows
that r = 1.0. However, it is not possible to obtain a perfect-
ly oriented excited-state population with optical excitation
of homogeneous solutions. Hence the anisotropies are
always less than 1.0. Complete loss of anisotropy is equiv-
alent to θ = 54.7E. This does not mean that each fluorophore
is oriented at 54.7E, or that they have rotated through 54.7E.
Rather, it means that the average value of cos2 θ is 1/3,
where θ is the angular displacement between the excitation
and emission moments. In the derivation of eq. 10.19 we
assumed that the transition moments were colinear. A
slightly more complex expression is necessary for almost

all fluorophores because the transition moments are rarely
colinear. In addition, we have not yet considered the effects
of photoselection on the anisotropy values.

10.2.1. Excitation Photoselection of Fluorophores

When a sample is illuminated with polarized light, those
molecules with absorption transitions aligned parallel to the
electric vector of the polarized excitation have the highest
probability of excitation. The electric dipole of a fluo-
rophore need not be precisely aligned with the z-axis to
absorb light polarized among this axis. The probability of
absorption is proportional to the cos2 θ, where θ is the angle
the absorption dipole makes with the z-axis.7 Hence, excita-
tion with polarized light results in a population of excited
fluorophores that are partially oriented along the z-axis
(Figure 10.6). This phenomenon is called photoselection.
The excited-state population is symmetrical around the z-
axis. Most of the excited fluorophores are aligned close to
the z-axis, and very few fluorophores have their transition
moments oriented in the x-y plane. For the random ground-
state distribution, which must exist in a disordered solution,
the number of molecules at an angle between θ and θ + dθ
is proportional to sin θ dθ. This quantity is proportional to
the surface area on a sphere within the angles θ and θ + dθ.

r �
3< cos 

2θ> � 1

2

I� �
1

2
 � π/2

0 f( θ )   sin2θ  dθ �
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Figure 10.6. Excited-state distribution for immobile fluorophores
with r0 = 0.4.



Hence, the distribution of molecules excited by vertically
polarized light is given by

(10.20)

The probability distribution given by eq. 10.20 determines
the maximum photoselection that can be obtained using
one-photon excitation of an isotropic solution. More highly
oriented populations can be obtained using multiphoton
excitation.7

The anisotropy is a function of <cos2 θ> (eq. 10.19).
Hence, calculation of <cos2 θ> allows calculation of the
anisotropy. For colinear absorption and emission dipoles
the value of <cos2 θ> is given by

(10.21)

Substitution of 10.20 into 10.21 yields <cos2 θ> = 3/5.
Equation 10.19 shows a maximum anisotropy of 0.4. This
is the value that is observed when the absorption and emis-
sion dipoles are colinear, and when there are no processes
which result in depolarization. Under these conditions the
excited-state population is preferentially oriented along the
z-axis (Figure 10.6) and the value of I⊥ is one-third the
value of I|| (I|| = 3I⊥). This value of r = 0.4 is considerably
smaller than that possible for a single fluorophore oriented
along the z-axis (r = 1.0).

It is important to remember that there are other possi-
ble origins for polarized light. These include reflections and
light scattered by the sample. For a dilute scattering solu-
tion, where there is a single scattering event, the anisotropy
is close to 1.0. Scattered light can interfere with anisotropy
measurements. If the measured anisotropy for a randomly
oriented sample is greater than 0.4, one can confidently
infer the presence of scattered light in addition to fluores-
cence. The maximum anisotropy of 0.4 for colinear absorp-
tion and emission dipoles is a consequence of the cos2 θ
probability of light absorption. Anisotropy values can
exceed 0.4 for multiphoton excitation (Chapter 18).

10.3. EXCITATION ANISOTROPY SPECTRA

In the preceding section we assumed that the absorption and
emission moments were colinear (r0 = 0.4). Few fluo-
rophores display r0 = 0.4. For most fluorophores the r0 val-
ues are less than 0.4, and in general the anisotropy values

depend on the excitation wavelength. This is explained by
the transition moments being displaced by an angle β rela-
tive to each other. In the previous section (eqs.
10.12–10.19) we demonstrated that displacement of the
emission dipole by an angle θ from the z-axis resulted in a
decrease in the anisotropy by a factor (3cos2 θ – 1)/2. Sim-
ilarly, the displacement of the absorption and emission
dipoles by an angle β results in a further loss of anisotropy.
The observed anisotropy in a vitrified dilute solution is a
product of the loss of anisotropy due to photoselection
(2/5), and that due to the angular displacement of the
dipoles. The fundamental anisotropy of a fluorophore is
given by

(10.22)

where β is the angle between the absorption and emission
transitions.

The term r0 is used to refer to the anisotropy observed
in the absence of other depolarizing processes such as rota-
tional diffusion or energy transfer. For some molecules β is
close to zero. For example, r0 values as high as 0.39 have
been measured for DPH, although slightly lower values are
frequently reported.8–10 An anisotropy of 0.39 corresponds
to an angle of 7.4E between the dipoles, whereas r0 = 0.4
corresponds to an angle of 0E. The fundamental anisotropy
value is zero when β = 54.7E. When β exceeds 54.7E the
anisotropy becomes negative. The maximum negative value
(–0.20) is found for β = 90E. These values for both r0 and
P0 are summarized in Table 10.1. For any fluorophore ran-
domly distributed in solution, with one-photon excitation,
the value of r0 must be within the range from –0.20 to 0.40
for single-photon excitation.

Measurement of the fundamental anisotropy requires
special conditions. In order to avoid rotational diffusion the
probes are usually examined in solvents that form a clear
glass at low temperature, such as propylene glycol or glyc-
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 ( 3 cos 
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Table 10.1. Relationship between the Angular 
Displacement of Transition Moments (β) and the 
Fundamental Anisotropy (r0) or Polarization (P0)

β (deg)                           r0 P0

0 0.40 0.50 = 1/2
45 0.10 0.143 =1/7
54.7 0.00 0.000
90 –0.20 –0.333 = –1/3



erol. Additionally, the solutions must be optically dilute to
avoid depolarization due to radiative reabsorption and emis-
sion, or due to resonance energy transfer. One commonly
used solvent for measuring fundamental anisotropies is
propylene glycol at –60 to –70EC. Under these conditions
the fluorophores remain immobile during the lifetime of the
excited state. Glycerol also forms a rigid glass at low tem-
perature. However, glycerol typically displays more auto-
fluorescence than propylene glycol. At similar temperatures
phosphorescence from the fluorophores seems to be more
common in glycerol than in propylene glycol. In these rigid
solutions the measured anisotropy values (r0) provide a
measure of the angle between the absorption and emission
dipoles (eq. 10.22). Since the orientation of the absorption
dipole differs for each absorption band, the angle β varies
with excitation wavelength. The changes in the fundamen-
tal anisotropy with excitation wavelength can be understood
as a rotation of the absorption transition moment. A more
precise explanation may be the changing contributions of
two or more electronic transitions, each with a different
value of β. As the excitation wavelength changes, so does
the fraction of the light absorbed by each transition (Section
10.3.1).

The anisotropy spectrum is a plot of the anisotropy ver-
sus the excitation wavelength for a fluorophore in a dilute
vitrified solution. The anisotropy is usually independent of
the emission wavelength, so only excitation anisotropy
spectra are reported. The lack of dependence on emission
wavelength is expected since emission is almost always
from the lowest singlet state. If emission occurs from more
than one state, and if these states show different emission
spectra, then the anisotropies can be dependent upon emis-
sion wavelength. Such dependence can also be observed in
the presence of solvent relaxation (Chapter 7). In this case
anisotropy decreases with increasing wavelength because
the average lifetime is longer for longer wavelengths
(Chapter 12). This effect is generally observed when the
spectral relaxation time is comparable to the fluorescence
lifetime. In completely vitrified solution, where solvent
relaxation does not occur, the anisotropy is usually inde-
pendent of emission wavelength.

The largest r0 values are usually observed for excitation
into the longest wavelength absorption band.11 This is
because the lowest singlet state is generally responsible for
the observed fluorescence, and this state is also responsible
for the long-wavelength absorption band (Kasha's rule).
Absorption and emission involving the same electronic
transition have nearly colinear moments. Larger β values

(lower r0 values) are obtained upon excitation into higher
electronic states, which are generally not the states respon-
sible for fluorescence emission. Rather, the fluorophores
relax very rapidly to the lowest singlet state. The excitation
anisotropy spectrum reveals the angle between the absorp-
tion and emission transition moments. However, the direc-
tion of these moments within the molecule itself are not
revealed. Such a determination requires studies with
ordered systems, such as crystals or stretched films.12–14

These general features of an anisotropy spectrum are
illustrated in Figure 10.7 for DAPI in an isotropic
(unstretched) polyvinyl alcohol film.15 This film is very vis-
cous, so the fluorophores cannot rotate during the excited-
state lifetime. The absorption and emission dipoles are in
the plane of the rings. For excitation wavelengths longer
than 330 nm the r0 value is relatively constant. The relative-
ly constant r0 value across the S0 6 S1 transition, and a grad-
ual tendency towards higher r0 values at longer wave-
lengths, is typical of many fluorophores. As the excitation
wavelength is decreased the anisotropy becomes more
strongly dependent on wavelength. Different anisotropies
are expected for the S0 6 S1, S0 6 S2 and higher transitions.

The excitation anisotropy spectrum of DAPI is rather
ideal because r0 is relatively constant across the long wave-
length absorption band. Many fluorophores show a gradual
decrease in r0 as the excitation wavelength is decreased.
This property is illustrated for 9-anthroyloxy stearic acid
(9-AS) in Figure 10.8. When using such probes careful con-
trol of the excitation wavelength is needed if the experi-
ments depend on knowledge of the r0 values.
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Figure 10.7. Excitation anisotropy spectra of DAPI in an unstretched
polyvinyl alcohol film (solid). The dashed line is the absorption spec-
trum. Revised and reprinted with permission from [15]. Copyright ©
1989, American Chemical Society.



Figure 10.9 shows excitation and emission anisotropy
spectra for GFP that was packaged into the heads of T4 bac-
teriophage.17 Each phage head contains about 90 GFP mol-
ecules. Given the size of the phage heads, the anisotropy is
expected to be close to the fundamental anisotropy, which
is near 0.38. Homotransfer between the concentrated GFP
molecules was suggested as the reason for the lower

anisotropy. The anisotropy is constant across the emission
spectrum, which is typical of emission anisotropy spectra.

10.3.1. Resolution of Electronic States from 
Polarization Spectra

Some fluorophores can display complex anisotropy spectra,
even across the longest absorption band. One well-known
example is indole.18–20 The anisotropy varies abruptly with
excitation wavelength across the long-wavelength absorp-
tion band (Figure 10.10, top). This dependence was attrib-
uted to the two excited states of indole (1La and 1Lb), which
are responsible for the absorption from 250 to 300 nm.21–22

The transition moments are thought to be at an angle of 90E
relative to one another.23–24 Emission of indole occurs main-
ly from the 1La state.

This complex anisotropy spectrum can be used to
determine the absorption spectra corresponding to the S0 6
1La and S0 6 1Lb states.19 This example illustrates the addi-
tivity of anisotropies (eq. 10.6). This example is also impor-

360 FLUORESCENCE ANISOTROPY

Figure 10.8. Excitation anisotropy spectrum of 9-anthroyloxy stearic
acid (9-AS) in propylene glycol at –52°C. The same excitation
anisotropy spectrum was observed for 2-AS, 7-AS, 12-AS and 16-AP.
Revised and reprinted with permission from [16]. Copyright © 1982,
American Chemical Society.

Figure 10.9. Excitation anisotropy spectrum of Green Fluorescent
Protein. Figure courtesy of Drs. Z. Gryczynski, L. Black and R. B.
Thompson.

Figure 10.10. Excitation anisotropy spectrum of indole in vitrified
propylene glycol. Also shown are the calculated absorption spectra of
the 1La and 1Lb states. Revised from [19].



tant for an understanding of the fluorescence from trypto-
phan residues in proteins (Chapter 16). At any excitation
wavelength λ the observed anisotropy is

(10.23)

where fi(λ) represents the fractional contribution of the ith
state to the total absorption at the wavelength λ, and r0i rep-
resents the limiting anisotropy of this state. The assumption
was made that r0a and r0b are independent of wavelength,
that emission occurs only from the 1La state, and that the
quantum yield is independent of excitation wavelength. The
highest observed value of r0 was 0.3, and this value was
assigned to r0a. This means that absorption of the 1La state
is assumed to be dominant at excitation wavelengths of 300
nm and greater. Selection of a value for r0b is more difficult
since there is no obvious wavelength where the absorption
of 1Lb is dominant. The transition dipoles for 1La and 1Lb

states are thought to be perpendicular. The anisotropy
expected for 1Lb can be predicted using eq. 10.22, which
describes the loss in anisotropy due to an angular displace-
ment of two oscillators by a known angle. The maximum
value of r0 (0.4) is replaced by r0a = 0.3. Hence the
anisotropy of the 1Lb state is given by

(10.24)

Using β = 90E one obtains r0b = –0.15. These values of r0a

and r0b are used in eq. 10.23, along with the restriction that
the total fractional absorption is unity (fa(λ) + fb(λ) = 1), to
calculate the fractional absorption of each state as a func-
tion of wavelength. Rearrangement of eq. 10.23 yields

(10.25)

(10.26)

And finally, the absorption spectrum of each state is given
by

(10.27)

(10.28)

where A(λ) is the total absorption spectrum. These resolved
spectra are shown in the lower panel of Figure 10.10. The
1Lb absorption is structured, but this absorption is less
intense than the 1La absorption. The peak at 290 nm in the
absorption spectrum of indole is seen to be due to the 1Lb

state, and this peak absorption corresponds to a minimum in
the r0 value. Above 295 nm only the 1La state absorbs, and
the anisotropy is relatively constant. This is one reason why
295–300 nm excitation is used when studying the intrinsic
tryptophan emission of proteins. This example illustrates
how polarization spectra reveal the electronic properties of
fluorophores.

10.4. MEASUREMENT OF FLUORESCENCE
ANISOTROPIES

Prior to describing the applications of anisotropy, it is use-
ful to understand the methods used to measure the
anisotropy or polarization. We describe steady-state meas-
urements, but similar considerations apply to time-resolved
measurements of anisotropies. Two methods are commonly
used. These are the L-format method, in which a single
emission channel is used, and the T-format method, in
which the parallel and perpendicular components are ob-
served simultaneously through separate channels. The pro-
cedures described below are intended to correct for the dif-
ferent efficiencies of the instrumentation for detection of
the various polarized components of the emission (Chap-
ter 2).

10.4.1. L-Format or Single-Channel Method

The L format is used most frequently because most fluo-
rometers have only a single emission channel. Assume the
sample is excited with vertically polarized light, and the
emission is observed through a monochromator (Figure
10.11). The monochromator will usually have a different
transmission efficiency for vertically and horizontally
polarized light. Consequently, rotation of the emission
polarizer changes the measured intensities even if the sam-
ple emits unpolarized light. The measured intensities are
not the desired parallel and perpendicular intensities, but
rather intensities that are also proportional to the transmis-
sion efficiencies of the monochromator for each polarized
component. The objective is to measure these actual inten-
sities, I|| and I⊥, unbiased by the detection system.

We use two subscripts to indicate the orientation of the
excitation and emission polarizers, respectively. For exam-Ab(λ) � fb(λ)  A(λ)

Aa(λ) � fa(λ)  A(λ)

fb(λ) �
r0a � r0(λ)

r0a � r0b
�

0.3 � r0(λ)

0.45

fa(λ) �
r0(λ) � r0b

r0a � r0b
�
r0(λ) � 0.15

0.45

r0b � 0.30 ( 3 cos 
2β � 1

2
)

r0(λ) � fa(λ)r0a � fb(λ)r0b
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ple, IHV corresponds to horizontally polarized excitation
and vertically polarized emission. This notation is easy to
recall since the order of the subscripts represents the order
in which the light passes through the two polarizers. Let SV

and SH be the sensitivities of the emission channel for the
vertically and horizontally polarized components, respec-
tively. For vertically polarized excitation the observed
polarized intensities are

(10.29)

(10.30)

where k is a proportionality factor to account for the quan-
tum yield of the fluorophore and other instrumental factors
aside from the polarization-dependent sensitivity. Division
of 10.29 and 10.30 yields

(10.31)

The measured intensity ratio is different from the true value
by a factor G. To calculate the actual intensity ratio (I||/I⊥)

we need to determine the G factor, which is the ratio of the
sensitivities of the detection system for vertically and hori-
zontally polarized light:

(10.32)

If the measured intensities are not corrected for the G fac-
tor, the calculated anisotropy will be incorrect. For instance,
assume G = 2.0. This means that the emission monochro-
mator passes vertically polarized light, at the chosen emis-
sion wavelength, with twofold greater efficiency than hori-
zontally polarized light. The G factor is dependent upon the
emission wavelength, and to some extent the bandpass of
the monochromator. Frequently, anisotropy measurements
are performed using an emission filter rather than a mono-
chromator. Filters generally do not have a significant polar-
izing effect, and hence one expects G = 1.0. Nonetheless,
this factor should always be determined since rotation of
the emission polarizer can cause the focused image of the
fluorescence to change position, altering the effective sen-
sitivity.

The G factor is easily measured using horizontally
polarized excitation. With horizontally polarized excitation
the excited-state distribution is rotated to lie along the
observation axis. When this is done both the horizontally
and vertically polarized components are equal and propor-
tional to I⊥ (Figure 10.11). These components are equal
because the electric field is equally distributed around the
observation axis. Both polarizer orientations are perpendi-
cular to the polarization of the excitation. Any measured
difference in IHV and IHH must be due to the detection sys-
tem. Specifically,

(10.33)

Frequently the excitation intensity can change when the
excitation polarizer is rotated. This change is a constant fac-
tor in the numerator and denominator of eq. 10.33, and
hence cancels. When the G factor is known the ratio I||/I⊥

can be calculated using

(10.34)

The anisotropy is given by
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Figure 10.11. Schematic diagram for L-format measurements of flu-
orescence anisotropy. MC, monochromators. The shapes on the right
are the excited-state distributions.



(10.35)

which is frequently used in the alternative form:

(10.36)

10.4.2. T-Format or Two-Channel Anisotropies

In the T-format method the intensities of the parallel and
perpendicular components are measured simultaneously
using two separate detection systems (Figure 10.12). The
emission polarizers are left unchanged, so the sensitivity
of each channel remains the same during the measurement.
It is still necessary to measure the relative sensitivity of
the two detection systems, which is accomplished using
horizontally polarized excitation. The T-format measure-
ments are performed as follows. The excitation polarizer
is first placed in the vertical orientation to measure the
ratio of the parallel and perpendicular signals (RV). This
ratio is given by

(10.37)

where G|| and G⊥ are the sensitivities of the parallel and per-
pendicular channels, respectively. This ratio can be adjust-
ed to unity, but in practice it is easier to simply measure the
ratio. This ratio is measured again using horizontally polar-
ized excitation. Then both emission channels observe I⊥

(Figure 10.12). Hence the ratio of intensities is given by

(10.38)

Division of 10.37 by 10.38 yields

(10.39)

which can be used to calculate the anisotropy (eq. 10.35).
The excitation intensity may vary upon rotation of the exci-
tation polarizer. This factor cancels in taking the ratio.
However, difficulties can arise if light from the excitation
monochromator is completely polarized in either the verti-

cal or horizontal direction (Chapter 2). Then either RH or RV

cannot be measured because of inadequate light intensity.
This difficulty can be avoided by using a different excita-
tion wavelength where adequate intensity is available for
each polarization. This is acceptable because RV and RH are
properties of the detection system, and are not dependent on
the excitation wavelength or the degree of polarization dis-
played by the sample. The theoretical maximum for I||/I⊥ is
3 (r = 0.4). Values of I||/I⊥ in excess of 3 generally indicate
an artifact, typically scattered light. Scattered light is 100%
polarized (I||/I⊥ = 4, r = 1.0), and a small percentage of such
light can seriously distort the anisotropy values.

10.4.3. Comparison of T-Format and 
L-Format Measurements

For fluorometers with a single emission channel the L for-
mat must be used to measure anisotropies. This procedure
requires four individual measurements: IVV, IVH, IHV, and
IHH. The latter two determine the G factor, which does not
need to be measured each time. The T-format method again
requires four intensity measurements, which appear as two

RV

RH
�
I||

I�

RH � G||/G�

RV �
G||I||

G�I�

r �
IVV � GIVH

IVV � 2GIVH

r �
I||/I� � 1

I||/I� � 2
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Figure 10.12. Schematic diagram for T-format measurements of fluo-
rescence anisotropy.



ratios. Because of the simultaneous measurement, fluctua-
tions in signal intensity are canceled in T-format measure-
ments. In the early days of fluorescence spectroscopy T-for-
mat measurements were preferred. With modern instru-
ments there no longer seems to be any significant advantage
to T-format measurements, except possibly for a decreased
time for data acquisition. L-format measurements are rou-
tinely used in this laboratory.

10.4.4. Alignment of Polarizers

Accurate measurement of fluorescence anisotropies
requires that the polarizers be precisely positioned in the
vertical and horizontal orientations. The alignment can be
easily checked and adjusted using a dilute suspension of
glycogen or colloidal silica in water. The scattered light is
100% polarized, that is, r = 1.0. In this laboratory we con-
sider the alignment to be adequate when the measured value
is 0.97 or larger. It is essential to use dilute suspensions of
scatterer. Otherwise multiple scattering events lead to
decreased values of polarization.

Alignment can be accomplished as follows. The exci-
tation polarizer is rotated to the approximate vertical posi-
tion. Precise vertical alignment is not necessary since the
scattered light is vertically polarized. The angular align-
ment of the emission polarizer is adjusted so that the mini-
mum intensity is observed. This is the horizontal position.
It is preferable to use this minimum intensity for alignment.
The maximum intensity for the vertical component is less
sharply defined. One should check that the vertical polariz-
er stop is also properly adjusted. Rotation of the emission
polarizer should now yield the maximum and minimum
intensities when the polarizer is at the vertical and horizon-
tal stops, respectively. These adjustments should be per-
formed with the emission monochromator removed, or its
wavelength chosen for approximate equal transmission effi-
ciencies for vertically and horizontally polarized light. Oth-
erwise, the polarizing properties of the emission monochro-
mator could interfere with the alignment. The wavelength
selection for equal transmission efficiencies can be accom-
plished using either horizontally polarized excitation, to
obtain I|| = I⊥, or a sample whose emission is not polarized.
Examples of such solutions are 9-cyanoanthracene in the
fluid solvent ethanol or [Ru(bpy)3]2+ in water.11

Alignment of the excitation polarizer is performed in a
similar manner. The emission polarizer should be set in the
vertical position. The minimum and maximum intensities of
scattered light should be observed when the excitation

polarizer is at its horizontal and vertical stops, respectively.
Once again one should consider the polarization properties
of the excitation monochromator.

10.4.5. Magic-Angle Polarizer Conditions

The goal of intensity measurements is usually to measure a
signal proportional to the total intensity (IT), and not pro-
portional to I|| or I⊥. However, since the transmission effi-
ciency of the emission monochromator depends on polar-
ization, the observed signal is not exactly proportional to I||

+ 2I⊥, but rather to some other combination of I|| and I⊥. By
the use of polarizers the measured intensity can be propor-
tional to the total intensity, IT = I|| + 2I⊥, irrespective of the
degree of polarization of the sample. To accomplish this the
excitation polarizer is oriented in the vertical position and
the emission polarizer is oriented (54.7E) from the vertical.
Since cos2 54.7E = 0.333 and sin2 54.7E = 0.667, these
polarizer settings result in I⊥ being selected twofold over I||,
forming the correct sum for IT = I|| + 2I⊥. The use of magic-
angle conditions is especially important for intensity decay
measurements. The intensity decays of the vertically and
horizontally polarized components are usually distinct. If
I||(t) and I⊥(t) are not properly weighted, then incorrect
decay times are recovered. If the anisotropy is zero, then the
correct intensity and intensity decay times are recovered
independent of polarizer orientation.

10.4.6. Why is the Total Intensity Equal to I|| + 2I⊥?

It is widely known that the total intensity is given by I|| +
2I⊥, but the origin of this result is less widely understood. It
is actually quite simple. For any fluorophore the total inten-
sity is equal to the sum of the intensities along the three
axes: IT = Ix + Iy + Iz. Each intensity is given by the square
of the transition moment projection on each axis. Using
these terms from Figure 10.4, the sum of the three projec-
tions is unity. This is true for every fluorophore, so that if
the three intensities are measured all fluorophores con-
tribute equally to the total intensity, regardless of this orien-
tation. Now suppose the sample has z-axis symmetry. Then
Iz = I|| + 2I⊥.

10.4.7. Effect of Resonance Energy Transfer 
on the Anisotropy

In Section 10.3 we discussed an intrinsic cause of depolar-
ization, namely, angular displacement between the absorp-
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tion and emission moments. The fluorophores were
assumed to be immobile and the excited state was assumed
to remain localized on the originally excited fluorophore.
The anisotropy can also be decreased by extrinsic factors
that act during the lifetime of the excited state. These
include rotational diffusion of the fluorophore and the reso-
nance energy transfer (RET) of energy among fluorophores
(Chapter 13). Both processes result in additional angular
displacement of the emission oscillator and hence lower
anisotropies.

The effects of rotational diffusion and energy transfer
are easily separated by selection of the experimental condi-
tions. For example, Brownian rotations cause negligible
depolarization when the rotational rate is much slower than
the rate of fluorescence emission. Therefore, rotation dif-
fusion can be decreased or eliminated using low tempera-
tures and/or high viscosities. Radiationless energy transfer
occurs only in concentrated solution where the average
distance between the fluorophore molecules is comparable
to a characteristic distance R0, which is typically near 40 Å.
Millimolar fluorophore concentrations are required
to obtain this average distance (Chapter 13). This concen-
tration is considerably larger than the usual concentrations
required for fluorescence measurements, which are
about 10–6 M. Hence radiationless energy transfer is easily
avoided by the use of dilute solutions. The solutions
also need to be adequately diluted so that radiative transfer
does not occur.

The effect of RET on the anisotropy is illustrated by
the excitation anisotropy spectrum of fluorescein in dilute
and concentrated solution.25 Fluorescein is subject to radia-
tive (emission and reabsorption) and non-radiative energy
transfer because of the small Stokes shift. In this experi-
ment (Figure 10.13) radiative transfer was avoided by using
thin samples, and rotational diffusion was eliminated by
using a vitrified sample. Under these experimental condi-
tions RET is the only mechanism that can decrease the
anisotropy. In dilute solution fluorescein displays its char-
acteristic anisotropy spectrum, with high anisotropy for
excitation above 380 nm. At high concentration the
anisotropy is decreased. This effect is due to RET between
fluorescein molecules. In random solution it is known that
a single non-radiative transfer step reduces the anisotropy to
4% of the initial value.26–29 Hence RET is an effective
mechanism in depolarization. The presence or absence of
RET can usually be predicted from the concentration in the
sample and the spectral properties of the probes.

Examination of Figure 10.13 reveals that the
anisotropy (polarization) of the concentrated sample
increases for excitation wavelengths longer than 460 nm.
This increase is due to the failure of energy transfer with red
edge excitation (Chapter 7). The anisotropy increases
because the red-edge excitation results in a shift of the
emission spectrum to longer wavelength, decreased spectral
overlap, and less energy transfer.

10.4.8. Trivial Causes of Depolarization

The measured anisotropies can be lower than the actual val-
ues for several trivial reasons, including light scattering,
reabsorption, and misalignment of the polarizers. While
these are nontrivial experimental problems, they are
dependent only on the optical conditions of the experiment
and do not provide useful information on the molecular
properties of the sample.

Biological samples, such as aqueous suspensions of
membranes, are frequently turbid. This turbidity can cause
scattering of both the incident light and the emitted pho-
tons. The scattered incident light can result in excitation,
and the emitted photons can be scattered prior to observa-
tion. Each scattering event is thought to decrease the
anisotropy of the scattered photon from 0.85 to 0.7 of the
value in the absence of scatter.30–31 The magnitude of the
effect depends on the size of the scatterer. The observed
anisotropy is expected to decrease linearly with the optical
density due to turbidity. The actual proportionality constant
will depend upon the sample under investigation.32 It is
therefore advisable to investigate the effect of turbidity for
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Figure 10.13. Excitation polarization spectra of fluorescein in propy-
lene glycol at –50°C. Radiative transfer was avoided by using thin
samples, 30 to 50 microns thick. Revised and reprinted with permis-
sion from [25].



any sample which displays visible turbidity. This can be
accomplished by either actual dilution of the sample or
using a cuvette with smaller dimensions. If dilution does
not change in anisotropy, then there is unlikely to be signif-
icant depolarization due to scattering.

A more serious effect of scattering is the possibility
that scattered light reaches the detector. This is particularly
true for dilute solutions where the intensity is low, and scat-
tering from the optics and sample can be significant. Since
the scattered light will be highly polarized (r = 1.0), a small
percentage of scattered light can result in significant
changes in the anisotropy (eq. 10.6, see also Problem 10.2).
If scattered light reaches the detector, then the measured
anisotropy will usually increase relative to its true value.

Another trivial cause of depolarization is radiative
transfer, which is the reabsorption of emitted photons. It is
more difficult to eliminate radiative transfer since it can
occur at lower concentrations than RET. In fact, radiative
transfer is a frequent cause of low anisotropy values for flu-
orescein. Because of their large spectral overlap, fluores-
cein solutions often show the effects of radiative transfer.
Surprisingly, radiative transfer is less effective than RET in
depolarization. A single radiative transfer step reduces the
anisotropy to 28% of its initial value,33–34 as compared to
4% of the initial value for a single RET step.

Measured anisotropy values can also be too low due to
misalignment or inefficiency of the polarizers. Film polar-
izers become less ideal at short wavelengths. The polarizers
can be tested by examination of a dilute scattering solution
(Section 10.4.4.). And, finally, one should always examine
a blank sample that scatters light approximately the same as
the sample. Background signals can be especially problem-
atic for anisotropy measurements. The background signal
may be polarized if due to scattered light, or unpolarized if

due to low-molecular-weight impurities. Hence, back-
ground signals can either increase or decrease the
anisotropy. In order to correct for background it is neces-
sary to measure the four individual intensities from the
blank sample, and subtract them from each respective inten-
sity value in eq. 10.36.

10.4.9. Factors Affecting the Anisotropy

The various factors that can affect the anisotropy were sum-
marized in an insightful table,3 which outlines the experi-
mental conditions for various anisotropy measurements
(Table 10.2). The fundamental anisotropy can be measured
in dilute highly viscous solution, where rotational diffusion
or RET do not occur. Information about the Förster distance
(R0) for hetero- or homo-RET can be obtained from studies
in concentrated viscous solution. The most interesting con-
dition designated in Table 10.2 is that for dilute non-viscous
solutions. In such solutions the anisotropy is primarily
determined by rotational motion of the fluorophore. For
labeled proteins these motions are dependent upon the size
and shape of the protein, its extent of aggregation, and other
factors. For membranes the anisotropy depends upon the
chemical composition and phase state of the membranes.
As a result, anisotropy measurements are frequently used to
study the properties and interactions of biological macro-
molecules.

10.5. EFFECTS OF ROTATIONAL DIFFUSION 
ON FLUORESCENCE ANISOTROPIES:
THE PERRIN EQUATION

Rotational diffusion of fluorophores is a dominant cause of
fluorescence depolarization, and most applications depend
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Table 10.2. Extrinsic Causes of Depolarizationa

Condition                                                    Observable                                       Molecular property

Dilute viscous solution r0 or cos β (eq. 10.22) Angle between absorption
(propylene glycol, –70° C) and emission dipole as a

function of excitation
wavelength

Concentrated viscous 0 < |r| < |r0| Distance dependence
solution Anisotropy decreased of radiationless

by energy migration energy transfer

Dilute non-viscous 0 < |r| < |r0| Size and shape of
solution (H2O, EtOH, Anisotropy decreased due fluorophore or
room temp.) to Brownian rotation macromolecule

aFrom [3].



on changes in the rate of rotation. Depolarization by rota-
tional diffusion of spherical rotors is described by the Per-
rin equation:35–37

(10.40)

where τ is the fluorescence lifetime, θ is the rotational cor-
relation time, and D is the rotational diffusion coefficient. If
the correlation time is much larger than the lifetime (θ >>
τ), then the measured anisotropy (r) is equal to the funda-
mental anisotropy (r0). If the correlation time is much short-
er than the lifetime (θ << τ), then the anisotropy is zero.

The Perrin equation can be derived from first principles
based on diffusional steps.3,38 A simple derivation is possi-
ble using the time-resolved decay of anisotropy r(t) for a
spherical molecule:

(10.41)

In this equation the rotational correlation time of the fluo-
rophore (θ) is given by

(10.42)

where η is the viscosity, T is the temperature in EK, R is the
gas constant, and V is the volume of the rotating unit. The
rotational correlation time is related to the rotational diffu-
sion coefficient by θ = (6D)–1. Only spherical molecules
display a single exponential anisotropy decay. More com-
plex expressions are predicted for nonsymmetric species or
molecules (Chapter 12).

The steady-state anisotropy can be calculated from an
average of the anisotropy decay, r(t), over the intensity
decay, I(t):

(10.43)

For a single-exponential intensity decay, substitution into
eq. 10.43 yields

(10.44)

which is a form of the Perrin equation. Using this equation,
it is possible to calculate the anisotropy expected for fluo-

rophores in solvents or for labeled macromolecules, assum-
ing the molecules are spherical. For example, perylene has
a lifetime of 6 ns and r0 = 0.36. In ethanol rotational diffu-
sion is expected to decrease the anisotropy to 0.005 (Prob-
lem 10.5).

10.5.1. The Perrin Equation: Rotational Motions 
of Proteins

Prior to the availability of time-resolved measurements the
apparent molecular volumes of proteins were measured
using the Perrin equation. This application can be seen by
rearranging eq. 10.44:

(10.45)

For globular proteins the rotational correlation time is
approximately related to the molecular weight (M) of the
protein by

(10.46)

where v� is the specific volume of the protein, and h is the
hydration, T is the temperature in EK, R = 8.31 x 107

erg/molEK, and the viscosity η is in poise (P). Values of h
for proteins are typically near 0.73 ml/g, and the hydration
is near 0.23 g H2O per gram of protein. This expression pre-
dicts that the correlation time of a hydrated protein is about
30% larger than that expected for an anhydrous sphere.
Generally, the observed values of θ are about twice that
expected for an anhydrous sphere.39 For example, for an
anhydrous protein sphere with a 50 kD molecular weight,
with h = 0.73 ml/g and η = 0.94 cP, the calculated rotation-
al correlation time at 25EC is near 14 ns. The anisotropy
decay of an immunoglobulin Fab fragment, labeled at the
antigen binding site with dansyl-lysine, yielded a rotational
correlation time of 33 ns. This larger correlation time was
consistent with a hydration of 0.32 ml/g and an axial ratio
near 2. This result is typical of that found for proteins (Table
10.3), and is probably a result of the non-spherical shape of
most proteins and a larger effective solvent shell for rota-
tional diffusion than for hydration. For convenience we
have listed the calculated rotation correlation times for pro-
teins with different molecular weights and different
amounts of hydration in Table 10.4.
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The apparent volume of a protein can be determined by
measuring the anisotropy at various temperatures and/or
viscosities. Substitution of eq. 10.42 into 10.45 yields a
modified form of the Perrin equation:

(10.47)

The use of eq. 10.47 was one of the earliest biochemical
applications of fluorescence.40–42 The general approach is to

covalently label the protein with an extrinsic fluorophore.
The fluorophore is chosen primarily on the basis of its flu-
orescence lifetime. This lifetime should be comparable to
the expected rotational correlation time of the protein. In
this way the anisotropy will be sensitive to changes in the
correlation time. Generally, the fluorescence anisotropies
are measured over a range of T/η values. Temperature is
varied in the usual manner, and viscosity is generally varied
by addition of sucrose or glycerol. For biochemical samples
only a limited range of T/τ values are available. At high
temperature the macromolecule may denature, and at low
temperatures the solvent may freeze or the macromolecule
may not be soluble. The apparent volume of the protein is
obtained from a plot of 1/r versus T/η (Figure 10.14). The
intercept of the y-axis represents extrapolation to a very
high viscosity, and should thus be 1/r0, where r0 is the fun-
damental anisotropy of the fluorophore. In practice fluo-
rophores bound to protein often display segmental motions,
which are independent of overall rotational diffusion. These
motions are often much faster than rotational diffusion, and
rather insensitive to the macroscopic viscosity. As shown in
Chapter 12, such motions can be considered to be an inde-
pendent factor which depolarizes the emission by a constant
factor. The effect is to shift 1/r to larger values, and shift the
apparent r0 value to a smaller value (larger y-intercept).
This does not mean that the r0 value is in fact smaller, but
rather reflects the inability of the Perrin plot to resolve the
faster motion.

What value of r0 should be used to calculate the volume
of the protein? In general the extrapolated value of r0 (r0

app)
will yield the best estimate of the volume because this value
accounts for segmental motion of the probe and partially
cancels the effects of this motion on the correlation time θ.

1

r
�

1

r0
�

τRT
r0η V
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Table 10.3. Rotational Correlation Times for Proteinsa

Molecular                   Observed
Protein                                     weight θ (ns) θobs/θcalc

Apomyoglobin 17,000 8.3 1.9

β-Lactoglobulin (monomer) 18,400 8.5 1.8

Trypsin 25,000 12.9 2.0

Chymotrypsin 25,000 15.1 2.3

Carbonic anhydrase 30,000 11.2 1.4

β-Lactoglobulin (dimer) 36,000 20.3 2.1

Apoperoxidase 40,000 25.2 2.4

Serum albumin 66,000 41.7 2.4

aθobs is the observed rotational correlation time, adjusted to T/η corresponding to water at 25°C.
θcalc is the rotational correlation time calculated for a rigid unhydrated sphere with a molecular
weight of the protein, assuming a partial specific volume of 0.73 ml/g. From [39].

Table 10.4. Calculated Rotational Correlation 
Times for Proteinsa

Correlation time θ (ns)
Molecular

T            weight (kD) h = 0       h = 0.2 h = 0.4

2°C 10 5.5 6.9 8.4
25 13.7 17.3 21.1
50 27.4 34.6 42.0
100 54.8 69.2 84.0
500 274.0 346.0 420.0

20°C 10 3.1 3.9 4.7
25 7.0 9.7 11.8
50 15.4 19.5 23.6
100 30.8 39.0 47.2
500 154.0 195.0 236.0

37°C 10 2.0 2.5 3.1
25 5.0 6.4 7.7
50 10.0 12.7 15.4
100 20.1 25.4 30.8
500 100.5 127.0 154.0

aCalculated using θ = ηM (v� + h)/RT with v� = 0.75 ml/g, and
various degrees of hydration (h). The viscosities are η
(2EC) = 1.67 cP, η (20EC) = 1.00 cP, η (37EC) = 0.69 cP.



For example, assume the segmental motion of the fluo-
rophore is much more rapid than the rotational diffusion of
the protein. Then, the value of r0 is effectively reduced to

(10.48)

where α is the angle through which the probe undergoes
this segmental motion. The term (1/r0

app) cancels in the cal-
culation of the molecular volume, and the apparent volume
represents overall rotation diffusion of the protein. It is
important to note that, if the short correlation time for seg-
mental motion (θS) is not much faster than the overall cor-
relation time (θL), then the apparent volume can be substan-
tially decreased due to contributions from the more rapid
motions (Section 10.9). Some information is available by
comparison of the extrapolated and frozen solution values
of r0. If r0

app is much smaller than r0 one may infer the exis-
tence of segmental motions of the probe on the macromol-

ecule, independent motions of domains of the protein, or
possibly RET in multiply labeled proteins. Another behav-
ior seen in Perrin plots is a rapid increase in 1/r at high tem-
peratures. Such an increase is usually the result of denatu-
ration of the macromolecule, resulting in an increase in
independent motion of the probe and a decrease in the
anisotropy.

A different version of the Perrin equation is often
found in the older literature:

(10.49)

This equation is equivalent to eq. 10.47, except for the use
of polarization in place of anisotropy. When using the equa-
tion, a plot (1/P – 1/3) versus T/η is used to obtain the
molecular volume. The intercept yields the apparent value
of (1/P0

app – 1/3), which can be larger than the true value
(1/P0 – 1/3) if there is segmental motion of the probe. The
term ρ is the rotational relaxation time (ρ = 3θ). At present
the use of anisotropy, the rotational correlation time, and eq.
10.44 is preferred.

10.5.2. Examples of a Perrin Plot

It is instructive to examine a representative Perrin plot (Fig-
ure 10.15).16 These data are for 9-anthroyloxy stearic acid
in a viscous paraffin oil, Primol 342. The anisotropies were
measured at various excitation wavelengths, corresponding
to different r0 values (Figure 10.8). The y-axis intercepts are
different because of the different r0 values. Also, the slopes
are larger for shorter excitation wavelengths because the
value of r0 appears in the denominator of eq. 10.47. In spite
of the very different values of 1/r for different excitation
wavelengths, the data are all consistent with a correlation
time near 15 ns at 25EC (Table 10.5). For a spherical mole-
cule, the correlation time is independent of r0. In Chapter 12
we will see that the correlation times can depend on the
value of r0 for non-spherical molecules. This effect may be
the cause of the somewhat different correlation times found
for different excitation wavelengths.

The y-axis intercepts yield the apparent values of r0

extrapolated to high viscosity, which can be compared with
measured values in a glassy solvent (Table 10.5). The
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Figure 10.14. Perrin plots for determination of protein volume. The
curves are drawn for a protein molecular weight of 25,000 daltons in
water, h = 0.4 and τ = 4 ns. The value of r0 = 0.4 represents a rigidly
bound probe and r0 = 0.3 represents a probe with some segmented
mobility. The upward curving dashed lines indicate the protein is
denaturing at high temperature.



extrapolated values are about 25% lower than the measured
r0 values. This is a typical result for Perrin plots. Fluo-
rophores are often non-spherical, resulting in multi-expo-
nential anisotropy decays. In such cases the Perrin plots are
curved toward the x-axis, resulting in higher apparent inter-
cepts on the y-axis.

10.6. PERRIN PLOTS OF PROTEINS

10.6.1. Binding of tRNA to tRNA Synthetase

Perrin plots of labeled macromolecules have been exten-
sively used to determine the apparent hydrodynamic vol-
umes. One example is the binding of methionine tRNA
(tRNAfMet) with methionyl-tRNA synthetase (met-RS). The
3' end of the tRNA was labeled with fluorescein (Fl) by
periodate oxidation of the tRNA followed by reaction with

fluorescein thiosemicarbazide.43 The Perrin plots were
obtained at a single temperature with the viscosity changed
by adding sucrose. As expected, fluorescein free in solution
displays a subnanosecond correlation time (Figure 10.16).
More surprising is the apparent correlation time for 3'-Fl-
tRNA, which is 1.7 ns. Based on the size and shape of
tRNA, the rotational correlation time is expected to be near
25 ns. This result indicates that the 3'-fluorescein label dis-
plays significant segmental freedom independent of overall
rotational diffusion of the tRNA and that these segmental
motions are the dominant cause for depolarization.

Upon binding of 3'-Fl-tRNA to the synthetase the
anisotropy increases dramatically from 0.062 to 0.197. The
small slope of the Perrin plot indicates that the correlation
time is larger than 30 ns. The synthetase consists of two
identical subunits, 76 kD each, so that its rotational correla-
tion time is expected to be 100 ns or longer. Apparently, the
3' end of the tRNA interacts with the synthetase, immobiliz-
ing the fluorescein residue. It should be noted that the life-
time of fluorescein, typically near 3 ns, is too short to accu-
rately measure the rotational correlation time of the com-
plex. Based on eq. 10.44 the anisotropy of a 3-ns fluo-
rophore will be decreased by only 3% for a correlation time
of 100 ns. For this reason the correlation time is only stated
as over 30 ns in Figure 10.16.
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Figure 10.15. Perrin plots of 9-anthroyloxy stearic acid in Primol 342.
The excitation wavelengths were 316 (!), 337 ("), 353 (G) and 381
nm (O). The lifetime, ranging from 10.5 to 9.7 ns, is incorporated into
the x-axis. Revised and reprinted with permission from [16].
Copyright © 1982, American Chemical Society.

Table 10.5. Fundamental (r0) and Extrapolated (r0
app)

Anisotropy Values and Rotational Correlation 
Times for Anthroyloxy Stearic Acida

Excitation
wavelength (nm)                   r0 r0

app θ (ns)b

316 0.090 0.075 13
337 0.178 0.136 14
353 0.231 0.179 14
381 0.323 0.242 18

aFrom [16].
bIn Primol 342 at 6°C.

Figure 10.16. Perrin plot of fluorescein (Fl, O) and tRNAfMet labeled
at the 3' end with fluorescein (!). Also shown is the labeled t-RNA
when bound to methionyl-tRNA synthetase (met RS, �). The experi-
ments were performed at 20°C. The viscosity η was varied by adding
sucrose. Excitation at 480 nm and emission at 520 nm. Revised and
reprinted with permission from [43]. Copyright © 1986, American
Chemical Society.



The y-intercepts of the Perrin plots yield the apparent
r0 values, which are near 0.2 for these three fluorescein
samples. This value is less than that typical of fluorescein,
which is near 0.35. Hence, there appears to be some unre-
solved motion of the fluorescein even when bound to the
synthetase. It is difficult to determine the y-intercept for flu-
orescein itself due to the large extent of depolarization.

10.6.2. Molecular Chaperonin cpn60 (GroEL)

Molecular chaperonins are proteins that assist other pro-
teins in folding.44–45 The cpn60 chaperonin (GroEL) from
E. coli is a large multi-subunit oligomer consisting of four-
teen identical 60-kD subunits. These subunits are arranged
in two stacked rings, each with seven subunits. Each subunit
consists of three domains. The entire protein of 840 kD is a
cylindrical oligomer, 146 Å tall, 137 Å wide, with a central
channel 45 Å in diameter.46

Rotational diffusion of cpn60 was studied using a
pyrene-labeled protein.47 Pyrene was chosen for its long
fluorescence lifetime, which can reach 200 ns. In this case
the pyrenesulfonyl label displayed a lifetime near 45 ns.
The Perrin plot for pyrene-labeled cpn60 shows significant
curvature (Figure 10.17). In this figure the data are present-
ed in the older style using polarization instead of anisot-

ropy. The chaperonin displays considerable flexibility, as
can be seen from the curvature in the Perrin plot. Different
apparent correlation times can be obtained for different
regions of the curve. At lower viscosities the faster motions
are complete, so that the overall rotational correlation time
can be estimated from the limiting slope. This calculation
results in an apparent correlation time near 370 ns. Calcula-
tion of the correlation time using eq. 10.46, with 0.23 g
H2O/g protein hydration, yields a correlation time near 347
ns. Hence, the slope from the Perrin plot observed for the
lower viscosities provided a reasonable estimate of the
overall size. The data at higher viscosity or lower tempera-
ture indicate the domain or subunits of cpn60 have signifi-
cant independent mobility.

10.6.3. Perrin Plots of an Fab Immunoglobulin
Fragment

A potentially confusing aspect of the Perrin plots is the use
of T/η as the x-axis. This implies that the same result should
be obtained independent of whether temperature or viscos-
ity is varied. Unfortunately, this is not usually the case. In
fact, it is common to observe different Perrin plots for vari-
ation in temperature as compared to variation in viscosity.
This is illustrated by the Perrin plots of Fab fragments
labeled with IAEDANS. These Fab fragments show segmen-
tal motions that depend on temperature.48 Fab fragments are
the antibody-binding domains of immunoglobulins. Differ-
ent Perrin plots are observed at 10 and 35EC (Figure 10.18).
At the higher temperature there is more independent motion
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Figure 10.17. Perrin plot of chaperonin cpn60 labeled with 1-pyrene-
sulfonyl chloride at 25°C. Viscosities were varied with sucrose. Two
points (! and �) were measured at 0°C. The pyrene lifetime was near
45 ns. Revised from [47].

Figure 10.18. Perrin plots of immunoglobulin Fab fragments labeled
with AEDANS at the C terminus. Viscosity was varied by adding
sucrose. Revised and reprinted with permission from [48]. Copyright
© 1995, American Chemical Society.



of the probe and/or domains of the Fab fragment. Hence, the
y-intercepts are larger. Perrin plots that depend differently
on temperature or viscosity should not be regarded as incor-
rect, but rather as reflecting the temperature-dependent
dynamics of the protein.

10.7. BIOCHEMICAL APPLICATIONS OF 
STEADY-STATE ANISOTROPIES

Anisotropy measurements are ideally suited for measuring
the association of proteins with other macromolecules. This
is because the anisotropy almost always changes in
response to a change in correlation time. Also, the experi-
ments are simplified by the independence of the anisotropy
from the overall protein concentration.

10.7.1. Peptide Binding to Calmodulin

The use of anisotropy to study protein binding is illustrated
by calmodulin. This protein activates a number of intracel-
lular enzymes in response to calcium. One example is
myosin light-chain kinase (MLCK).49 The amino-acid
(RS20) sequence that binds to calmodulin contains a single
tryptophan residue (Figure 10.19). Since calmodulin con-
tains only tyrosine, the peptide (RS20) can be selectively
observed by excitation at 295 nm (Chapter 16). Upon addi-
tion of calmodulin the emission intensity at RS20 increases
and the emission shifts to shorter wavelengths. These
changes indicate a shielded environment for the tryptophan

residue in the complex. The anisotropy of RS20 increases
dramatically on addition of calmodulin (Figure 10.20).
These data can be used to determine that the stoichiometry
of binding is 1:1. The sharp nature of the transition at 10–8

M calmodulin implies that the binding constant is less than
10–9 M.

How can such data be used to calculate the fraction of
the peptide that is free in solution (fF) and the fraction
bound to calmodulin (fB)? The additivity law for
anisotropies (eq. 10.6) is appropriate when fi are the frac-
tional intensities, not the fractional populations. Near 340
nm there is no change in intensity upon binding. If the
polarized intensities are measured at this isoemissive point,
the fraction of RS20 bound can be calculated using50–51

(10.50)

where r is the measured anisotropy, and rF and rB are the
anisotropies of the free and bound peptides, respectively.
The value of rF is obtained by measuring the anisotropy of
the free fluorophores, in this case the RS20 peptide prior to
addition of calmodulin. The value of rB is typically obtained
from the limiting value observed when binding is thought to
be complete. At different observation wavelengths the
measured anisotropy can be weighted toward the free or
bound forms. For instance, at 320 nm the bound peptide

fB �
r � rF

rB � rF
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Figure 10.19. Emission spectra of the myosin light-chain kinase
(MLCK) peptide RS20 in solution (solid) and bound to calmodulin in
the presence of calcium (dashed). Excitation at 295 nm. Revised and
reprinted with permission from [49]. Copyright © 1986, American
Chemical Society.

Figure 10.20. Titration of the MLCK peptide RS20 with calmodulin.
Revised and reprinted with permission from [49]. Copyright © 1986,
American Chemical Society.



contributes more strongly to the measured anisotropy.
Under these conditions the fraction bound is given by

(10.51)

where R = fB/fF is the ratio of intensities of the bound and
free forms. Note that in eq. 10.51 the value of fB represents
the fractional concentration and not the fractional intensity.
The fractional concentrations can be used to calculate the
dissociation constant for the reaction.

10.7.2. Binding of the Trp Repressor to DNA

Studies of tryptophan repressor protein binding to DNA52

are other examples of anisotropy measurements. In the

presence of tryptophan this protein binds to several regions
of the E. coli genome, one of which controls tryptophan
synthesis. Binding to this region of the genome suppresses
the transcription of genes for proteins that are in the trypto-
phan synthesis pathway. The trp repressor binds to the DNA
sequence shown in Figure 10.21. This double-stranded
sequence was labeled with fluorescein on one of its 5' ends.
Upon addition of the repressor protein the fluorescein
anisotropy increases due to the decreased rotational rate of
the DNA 25-mer when bound to the repressor. The concen-
tration of repressor needed for binding was strongly
dependent on the concentration of tryptophan in solution.
The binding to DNA was much stronger in the presence of
tryptophan, which can be seen from the anisotropy increas-
ing at lower TR concentrations. This is consistent with the
known function of the repressor, which is to turn off the
genes responsible for tryptophan synthesis when trypto-
phan levels are adequate.

The titration curves shown in Figure 10.21 can be
understood in terms of a model of Trp repressor binding to
DNA (Figure 10.22). Binding of tryptophan to the repressor
increases the repressor affinity for DNA. This model also
explains another feature of the titration curves, which is the
further increase in anisotropy at higher repressor concentra-
tions (Figure 10.21). Apparently, the DNA 25-mer can bind
more than a single repressor dimer, and this additional bind-
ing occurs at higher repressor concentrations.

10.7.3. Helicase-Catalyzed DNA Unwinding

Anisotropy measurements are rather simple and can be
made rapidly. This allows anisotropies to be used to study
reaction kinetics occurring in fractions of a second.53–55 One
example is unwinding of double-helical DNA by helicase.56

Helicases are found in all species from humans to bacteria.
Unwinding of DNA is necessary for DNA replication. Heli-
cases move along DNA in a single direction and destabilize
the DNA base pairs using energy derived from ATP. The
helicases typically prefer to act on oligomers that have a
single-stranded region.

fB �
r � rF

(r � rF ) � R(rB � r )
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Figure 10.21. Anisotropy of the fluorescein (F)-labeled repressor
DNA sequence upon titration with the Trp repressor (TR). Revised
and reprinted with permission from [52]. Copyright © 1993,
American Chemical Society.

Figure 10.22. Binding of the Trp repressor to DNA. Revised and reprinted with permission from  from [52]. Copyright © 1993,
American Chemical Society.



Figure 10.23 shows anisotropy measurements of a flu-
orescein-labeled oligomer in the presence of helicase. The
anisotropy increases immediately upon addition of helicase
to the DNA, showing that the binding reaction occurs rap-
idly. The anisotropy then remains constant because there is
no source of energy to disrupt the hydrogen bonded base
pairs. Upon addition of ATP the anisotropy drops rapidly to
a value lower than the starting value. The final anisotropy is
lower because the labeled DNA strand is no longer bound
to the complementary strand. The single-stranded oligomer
has a lower molecular weight and is more flexible than the
double-stranded oligomer. In this experiment the DNA
strands did not reassociate during the experiment. This heli-
case will not rebind to DNA shorter than a 20-mer. These
results show that anisotropy measurements can be used to
follow the kinetics of biochemical reactions on a rapid
timescale.

10.7.4. Melittin Association Detected from 
Homotransfer

In the preceding examples the binding reaction was detect-
ed from the increase in anisotropy resulting from the larger
correlation time. Homo-resonance energy transfer can also
be used to detect binding interactions. This is shown for
melittin, which self-associates at high salt concentrations
(Chapter 16). Melittin was randomly labeled with fluores-
cein isothiocyanate.57 When the solution contained a small
fraction of labeled melittin (1 of 25) the anisotropy
increased at high salt concentrations (Figure 10.24). When
all the melittin molecules were labeled, their anisotropy
decreased markedly at high salt concentration. This
decrease may be unexpected because melittin forms a
tetramer in high salt solution, so its correlation time should
increase fourfold. The decrease in anisotropy can be under-
stood from the spectral properties of fluorescein (Chapter
3). The small Stokes shift and large overlap results in a
Förster distance (R0) of 53 Å for homotransfer. The
anisotropy decrease in Figure 10.24 is due to homotransfer
between fluoresceins in the melittin tetramer.

10.8. ANISOTROPY OF MEMBRANES AND 
MEMBRANE-BOUND PROTEINS

10.8.1. Membrane Microviscosity

Fluorescence anisotropy measurements can be used to
study biological membranes. These studies have their origin
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Figure 10.23. Effect of E. coli. helicase on a fluorescein-labeled DNA
oligomer. Revised from [56].

Figure 10.24. Self-association of melittin labeled with fluorescein in
a 1:24 mixture with unlabeled melittin (") or for all melittin labeled
with fluorescein (!). Revised and reprinted with permission from
[57]. Copyright © 1995, Biophysical Society.



in the early studies of microviscosity of micelles and mem-
branes.58–60 The basic idea is to measure the anisotropy of a
fluorophore in a reference solvent of known viscosity, and
then in the membrane. The microviscosity of the membrane
is then estimated by comparison with the viscosity calibra-
tion curve.

At present there is less use of the term "microviscosi-
ty" because fluorophores in membranes display complex
anisotropy decays, which prevents a straightforward com-
parison of the solvent and membrane data (Chapter 11).
However, steady-state and time-resolved anisotropies are
still widely used because of the dramatic changes which
occur at the membrane phase transition temperature. This is
illustrated by the steady-state polarization of 12-anthroy-
loxy stearate (12-AS) and DPH in DPPC vesicles (Figure
10.25). For both 12-AS and DPH the polarization decreas-
es at 37EC, which is the phase-transition temperature of
DPPC. The change is more dramatic for DPH than for 12-
AS, which is one reason why DPH is so widely used. The
polarization values are sensitive to the presence of choles-
terol, which tends to make the membranes more rigid and
to eliminate the sharp phase transition. In the following
chapter we will see that the anisotropy values may not
reflect the rate of probe rotation in the membranes, but
rather the extent to which the probe motions are restricted
by the anisotropic membrane environment.

10.8.2. Distribution of Membrane-Bound Proteins

In a cuvette experiment it is possible to control the fluo-
rophore concentration, so that changes in quantum yield
can be detected. In fluorescence microscopy this is usually

not possible because the local probe concentration is usual-
ly not known. Hence a high local intensity could be due to
either a high probe concentration or a high quantum yield in
this region of the cell. Anisotropy measurements are ratio-
metric and, in the absence of other effects, independent of
the probe concentration. Hence, when observing a cell, the
anisotropy can provide useful information even if the local
probe concentration is not known.

In Figure 10.24 we saw how homotransfer could
decrease the anisotropy of nearby fluorophores. This effect
was used to search for clusters of membrane-bound proteins
in CHO cells.62 The protein of interest was a folate receptor
(FR). The FR is present in two forms: FR-GPI is a form that
binds to glycosylphosphatidylinositol (GPI), and FR-TM is
a transmembrane form not thought to bind to GPI. There are
a number of GPI anchored proteins that are thought to be
involved in lateral segregation of proteins in membranes.
However, such clusters or domains could not be observed
using fluorescence microscopy, suggesting that they were
smaller than the resolution of an optical microscope.

Optical resolution is usually limited to structures over
300 nm in size. RET occurs over much smaller distances,
and should thus be able to detect clustering even if the clus-
ters are below optical resolution. The experimental concept
is shown in Figure 10.26. Suppose the labeled proteins are
distributed randomly in the membrane (top), at a concentra-
tion large enough for RET to occur. If the fluorophore con-
centration is decreased the anisotropy will increase because
of less homo-RET.

Now suppose the fluorophores are contained in small
clusters (Figure 10.26, bottom). The clusters are assumed to
be too small to be seen in a microscope. If the fluorophore
concentration in the membrane deceases there is no change
in the anisotropy because the fluorophores are still in clus-
ters with the same proximity to each other. This schematic
suggests formation of protein clusters in membranes can be
detected from the anisotropy measurements.

The CHO cells containing the labeled folate receptors
were imaged using fluorescence microscopy (Figure
10.27). The images were recorded through a polarizer ori-
ented at 0 or 90E relative to the polarized excitation. The
polarized intensity images were used to calculate a total
intensity image using I|| + 2I⊥ (top panels). For both forms
of the receptor there are regions of high and low intensity,
suggesting variations in the receptor concentrations. How-
ever, domains were not detectable.

The intensity images were used to calculate the
anisotropy images (Figure 10.27, lower panels). For FR-
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Figure 10.25. Temperature-dependent polarization of 12-anthroyloxy
stearate and DPH in DPPC vesicles (solid), and in DPPC vesicles with
45 mole% cholesterol (dashed). Revised and reprinted from [61].
Copyright © 1982, with permission from Elsevier Science.
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Figure 10.26. Effect of homotransfer on the anisotropy of a labeled membrane-bound protein for a random (top) and clustered (bottom) distribution.
Revised from [62].

Figure 10.27. Intensity (top) and anisotropy image (bottom) of labeled folate receptors in CHO cells. Bar is 20 µm. Revised from [62].



GPI, the anisotropy appears to be independent of the total
intensity. For FR-TM the anisotropy is lower where the
intensities are higher. FR-TM was not expected to form
clusters. The decrease in anisotropy with increasing intensi-
ty (density) is consistent with the top panel in Figure 10.26
for randomly distributed proteins. FR-GPI was expected to
exist in small clusters. The constant anisotropy independent
of intensity (density) is consistent with the cluster model in
the lower panel of Figure 10.26. These results show how the
principles of anisotropy and RET are being extended to cel-
lular imaging.

10.9. TRANSITION MOMENTS

The concept of a transition moment is somewhat abstract.
When fluorophores are observed in random solutions the
nonzero anisotropy values prove that the transition
moments exist, but the data do not indicate the direction of
the moment in the molecular structure. However, the direc-

tion of the transition moment can be determined if the flu-
orophores are oriented. A dramatic example63–64 is shown
for GFP in Figure 10.28. The left panels show microscopic
images of the emission from GFP crystals. Depending on
the orientation of the incident polarization the crystals are
either bright or dark. This result shows that the chro-
mophore in GFP is aligned along the long axis of the crys-
tals. The orientation of GFP and its chromophore in the
crystals is shown in the upper schematic. The β-barrel of
GFP is oriented at an angle to the long axis, but the transi-
tion moments are aligned along the long axis.

Also shown in Figure 10.28 (right) are color images of
the crystals when transilluminated with polarized white
light. The crystals aligned with the incident polarization are
yellow. The crystals are clear or very pale blue when rotat-
ed 90E from the incident polarization. This phenomenon is
called dichroism. The yellow color is the result of the blue-
light absorption of GFP that occurs primarily when the tran-
sition moments are aligned with the incident polarization.
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Figure 10.28. Transillumination fluorescence microscope image (left) and white light microscope image (right) of GFP crystals. The arrows indicate
the direction of the direction of the incident polarization. The bars are 30 µm. The upper schematic shows the orientation of GFP (green) and the red
shapes the orientation of the chromophore transition moment of the crystals. Revised from [64].



Recall from Section 10.2 that for a random solution
the maximum ratio of the polarized intensities was I||/I⊥ =
3. Much greater contrast can be obtained with an oriented
system. Figure 10.29 shows the intensities of the GFP crys-
tals using a single polarizer for the excitation and observa-
tion without an emission polarizer (top). The intensity
changed by a factor close to 10. This result is due to the cos2

θ photoselection of the absorption. The crystals only absorb
when the transition moment is aligned with the incident
polarization.

This experiment was repeated with unpolarized excita-
tion and observation through an emission polarizer (Figure
10.29, bottom). A similar curve was observed, but for a dif-
ferent reason. In this case, the emission is almost complete-
ly polarized along the long axis of the crystal. The cos2 θ
dependence is due to the transmission efficiency as the
emission polarizer is rotated. It was not necessary to use
polarized excitation because the oriented chromophores
emit light polarized along their transition moment irrespec-
tive of the polarization of the incident light. Another impor-

tant point from Figure 10.29 is that the absorption and emis-
sion transmission moments are nearly colinear. Otherwise
there would be a shift in the phase of the two curves.

This example is instructive because it demonstrates
several principles, in addition showing the existence and
orientation of the transition moments. The chromophore in
GFP is buried in the protein and held rigidly in a unique ori-
entation. Otherwise the contrast ratio in Figure 10.29 would
be smaller. Also, GFP shows a good Stokes shift and the
protein separates the chromophores by a reasonable dis-
tance. If the chromophores were in direct contact there
would probably be energy transfer, which could result in
some depolarization.
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PROBLEMS

P10.1. Angles (β) between Absorption and Emission Transi-
tion Moments: Figure 12.34 shows the excitation

anisotropy spectrum of perylene in propylene glycol at
–60EC. What is the angle between the transition
moments for excitation at 430, 290, and 270 nm?

P10.2. Effect of Scattered Light in the Anisotropy: Suppose
a membrane-bound fluorophore displays a true
anisotropy of 0.30. However, your emission filters
allow 20% of the signal to be due to scattered light.
What is the measured anisotropy?

P10.3. Calculation of an Anisotropy: Using a T-format
polarization instrument you obtain the following
data for diphenylhexatriene (DPH). The first and
second subscripts refer to the orientation of the
excitation and emission polarizers, respectively.
Calculate r0 and P0 for DPH. What is the angle α
between the absorption and emission oscillators?

Conditions IHV IVV

–60EC in propylene glycol           0.450         1.330

P10.4. Derivation of the Perrin Equation: Derive the Perrin
equation (eq. 10.44) for a single-exponential decay of
the intensity and anisotropy.

P10.5. Calculation of an Anisotropy in Fluid Solution: Calcu-
late the expected anisotropy of perylene in ethanol at
20EC, and in propylene glycol at 25EC. The molecular
weight of perylene is 252 g/mol, and the density can be
taken as 1.35 g/ml. The viscosity of ethanol at 20EC is
1.194 cP, and that of propylene glycol at 25EC is 32 cP.
Assume the lifetime is 6 ns, and r0 = 0.36.

P10.6. Binding Reactions by Anisotropy: Derive eqs. 10.50
and 10.51, which describe the fractional binding
from the steady-state anisotropy and the change in
intensity on binding.

P10.7. Calculation of a Binding Constant From Ani-
sotropies: Assume the probe 1-dimethylamino-5-
naphthalene sulfonic acid (DNS) binds to bovine
serum albumin (BSA). The DNS polarization val-
ues are given in Table 10.6. The dissociation con-
stant (Kd) for the binding is given by

(10.52)

A.  Calculate the dissociation constant assuming that
the quantum yield of the probe is not altered upon
binding.

Kd �
�DNS� �BSA�

�DNS � BSA�
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B.  Now assume that the quantum yield of DNS in-
creases twofold upon binding to BSA. What is Kd?

C.  How would you determine whether the quantum
yield of DNS changes upon binding to BSA?

D.  Predict the time-resolved anisotropies for each solu-
tion at 20EC. Assume P0 = 0.3913 for DNS and that

the rotational correlation times of DNS and BSA are
well approximated by that predicted for an anhy-
drous sphere. The molecular weight of BSA is near
66,000 g/mol. The viscosity of water at 25EC is
0.894 cP (g cm–1 sec–1). The density of BSA can be
taken as 1.2 g/cm3.
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Table 10.6. Polarization Values of DNS

[BSA]                                                       [DNS] P

0 1 x 10–7 M 0.0149

2 x 10–5 M 1 x 10–7 M 0.2727

>>Kd 1 x 10–7 M 0.3913



In the preceding chapter we described the measurement and
interpretation of steady-state fluorescence anisotropies.
These values are measured using continuous illumination,
and represent an average of the anisotropy decay by the
intensity decay. The measurement of steady-state anisotro-
pies is simple. However, interpretation of the steady-state
anisotropies usually depends on an assumed form for the
anisotropy decay, which is not observed in the experiment.
Additional information is available from measurements of
the time-dependent anisotropy, that is, the values of r(t) fol-
lowing pulsed excitation. The form of the anisotropy decay
depends on the size, shape, and flexibility of the labeled
molecule. The measured decays can be compared with the
decays calculated from various molecular models. Ani-
sotropies decays can be measured using the time-domain
(TD) or the frequency-domain (FD) method.

It is important to understand the factors which affect
the anisotropy decays. For a spherical molecule the anisot-
ropy is expected to decay with a single rotational correla-
tion time (θ). Perhaps the most frequent interpretation of
the correlation time is in terms of the overall rotational cor-
relation time of a protein. The measured values of θ can be
compared with the values predicted for a hydrated sphere of
equivalent molecular weight (eq. 10.46). However, ani-
sotropy decays are usually multi-exponential, which can be
the result of numerous factors. Multi-exponential anisot-
ropy decays are expected for non-spherical fluorophores or
proteins. The correlation times in the anisotropy decay are
determined by the rates of rotation about the various molec-
ular axes. By examination of the correlation time it is some-
times possible to estimate the shapes of proteins.

In addition to shape, anisotropy decays are affected by
the segmental flexibility of the macromolecule. For
instance, tryptophan anisotropy decays of proteins fre-
quently display correlation times that are too short to be due
to rotational diffusion of the whole protein. These compo-

nents are usually due to independent motions of the trypto-
phan residue within the protein or on the surface of the pro-
tein. The rates and amplitudes of tryptophan side-chain
motions have been used to study the nanosecond dynamics
of proteins. Anisotropy decays can also be affected by res-
onance energy transfer between the same type of fluo-
rophore, that is, depolarization due to homotransfer.

Anisotropy decays of membrane-bound probes have
been particularly informative. Membrane-bound probes
often display unusual behavior in which the anisotropies do
not decay to zero. This occurs because some probes do not
rotate freely in membranes, at least not within the ns decay
times of most fluorophores. The extent of rotation is often
limited by the anisotropic environment of a membrane. The
nonzero anisotropies at long times can be interpreted in
terms of the order parameters of the membrane. In this
chapter we present examples of simple and complex anisot-
ropy decays to illustrate the information available from
these measurements. In the following chapter we describe
more advanced concepts in anisotropy decay analysis.

11.1. TIME-DOMAIN AND FREQUENCY-DOMAIN
ANISOTROPY DECAYS

Suppose a fluorophore is excited with a pulse of vertically
polarized light, and that it rotates with a single correlation
time. The anisotropy decay is determined by measuring the
decays of the vertically (||) and horizontally (⊥) polarized
emission. If the absorption and emission transition
moments are colinear, the time-zero anisotropy is 0.4. In
this case the initial intensity of the parallel component is
threefold larger than that of the perpendicular component
(Figure 11.1, left). If the fundamental anisotropy is greater
than zero (r0 > 0), vertically polarized excitation pulse
results in an initial population of fluorophores which is
enriched in the parallel orientation.1 The decay of the differ-

11
Time-Dependent
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ence between I||(t) and I⊥(t), when properly normalized by
the total intensity and corrected for the instrument response
function, is the anisotropy decay (right).

The left panel of Figure 11.1 shows that the parallel
component initially decays more rapidly than the horizontal
component. This occurs because the vertically oriented flu-
orophores are decaying by two processes: the intensity
decay with decay time τ, and rotation out of the vertical ori-
entation with correlation time θ. The horizontal component
initially decays more slowly because it is repopulated by
rotation from the excess vertically oriented population.

Suppose the sample displays a single lifetime and a
single correlation time. Even under these conditions the
polarized intensity decays are multi-exponential. The
decays of the parallel (||) and perpendicular (⊥) components
of the emission are given by

(11.1)

(11.2)

where r(t) is the time-resolved anisotropy. Generally, r(t)
can be described as a multi-exponential decay:

(11.3)

where r0 = Σr0j is the limiting anisotropy in the absence of
rotational diffusion, the θj are the individual correlation
times, and the gj are the fractional amplitudes of each cor-
relation time in the anisotropy decay (Σgj = 1.0). Depend-
ing on the circumstances, r0 may be a known parameter,
perhaps from a frozen solution measurement. Alternatively,
all the amplitudes (r0j) can be considered to be experimen-
tal variables so that r0 = Σr0j is a variable parameter. As
shown in the previous chapter, the total intensity for a sam-
ple is given by Similarly, the total (rota-
tion-free) intensity decay is given by

(11.4)

Forming this sum eliminates the contributions of r(t) to the
total decay. In the time domain one measures the time-
dependent decays of the polarized components of the emis-
sion (eqs. 11.1 and 11.2). The polarized intensity decays
can be used to calculate the time-dependent anisotropy

(11.5)

The time-dependent anisotropy decay are then analyzed to
determine which model is most consistent with the data.
However, it is preferable to directly analyze the polarized
intensity decays (Section 11.22) rather than the anisotropy
values calculated from the polarized intensity decays.

r(t) �
I||(t) � I�(t)

I||(t) � 2I�(t)

I(t) � I||(t) � 2I�(t)

IT � I|| � 2I�.

r(t) � r0 ∑
j
gj exp(�t/θj ) � ∑

j
r0j exp(�t/θj )

I�(t) �
1

3
 I(t) �1 � r(t) �

I||(t) �
1

3
 I(t) �1 � 2r(t) �
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Figure 11.1. Time-dependent polarized decays (left) and the calculated anisotropy decay (right). From [1].



The experimental procedures and the form of the data
are different for frequency-domain of the anisotropy decay
measurements.2 The sample is excited with amplitude-mod-
ulated light, which is vertically polarized (Figure 11.2). The
emission is observed through a polarizer that is rotated
between the parallel and perpendicular orientations. In the
frequency domain there are two observable quantities that
characterize the anisotropy decay. These are the phase shift
∆ω, at the modulation frequency ω, between the perpendi-
cular (φ⊥) and parallel (φ||) components of the emission:

(11.6)
and the ratio

(11.7)

of the parallel (m||) and perpendicular (m⊥) components of
the modulated emission. To avoid confusion, we stress that
Λω is the ratio of the modulated amplitudes of the polarized
components, not the ratio of the modulation of each polar-
ized component. The ratio Λω is often presented as the fre-
quency-dependent anisotropy (rω), which is defined by

(11.8)

The form of the frequency-domain anisotropy data is
illustrated in Figures 11.3 and 11.4. Analogous to the time-
domain measurements, one could measure the phase and
modulation of the polarized components relative to scat-

tered light (Figure 11.3, solid lines). The phase angle of the
parallel component (φ||) will be smaller than the rotation-
free phase angle for the total emission, and the modulation
of the parallel component will be larger than that of the
rotation-free modulation (dashed). These effects are the
result of the shorter mean decay time of the vertically polar-
ized decay (Figure 11.1). Similarly, the phase angle of the
perpendicular component is larger, and the modulation
smaller, because this component is being repopulated by the
excess population in the parallel orientation, resulting in a
longer mean decay time for the perpendicular component.

rω �
Λω � 1

Λω � 2

Λω � m||/m�

∆ω � φ� � φ ||
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Figure 11.2. Frequency-domain measurements of anisotropy decays.
For simplicity the average intensity is assumed equal for both polar-
ized components. From [2].

Figure 11.3. Simulated FD data for an anisotropy decay, τ = 10 ns and
θ = 10 ns, showing the phase and actual modulation (m||' and m⊥') of
the polarized components of the emission, relative to the modulated
excitation or scattered light. The dashed line shows the rotation-free
phase and modulation values for the total emission. From [1].

Figure 11.4. Differential phase (∆ω) and modulated (Λω) anisotropy
for τ = 10 ns, θ = 10 ns, and r0 = 0.4. From [1].



While the concept of a mean decay time is useful for under-
standing the relative behavior of the polarized intensity
decays, the use of mean decay times to describe the decay
times of the polarized components resulted in some confu-
sion in the early literature.3–6 For clarity we note that the
modulations shown in Figure 11.3 (m||' and m⊥'), are the
actual modulation of these components (I||(t) and I⊥(t)). For
calculation of the anisotropy decay we use the non-normal-
ized amplitudes of the modulated components of the polar-
ized emission.

While one could measure φ||, φ⊥, m||', and m⊥' to obtain
the anisotropy decay, this is not the preferred method.
Almost all FD anisotropy decays are measured by the dif-
ferential method. The differential polarized phase angle
(∆ω) and modulation ratio (Λω) is measured directly by rota-
tion of the emission polarizer. It is more accurate to meas-
ure the difference and ratio directly, rather than calculating
these values from two independently measured values.

The differential form of the FD anisotropy data meas-
ured by the differential method is illustrated in Figure 11.4.
The differential phase angles appear to be approximately
Lorentzian in shape on the log-frequency scale. The modu-
lated anisotropy increases monotonically with frequency.
The value of rω at low frequency is equal to the steady-state
anisotropy:

(11.9)

The low-frequency anisotropy of r = 0.5 r0 is a result of τ =
θ for the simulated curves. At high frequency, rω approach-

es r0. Longer correlation times shift the ∆ω and rω curves to
lower modulation frequencies, and shorter correlation times
shift these curves to higher frequencies.

It is valuable to visualize how changes in the anisot-
ropy decay affect the TD and FD data. Suppose the correla-
tion time decreases from 10 to 1.0 ns. In the TD data the
anisotropy decays more rapidly (Figure 11.5). The changes
in the FD data are somewhat more complex. The differen-
tial phase-angle distribution shifts to higher frequencies
with shorter correlation times. The maximum differential
phase angle increases or decreases depending on the rela-
tive values of τ and θ. A decrease in correlation time results
in a decrease in the modulated anisotropy. The limiting
value of rω at low frequency is the steady-state anisotropy,
and at high frequency the limit is still r0.

Suppose the anisotropy decays with two correlation
times. A typical anisotropy decay for a protein would be a
5-ns correlation time for overall rotational diffusion and a
50-ps correlation time due to segmental motion of the tryp-
tophan residue (Figure 11.6). The TD anisotropy shows a
rapid decay due to the 50-ps component, followed by a
slower decay at longer times. Depending upon the resolu-
tion of the TD instrument, the fast component may or may
not be resolved in the measurements. However, the pres-
ence of the fast component can be determined from a time-
zero anisotropy (r(0)), which is smaller than r0.

The presence of two decay times also has an effect on
the FD anisotropy data (Figure 11.7). Instead of a single
Lorentzian distribution for ∆ω, the differential phase angles
show two such distributions, one for each correlation time
(dashed lines). The presence of the rapid motion is evident

r �
r0

1 � τ/θ
�
r0
2
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Figure 11.5. Comparison of TD and FD anisotropy decays with correlation times of 1.0 and 10.0 ns.



from the increasing phase angle at higher frequencies. If the
amplitude of this rapid motion is increased, the phase
angles become smaller at low frequencies and larger at the
higher frequencies. If the rapid correlation time is very
short, the frequency range of the instrument may not be
adequate to detect this rapid motion. Then the increase in
the differential phase angle at high frequency would not be
observed. The emission may be highly demodulated due to
the intensity decay, in which case the high-frequency limit
of rω cannot be measured even if the instrument can meas-
ure at the higher frequencies. The presence of an unresolved
motion can be detected by a failure of rω to approach the
expected limiting value of r0. This illustrates the advantage
of using both the differential phase (∆ω) and modulation
(rω) data in any attempt to resolved a complex and/or rapid
anisotropy decay. A failure of rω to reach r0 in the frequen-

cy domain is similar to finding r(0) < r0 in the time-domain
data. As for the intensity decays, the parameters describing
the anisotropy decay are recovered by comparison of the
data with calculated values obtained using various models.

One may notice that the lifetime is included in the FD
anisotropy simulations (Figure 11.7), but not in the TD sim-
ulations (Figure 11.6). The FD data depend on the intensity
decay time. In the time domain the anisotropy decays do not
depend on the lifetime. However, the lifetime determines
the time range over which the intensities can be measured.

11.2. ANISOTROPY DECAY ANALYSIS

11.2.1. Early Methods for Analysis of 
TD Anisotropy Data

The most direct approach to analyzing the anisotropy data
is to fit the measured r(t) values to an assumed anisotropy
decay law. This approach is direct but partially incorrect.
The measured values are calculated from the polarized
intensity decays:

(11.10)

where the N||(tk) and N⊥(tk) are the experimental data con-
volved with the instrument response function at time tk;
Dm(tk) is the difference between the polarized decays, and
Sm(tk) is the total decay, both corrected using the G factor.
The calculated values rm(tk) are then compared with calcu-
lated values obtained from the convolution integral:

(11.11)

where L(tk) is the instrument response function. The IRF is
assumed to be independent of the orientation of the emis-
sion polarizer. The anisotropy decay is then determined by
minimizing

(11.12)

In this equation rc(tk) is the anisotropy calculated using eq.
11.11 and the assumed anisotropy decay law, and ν is the
number of degrees of freedom. The noise in the measure-
ments does not decrease when taking the differences in the
intensity values. Instead, the calculated anisotropy values

χ2
R �

1

ν ∑
n

k�1

1

σ2
Rk

�rm(tk ) � rc(tk ) �2

rc(tk ) � ∑
t� tk

t�0
L(tk )r(t � tk ) ∆t

rm(tk ) �
N||(tk ) � GN�(tk )

N||(tk ) � 2GN�(tk )
�
Dm(tk )

Sm(tk )
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Figure 11.6. Simulated time anisotropy decay for a double exponen-
tial decay with r01 = r02, θ1 = 50 ps, and θ2 = 5 ns.

Figure 11.7. Frequency-domain anisotropy data for a double-expo-
nential anisotropy decay. Revised from [2].



contain all the noise present in the measured polarized
decays, and it is important to correctly propagate the noise.
In this case the weighting factor is a moderately complex
function of the counts in each channel,7–8 and is given by

(11.13)

where

(11.14)

(11.15)

(11.16)

These expressions seem complex, but their origin is simple.
These expressions are the result of propagating of the Pois-
son noise in each measured intensity into the anisotropy
function. The origin of eq. 11.14 can be seen by consider-
ing the Poisson noise in the parallel and perpendicular com-
ponents, which are given by [I||(tk)]1/2 and [I⊥(tk)]1/2, respec-
tively. The noise in the sum is given by the sum of the
squares of the Poisson noise, with appropriate weighting by
the G factor. The principles of error propagation can be
found elsewhere.9

Anisotropy decays are sometimes analyzed by separate
analysis of the sum and difference decays (eq. 11.10). In
this method the sum Sm(tk) is analyzed first to obtain the
parameters describing the intensity decay, which are the αi

and τi values when using the multi-exponential model. For
this analysis χR

2 is minimized using

(11.17)

where σSk
2 is given by eq. 11.15.

The intensity decay also appears in the difference data.
The parameters (αi and τi) recovered from the sum analysis
are held constant during analysis of Dm(tk). Once again, χR

2

is minimized using8,10

(11.18)

where σDk
2 is given by eq. 11.14. When this procedure is

used the different D(t) contain both the intensity decay and
the anisotropy decay parameters. This can be seen by con-
sidering a single exponential decay of the intensity and the
anisotropy. In this case

(11.19)

where k is a constant. Hence the difference D(t) decays with
an apparent decay time that is shorter than the lifetime (τ)
and the correlation time (θ).

Of the two procedures described above, the second
using separate analyses of S(t) and D(t) is preferable. This
is because the use of eq. 11.10 to calculate the anisotropy is
not correct, particularly when the correlation times are
close to the width of the instrument response function. The
operations of convolution and division do not commute, so
that the measured values of rm(tk) are not a convolution of
the impulse response r(t) with the lamp function. For
instance, even if the anisotropy decay is a single exponen-
tial, the calculated values of rm(tk) can display unusual
shapes, particularly near the rising edge of the curve. Also,
the apparent time-zero anisotropies r(0) are often less than
the true value of r0.11 The use of the calculated sum Sm(tk)
and difference (Dm(tk)) curves is more correct because the
operations of addition and subtraction commute with con-
volution. However, this method still assumes that the lamp
function is the same for the parallel and perpendicular com-
ponents of the emission.

11.2.2. Preferred Analysis of TD Anisotropy Data

The preferred method of analysis is to directly analyze the
polarized intensity decays without calculation of rm(tk) or
Dm(tk).12–15 This is a form of global analysis in which the
parallel and perpendicular components (eqs. 11.1 and 11.2)
are analyzed simultaneously to recover the intensity and
anisotropy decay law. The polarized decay laws are used
with the instrument response function to calculate

(11.20)

(11.21)

where L||(tk) and L⊥(tk) are the instrument response func-

Nc�(tk ) � ∑
t� tk

t�0
L�(tk )I�(t � tk ) ∆t

Nc||(tk ) � ∑
t� tk

t�0
L||(tk )I||(t � tk ) ∆t

D(t) � S(t)r(t) � k exp [ �t ( 1

τ
�

1

θ
) ]

χ2
R �

1

ν ∑
n

k�1

1

σ2
Dk

�Dm(tk ) � Dc(tk ) �2

χ2
R �

1

ν ∑
n

k�1

1

σ2
Sk

�Sm(tk ) � Sc(tk ) �2

σ2
SDk � σ2

Sk � 2G2σ2
Dk

σ2
Sk � N||(tk ) � 4G2N�(tk )

σ2
Dk � N||(tk ) � G2N�(tk )

σ2
Rk � r2m (tk ) ( σ2

Sk

S2
m (tk )

�
σ2

Dk

D2
m (tk )

�
2σ2

SDk

Sm (tk )Dm (tk )
)
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tions measured for each polarized component. In contrast to
the previous method, the instrument response functions are
not assumed to be identical for each polarization, and can
be rather different without affecting the validity of the pro-
cedure.

The calculated and measured polarized intensities are
then used to minimize χR

2 based on the parameter values in
the intensity (αi and τi) and anisotropy decays (r0i and θi):

(11.22)

Since the polarized intensity decays are used directly, the
weighting factors are given by

(11.23)

(11.24)

There is no need to propagate the weighting factors into the
sum and difference data. All the parameters are varied
simultaneously to obtain the best fit, so that the intensity
and anisotropy decay parameters are all optimized to match
the actual data.

Sometimes it is necessary to correct the polarized
intensity decays for background signals. The counts meas-
ured for the blank sample with each polarizer position are
subtracted from the measured data for the same polarizer
position:

(11.25)

(11.26)

The weighting factor for the corrected data is given by the
sum of the weighting factors for the sample and for the
background. If the number of background counts is small,
this correction to the weighting factor can be ignored. It is
important to measure the background for both polarized
components, because the background can be different for
each component, particularly if scattered light reaches the
detector.

It is necessary to know the G factor in order to calcu-
late the intensity decay. The G factor can be obtained in the
usual manner (Chapter 10), in which the intensities are
measured with horizontally polarized excitation. The paral-
lel and perpendicular intensities are then measured for the
same period of time, assuming the excitation intensity is
constant. Another method is to measure the steady-state
anisotropy of the sample, which is then used to constrain
the total intensities of the polarized decays. The steady-state
anisotropy can be measured on a different instrument. The
G factor can be calculated using10,12

(11.27)

where the sums are the total number of counts in the polar-
ized intensity decays. If the excitation intensity has
changed, or the counting time is different, these values need
to be corrected for the different experimental conditions.

11.2.3. Value of r0

In the anisotropy decay analysis the value of r0 can be con-
sidered to be a known or unknown value. If the value of r0

is known, the anisotropy decay law can be written as

(11.28)

where gj are the fractional amplitudes that decay with the
correlation times θj. Since Σgj = 1.0, the use of a known r0

value reduces the number of variable parameters by one. In
this type of analysis the time-zero anisotropy is forced to be
equal to r0.

Alternatively, the total or time-zero anisotropy can be a
variable parameter. In this case,

(11.29)

where r0j are the fractional anisotropies that decay with cor-
relation times θj. When using this type of analysis it is
preferable to describe the time-zero anisotropy as r(0),
which is the recovered value of t = 0. If the anisotropy
decay contains fast components that are not resolved by the
instrument then the Σr0j = r(0) is less than the fundamental
anisotropy r0.

r(t) � ∑
j
r0j exp (�t/θ j)

r(t) � r0 ∑
j
gj exp (�t/θ j)

G �
1 � r

1 � 2r

∑ N||(tk )

∑ N�(tk )

I�(tk ) � I�(tk ) sample � I�(tk ) background

I||(tk ) � I||(tk ) sample � I||(tk ) background

σ2
�k � N�(tk )

σ2
||k � N||(tk )

�
1

ν ∑
n

t�0

1

σ2
�k

�N�(tk ) � Nc�(tk ) �2

χ2
R �

1

ν ∑
n

t�0

1

σ2
||k

�N||(tk ) � Nc||(tk ) �2
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11.3. ANALYSIS OF FREQUENCY-DOMAIN
ANISOTROPY DECAYS

Analysis of the FD anisotropy data is performed in a man-
ner similar to the intensity decay analysis (Chapter 5).
There is a somewhat more complex relationship between
the data (∆ω and Λω) and the transforms. The calculated val-
ues (∆cω and Λcω) can be obtained from the sine and cosine
transforms of the individual polarized decays:3,16–17

(11.30)

(11.31)

where the subscript k indicates the orientation, parallel (||)
or perpendicular (⊥). For any assumed parameters the val-
ues ∆ω (∆cω) and Λω (Λcω) can be calculated (subscript c)
using the sine and cosine transforms of the polarized decays
(eqs. 11.30 and 11.31). The calculated values of ∆ω and Λω

are given by

(11.32)

(11.33)

where Ni and Di are calculated at each frequency. The
parameters describing the anisotropy decay are obtained by
minimizing the squared deviations between measured and
calculated values, using

(11.34)

where δ∆ and δΛ are the uncertainties in the differential
phase and modulation ratio, respectively.

In the FD analysis the rotation-free intensity decay is
measured in a separate experiment using magic-angle
polarizer conditions. The parameter values, typically αi and
τi for the multi-exponential model, are held constant during
the calculation of χR

2 for eq. 11.34. In principle, the phase
and modulation of the polarized components could be
measured relative to scattered light (Figure 11.4), and the
values used to recover I(t) and r(t). This would be analo-
gous to the method used for TCSPC data. However, it

appears that the anisotropy decay is better determined by
direct measurement of the difference (∆ω) and ratio (Λω)
values.

There is no mention of the G factor in eqs.
11.30–11.33. This is because using the G factor is often
unnecessary in analysis of the time-resolved data. This is
because TD and FD measurements are typically performed
using emission filters rather than a monochromator. The use
of an emission monochromator in the steady-state anisot-
ropy measurements is the dominant reason for the G factor
being different from unity. For many time-resolved instru-
ments, especially those using MCP-PMT detectors, the
detection efficiency is the same for the parallel and perpen-
dicular components, and hence G = 1.0.

In the frequency-domain measurements one checks for
a sensitivity to polarization by excitation with horizontally
polarized light. The measured values of the differential
polarized phase angle (∆ω) should be zero. Also, the meas-
ured value of the modulation ratio (Λω) should be 1.0. If
needed, FD anisotropy decays can be measured in a T for-
mat to avoid rotation of the emission polarizer.18

When the FD anisotropy data are analyzed using eq.
11.34, the weighting factors are the same as those used for
directly measured phase and modulation values. We find
values of δ∆ω = 0.2 and δΛω = 0.004 to be appropriate for
measurements. For separately measured the polarized phase
(φ|| and φ⊥ ) and modulation ratios (m||' and m⊥') it would be
necessary to propagate the uncertainties into the difference
and ratio files, as was done for the time-domain analyses. A
procedure to correct for background fluorescence has been
described for the frequency-domain anisotropy measure-
ments.19 This procedure is somewhat more complex than
the direct subtraction used for the time-domain data.

The values of r0 and r(0) are also treated the same way
in the FD analysis as in the TD analysis. The value of r0 can
be a fixed parameter (eq. 11.28), or the time-zero
anisotropy (r(0)) can be a variable in the analysis (eq.
11.29). Using a fixed value of r0 avoids the problem of
missing a short correlation time present in the sample.
However, use of an inappropriately large value of r0 will
result in the appearance of a short correlation time in the
calculated anisotropy decay which is not present in the sam-
ple.

11.4. ANISOTROPY DECAY LAWS

Depending upon the size and shape of the fluorophore, and
its local environment, a wide variety of anisotropy decays
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are possible. A spherical molecule displays a single rota-
tional correlation time. Anisotropy decays can be more
complex if the fluorophore is non-spherical, or if a non-
spherical molecule is located in an anisotropic environment.
Another origin of complex anisotropy decays is internal
flexibility of a fluorophore within a larger macromolecule.

11.4.1. Non-Spherical Fluorophores

One origin of multiple correlation times is a non-spherical
shape. If a molecule is not spherical, there are different rota-
tional rates around each axis. For instance, perylene is a
disk-like molecule and the in-plane rotations are expected
to be more rapid than the out-of-plane rotations. The out-of-
plane motion requires displacement of solvent molecules.
The in-plane rotations require less displacement of solvent
and are expected to be more rapid. Such a molecule is
referred to as an anisotropic rotor. Generally, macromole-
cules are nonsymmetric and one expects different rotation-
al diffusion rates about each axis.

The theory for rotational diffusion of anisotropic rotors
is complex. This topic is well understood, and is described
in more detail in Chapter 12. Initially there was some dis-
agreement about the predicted time-resolved decays for
anisotropic molecules.20–25 It is now agreed20 that the
anisotropy is expected to decay as a sum of exponentials:

(11.35)

There may be as many as five exponential terms for an
asymmetric body, but in practice only three correlation
times are expected to be distinguishable.25 Ellipsoids of rev-
olution are elongated (prolate) or flattened (oblate) mole-
cules with two equal axes and one unique axis. The
anisotropy decay of ellipsoids of revolution can display
only three correlation times. The values of r0j and θj are
complex functions of the rates of rotation around the molec-
ular axes of the nonsymmetric body and the orientation of
the absorption and emission dipoles relative to these axes.
In practice, it is difficult to resolve more than two correla-
tion times. It is important to remember that anisotropic rota-
tions can result in multi-exponential decays of anisotropy.
For small molecules in solution the rotational rates around
the different axes are rarely different by more than a factor
of ten. The resolution of such similar rates is difficult but
has been accomplished using TD and FD measurements.
The theory of anisotropic rotational diffusion is described

in Chapter 12, along with examples resolving multiple cor-
relation times.

It is important to remember that the theory for rotation
of non-spherical molecules assumes hydrodynamic behav-
ior, in which the rates of rotation are determined by the vis-
cous drag of the solvent. This theory fails for many small
molecules in solution. This failure occurs because small
molecules can slip within the solvent, particularly if the
motion does not displace solvent or if the molecule is not
hydrogen bonded to the solvent. In these cases one can
recover a multi-exponential anisotropy decay, but the values
of r0j and θj may not be understandable using eq. 11.35 with
values or r0j and θj appropriate for hydrodynamic rotational
diffusion (Chapter 12). It is useful to have a definition for
the mean correlation time. The most commonly used aver-
age is the harmonic mean correlation time, θH, which is
given by

(11.36)

This expression is sometimes used with r(0) in place of r0.
For a non-spherical molecule, the initial slope of the
anisotropy decay is determined by the harmonic mean cor-
relation time.26

11.4.2. Hindered Rotors

Decays of fluorescence anisotropy can be complex even for
isotropic rotors, if these molecules are contained in an
anisotropic environment. For example, the emission dipole
of DPH is oriented approximately along its long molecular
axis. The rotations that displace this dipole are expected to
be isotropic (Chapter 12) because the molecule is nearly
symmetrical about this axis. Rotation about the long axes of
the molecule is expected to be faster than the other rotation-
al rates, but this fast rotation does not displace the emission
dipole and hence does not depolarize the emission. Hence,
only rotation that displaces the long axis of DPH is expect-
ed to depolarize the emission. In solvents only a single type
of rotational motion displaces the emission dipole of DPH,
and its anisotropy decay is a single exponential.

When DPH is in membranes the anisotropy decay is
usually complex.27–30 The rotational motions of DPH are
hindered and the anisotropy does not decay to zero. By hin-
dered we mean that the angular range of the rotational
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motion is limited. In such cases a limiting anisotropy (r4) is
observed at times which are long compared to the fluores-
cence lifetime. The anisotropy decay is described by

(11.37)

This simple model for a hindered rotor assumes that the
decay from r0 to r4 occurs exponentially. More complex
expressions may be necessary for a rigorous analysis,31–33

but the data are rarely adequate to resolve more than one
correlation time for a hindered rotation. The constant term
r4 has been interpreted as resulting from an energy barrier
that prevents rotational diffusion of the fluorophore beyond
a certain angle. Interpretation of the r4 values will be dis-
cussed in Section 11.7.

11.4.3. Segmental Mobility of a 
Biopolymer-Bound Fluorophore

Consider a fluorophore that is bound to a macromolecule,
and assume that the fluorophore can undergo segmental
motions with a fast correlation time θF. Let θP be the slow
correlation time for overall rotation of the macromolecule.
A number of theoretical treatments have appeared.34–36

These rigorous treatments lead to various expressions for
r(t), most of which are well approximated by some simple
expressions. Assume the segmental motions of the fluo-
rophore occur independently of the rotational motion of the
macromolecules. Then the anisotropy is given by

(11.38)

The anisotropy at any time t depends on the extent of depo-
larization due to the internal motion with an amplitude r0α
and the extent of depolarization due to overall protein rota-
tion with an amplitude r0(1 – α). Equation 11.38 may be
regarded as a slightly more complex case of the hindered
rotor in which the anisotropy decays rapidly to r4 = r0(1 –
α) as a result of the segmental motion. However, the
anisotropy continues to decay to zero as a result of the over-
all rotation of the macromolecule. The effect of segmental
fluorophore motion within a macromolecule is the appear-
ance of a multi-exponential anisotropy decay. This can be
understood by multiplying the terms in eq. 11.38, resulting
in two exponentially decaying terms. The faster motion
must be hindered (α < 1) to observe a multi-exponential
decay of r(t). If the segmental motion were completely free,
that is, α = 1, then the anisotropy would decay with a sin-

gle apparent correlation time (θA). This apparent correlation
time would be given by θA = θPθF/(θP + θF). The existence
of the segmental motion would only be revealed by the
small magnitude of θA, relative to the correlation time
expected for the macromolecule.

Time-resolved anisotropy decays are usually fit to a
sum of exponential decays. Hence, a decay of the form
shown by eq. 11.38 is generally fit to

(11.39)

where the subscripts S and L refer to the short and long cor-
relation times. From comparison of eqs. 11.38 and 11.39
one can derive the following relationships between the
parameters:

(11.40)

(11.41)

Equation 11.41 indicates that it is acceptable to equate the
longer correlation time with that of the overall rotational
motion. However, the shorter observed correlation time is
not strictly equal to the correlation time of the segmental
motion. Only when θF << θP is θS = θF, the actual correla-
tion time of the fast motion.

The effects of a fast segmental motion on the time-
domain and frequency-domain data are shown in Figures
11.6 and 11.7, respectively. The presence of a 50-ps corre-
lation time results in a rapid initial decrease in r(t). The
amplitude of this rapid component depends on the ampli-
tude of the motion. In Figure 11.6 this amplitude is assumed
to account for half of the total anisotropy (r01 = 0.2). Fol-
lowing the rapid decrease, the anisotropy decays by the
longer correlation time of 5 ns. This is the basis of estimat-
ing the overall correlation time of a protein from the corre-
lation time observed at longer times. When the value of θF

is much less than θP, and less than the instrumental resolu-
tion, the effect of the fast motion is to decrease the apparent
value of r0. The remaining anisotropy decays with θP.

The presence of a short correlation time results in a
complex appearance for the FD anisotropy data. The single
bell-shaped ∆ω curve is replaced by a more complex curve
(Figure 11.7), which contains contributions from the two
correlation times (dashed lines). Depending on the upper
frequency limit of the FD instrument, it may not be possi-
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ble to measure the maximum values of ∆ω due to the faster
motion. In these cases the observed value of ∆ω increases up
to the highest measured frequency. The presence of a rapid
correlation time also results in complex behavior for the
modulated anisotropy (rω). Depending on the upper fre-
quency limit of the measurement the values of rω may not
reach the value of r0.

11.4.4. Correlation Time Distributions

Anisotropy decays can also be analyzed in terms of distri-
butions of correlation times.37–39 One approach is to
describe the correlation time spread in terms of a Gaussian,
Lorentzian, or other distribution. The Gaussian (G) and
Lorentzian (L) distributions are given by

(11.42)

(11.43)

In these expressions are the central values, σ the standard
deviation of the Gaussian, and Γ the full width at half max-
imum of the Lorentzian.

Suppose the anisotropy decay is described by a
single modal distribution, with a single mean value 
That part of the anisotropy that displays a correlation time
θ is given by

(11.44)

where p(θ) is the probability of a particular correlation time
θ. It is not possible to selectively observe the fraction of the
anisotropy that decays with θ. Hence, the observed
anisotropy decay is given by the integral equation

(11.45)

It is also possible to describe the anisotropy decay by a mul-
timodal correlation time distribution. In this case the ampli-
tude that decays with a correlation time θ is given by

(11.46)

and the observed anisotropy decay is given by

(11.47)

In this formulation the distribution shape factors are nor-
malized so that the integrated probability of each mode of
the distribution is equal to unity. Equations 11.45 and 11.47
are properly normalized only if none of the probability
occurs below zero.39 Depending on the values of σ, or
Γ, part of the probability for the Gaussian or Lorentzian dis-
tributions (eqs. 11.42 and 11.43) can occur below zero,
even if is larger than zero. This component should be
normalized by the integrated area of the distribution func-
tion above θ = 0. The correlation time distributions can also
be obtained using maximum entropy methods, typically
without using assumed shapes for the distribution func-
tions.37–38

11.4.5. Associated Anisotropy Decays

Multi-exponential anisotropy decay can also occur for a
mixture of independently rotating fluorophores. Such
anisotropy decay can occur for a fluorophore when some of
the fluorophores are bound to protein and some are free in
solution. The anisotropy from the mixture is an intensity
weighting average of the contribution from the probe in
each environment:

(11.48)

where r1(t) and r2(t) are the anisotropy decays in each envi-
ronment. The fractional time-dependent intensities for each
fluorophore are determined by the decay times in each envi-
ronment. For single exponential decays these fractional
contributions are given by

(11.49)

Such systems can yield unusual anisotropy decays that
show minima at short times and increase at long times.40–43

Associated anisotropy decays are described in more detail
in Chapter 12.
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11.4.6. Example Anisotropy Decays of Rhodamine
Green and Rhodamine Green-Dextran

It is instructive to examine several anisotropy decays. Fig-
ure 11.8 shows anisotropy decays for rhodamine green
(RhG) in water and in water containing high concentrations
of sucrose.44 Water–sucrose mixtures are often used to
increase the viscosity of a sample without denaturing the
biomolecules. The top panel shows RhG that is not linked
to dextran. The anisotropy in water decays in less than a
nanosecond. As the viscosity is increased with sucrose the
anisotropy decays for slowly, and is discernible from 0 till
about 10 ns in 50% sucrose. The lifetimes and correlation

times are summarized in Table 11.1. The correlation time in
water is 167 ps and increases to 3.44 ns in 50% sucrose. The
correlation time increases roughly in proportion to the
increase in viscosity. Only a single correlation time was
needed to fit the data. The data were collected out to 15 ns,
which is about fourfold longer than the RhG lifetime. The
upper time limit for measuring the anisotropy data is deter-
mined by the intensity decay time of the fluorophore. If the
lifetime were longer, then the anisotropy decay data could
be collected at longer times.

The lower panel in Figure 11.8 shows the anisotropy
decay of RhG when covalently linked to dextran, which had
a molecular weight near 10 kDa. The anisotropy decays
could not be fit using a single correlation time, but required
two correlation times (Table 11.1). The shorter correlation
times for RhG–dextran are similar to those found for RhG
in water. This suggests the shorter correlation times are due
to segmental motions of the covalently bound RhG, and that
the motions are similar to the motion of RhG in water. The
longer correlation times of RhG–dextran increase with vis-
cosity, but less than expected from the increased in viscosi-
ty. For instance, the ratio of the longer correlation times in
50% and 0% sucrose is 6.0, but the ratio of viscosities is
15.4. This result suggests that the segmental motion in
RhG–dextran contributed to the longer correlation time
shown in eq. 11.38. That is, the longer measured correlation
time is shorter than the correlation time for overall rotation-
al diffusion of dextran because of contributions from the
segmented motions.

11.5. TIME-DOMAIN ANISOTROPY DECAYS OF
PROTEINS

During the past 15 years there have been numerous anisot-
ropy decay measurements on proteins, and it is not practi-
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Figure 11.8. Anisotropy decays of Rhodamine Green in water, and 30
and 50% sucrose. Revised from [44].

Table 11.1. Anisotropy Decay Parameters for Rhodamine Green and Rhodamine Green-Labeled Dextrana

Sample τ (ns) r01 θ1 (ns) r02 θ2 (ns) η/ηω

Rhodamine Green
Water 3.94 – – 0.317 0.167 1.0b

30% sucrose 3.85 – – 0.303 0.721 3.2
50% sucrose 3.70 0 – 0.328 3.44 15.4

Rhodamine Green–dextran conjugate
Water 3.85 0.226 0.239 0.081 1.99 1.0
30% sucrose 3.68 0.201 0.698 0.114 4.50 3.2
50% sucrose 3.50 0.140 1.94 0.192 12.0 15.4

aRevised from [44].
bViscosity (η) relative to the viscosity of water (ηω).



cal to even cite the many references. We present examples
that illustrate the range of behavior found for proteins.

11.5.1. Intrinsic Tryptophan Anisotropy Decay of
Liver Alcohol Dehydrogenase

Liver alcohol dehydrogenase (LADH) is a dimer with two
tryptophan residues in each identical subunit and a total
molecular weight of 80 kD. One of the residues is exposed
to the solvent (trp-15), and one residue is buried (trp-314).
This buried residue can be selectively excited on the red
edge of the absorption spectrum at 300 nm.45 The
anisotropy decay of LADH excited at 300 nm is shown in
Figure 11.9. The decay was found to be a single exponen-
tial with a correlation time of 33 ns. This single correlation
time can be compared with that predicted for a hydrated
sphere (0.2 g H2O/g of protein and eq. 10.46), which pre-
dicts a value of 31 ns at 20EC. Hence this tryptophan
residue appears to be rigidly held within the protein matrix.

Trp-314 appears to rotate with the protein, but the data
still suggest the presence of some segmental mobility. This
is evident from the apparent time-zero anisotropy, r(0) =

0.22, which is less than the fundamental anisotropy of tryp-
tophan at this excitation wavelength. The motions responsi-
ble for this loss of anisotropy may be on a timescale faster
than the resolution of these measurements. Additionally, the
studies have suggested that the apparent correlation times
are different with excitation wavelengths. This cannot occur
for a sphere, but can occur for non-spherical molecules if
different excitation wavelengths change the orientation of
the transition in the molecule. LADH is thought to be
shaped like a prolate ellipsoid with semi-axes of 11 and 6
nm, and an axial ratio near 1.8.

11.5.2. Phospholipase A2

A more typical protein anisotropy decay is shown by phos-
pholipase A2. This enzyme catalyzes the hydrolysis of phos-
pholipids and is most active when located at a lipid-water
interface. Phospholipase A2 has a single tryptophan residue
(trp-3), which serves as the intrinsic probe. The anisotropy
decay is clearly more complex than a single exponential.46

At long times the correlation time is 6.5 ns, consistent with
overall rotational diffusion. However, in comparison with
LADH, there is a dramatic decrease in anisotropy at short
times (Figure 11.10). The correlation time of the fast com-
ponent is less than 50 ps, and this motion accounts for one-
third of the total anisotropy.

11.5.3. Subtilisin Carlsberg

The protease Subtilisin Carlsberg (SC) has a single trypto-
phan residue that is almost completely exposed to water, as
seen from an emission maximum of 355 nm, accessibility
to quenching by iodide, and the crystal structure (Figure
11.11). The anisotropy decays rapidly to zero with a corre-
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Figure 11.9. Anisotropy decay of LADH excited at 300 nm. The
apparent time-zero anisotropy is r(0) = 0.22. Revised and reprinted
with permission from [45]. Copyright © 1981, American Chemical
Society.

Figure 11.10. Anisotropy decay of trp-3 in phospholipase A2 30 ps per
channel. The anisotropy decay parameters are r01 = 0.104, r02 = 0.204,
θ1 < 50 ps and θ2 = 6.5 ns. Revised from [46].



lation time near 170 ps. There is only a 10% component of
a 3.5-ns correlation time that is due to overall rotational dif-
fusion. The correlation time of NATA in water is about 60
ps, so the tryptophan side chain rotates freely relative to the
peptide backbone.

Independent tryptophan motions have been observed in
a large number of proteins,48–50 and have been predicted by
molecular dynamic calculations.51 Fast components in the
anisotropy decay are also observed for labeled proteins.52–53

Hence, segmental motions of intrinsic and extrinsic fluo-
rophores appears to be a common feature of proteins.

11.5.4. Domain Motions of Immunoglobulins

Anisotropy decay measurements have been used to examine
the flexibility of immunoglobulins in solution.54–58 Early
studies of IgG suggested motions of the Fab fragments that
were independent of overall rotational motion. Many
immunoglobulins are Y-shaped proteins. The two tops of
the Y are the Fab regions that bind to the antigen. In the case
of IgE (Figure 11.12) the bottom of the Y is the Fc fragment,
which binds to a receptor on the plasma membrane.

In order to study IgE dynamics the antigen dansyl-
lysine was bound to the antigen-binding sites on the Fab

regions.59 The anisotropy decays are dramatically different
when the IgE is free in solution or when bound to the mem-

brane receptor (Figure 11.13). When bound to the receptor
there is a long correlation time of 438 ns (Table 11.2). This
correlation time is too long for overall rotational diffusion
of the protein, and thus reflects the anisotropy decay of the
membrane-bound form of IgE. The actual correlation time
is probably longer, because 438 ns was the longest correla-
tion time observable with the 27-ns intensity decay time of
the dansyl-lysine.

Domain motions within the IgE molecule are evident
from the multi-exponential fits to the anisotropy decays
(Table 11.2). When free in solution, IgE displays two corre-
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Figure 11.11. Anisotropy decay and structure (insert) of the single-
tryptophan side chain in subtilisin Carlsberg. The anisotropy decay
parameters are r(0) = 0.2, g1 = 0.9, θ1 = 0.17 ns, g2 = 0.1, and θ2 = 3.5
ns. Revised from [47].

Figure 11.12. Model of IgE complexed with the plasma membrane
receptor. The arrows suggest modes of segmental motion of the Fab

fragments. Reprinted with permission from [59]. Copyright © 1990,
American Chemical Society.

Figure 11.13. Anisotropy decay of dansyl-lysine bound to the antigen
binding sites of IgE in the absence and presence of the membrane
receptor. Revised and reprinted with permission from [59]. Copyright
© 1990, American Chemical Society.



lation times of 48 and 125 ns. The larger value is due to
overall rotation of IgE, and the shorter value is due to inde-
pendent motions of the Fab fragments. Assignment of the
48-ns correlation time to Fab motion is supported by a sim-
ilar correlation time being present when the antibody bound
to the receptor. These results indicate that IgE interacts with
its receptor through the Fc region, and that this interaction
does not inhibit motion of the Fab domains (Figure 11.12).

11.5.5. Effects of Free Probe on 
Anisotropy Decays

Anisotropy decays of intrinsic and extrinsic probes fre-
quently show subnanosecond components that are due to
rapid segmental motions. However, such components
should be interpreted with caution, and can be due to scat-
tered light reaching the detector. Another origin of rapid
anisotropy components is the presence of unbound probe in
a sample thought to contain only the labeled macromole-
cule. A free probe will typically display a 50- to 100-ps cor-
relation time, which can easily be mistaken for segmental
motion.

The effect of free probe is illustrated by anisotropy
decays of the yellow fluorescent protein (YFP) from Vibrio
fischeri. This protein is from a bioluminescent bacterium,
and the emitting fluorophore is flavin mononucleotide
(FMN). The intensity decay time of FMN is 4.4 ns in solu-
tion and 7.6 ns when bound to YFP. The binding constant of
FMN to YFP is only modest, so depending on YFP concen-
tration, some of the FMN can dissociate from the protein.60

Anisotropy decays of YFP are shown in Figure 11.14.
At higher protein concentration the decay is dominantly due
to a 14.8-ns correlation time assigned to overall protein
rotation. This correlation is longer than expected for a pro-
tein with a molecular weight of 22.7 kD (near 9 ns), which
suggests an elongated shape for the protein. It appears the
FMN is rigidly bound to YFP. As the protein is diluted, the
anisotropy decay shows a fast component near 0.15 ns,
which has been assigned to free FMN (Table 11.3). The fast

correlation time is probably beyond the time resolution of
the measurements, so that the actual value may be smaller
than 0.15 ns. As the protein concentration is decreased, the
amplitude of the short decay time (4.4 ns) and the fast cor-
relation time (0.15 ns) increases because a larger fraction of
FMN is in the free form. Such data can be used to calculate
the dissociation constant of FMN from the protein.

11.6. FREQUENCY-DOMAIN ANISOTROPY
DECAYS OF PROTEINS

The frequency-domain method can also be used to resolve
the complex anisotropy decays displayed by proteins.63–67

Examples are provided in Chapter 17, so only a few exam-
ples will be presented here.

11.6.1. Apomyoglobin: A Rigid Rotor

Apomyoglobin is known to bind a number of fluorescent
probes in its hydrophobic heme binding site. One example
is 2-p-toluidinyl-6-naphthalene sulfonate (TNS), which is
essentially nonfluorescent in aqueous solution, and
becomes highly fluorescent when bound to apomyoglobin.
Differential polarized phase angles for TNS-labeled
apomyoglobin are shown in Figure 11.15. These values are
consistent with a correlation time of 20.5 ns, and an r(0)
value of 0.331. Since the r0 values recovered from the FD
data agree with the frozen solution value (r0 = 0.32), these
data indicate that TNS-apomyoglobin rotates as a rigid
body, without significant free rotation of the TNS group.67
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Table 11.2. Anisotropy Decays of Dansyl-Lysine Bound to IgEa

Sample g1
b θ1 (ns) g2 θ2 (ns)

IgE in solution 0.30 48 0.70 125
IgE  receptor 0.32 34 0.68 438

aFrom [59].
bThe gj values represent the fraction of the total anisotropy that decay
with the correlation time θj.

Figure 11.14. Anisotropy decays of yellow fluorescent protein at
three concentrations. Revised and reprinted with permission from
[60]. Copyright © 1997, American Society for Photobiology.



The insert shows the time-resolved anisotropy decay recon-
structed from the FD data.

Also shown in Figure 11.15 are FD data for rotational
diffusion of TNS in propylene glycol at 20EC. At this tem-
perature the decay time of TNS in propylene glycol is 7.8
ns. The recovered correlation time was 9.5 ns, with r(0) =
0.351. As is typical for polar fluorophores in polar solvents,
TNS appears to rotate like a spherical molecule.

11.6.2. Melittin Self-Association and 
Anisotropy Decays

Melittin is a small protein (26 amino acids) that self-associ-
ates into tetramers. Melittin was labeled with an
anthraniloyl moiety (N-methylanthraniloyl amide, NMA)
to serve as an extrinsic probe.63 Frequency-domain data for
the monomeric and tetrameric forms of melittin are shown
in Figure 11.16. Also shown are the FD data for the free
probe (NMA) not bound to protein. The values of ∆ω for the
free probe are close to zero for all frequencies below 20
MHz, and increased to only several degrees near 150 MHz.
Also the modulated anisotropies (rω) are near zero at all
measurable frequencies. These low values are due to the
rapid 73 ps correlation time of the free probe.

The shape of the ∆ω and rω plots are different for the
monomer (M) and tetramer (T) forms of melittin. In both
cases the anisotropy decays are complex due to significant
segmental mobility of the probe with a correlation time near
0.2 ns. Upon formation of a tetramer the shape of the ∆ω

curve shows evidence of overall rotational diffusion with a
dominant correlation time near 3.7 ns. In the monomeric
state overall rotational diffusion is not visible, but the data
contain a substantial component near 1.6 ns, which is due to
monomeric melittin. These changes in the overall rate of
diffusion upon tetramer formation can be easily seen in the
values of rω, which are uniformly larger for the tetramer.
The frequency-domain data at high frequencies are sensi-
tive to rotational diffusion and local motions of proteins.
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Table 11.3. Flavin Mononucleotide Intensity and Anisotropy Decays in the 
Presence of Yellow Fluorescent Protein (YFP)a

[YFP] α1
b τ1 (ns) τ2 (ns) r01 θ1 (ns) r02 θ2 (ns) rc

5.76 µM 0.08 4.4 7.6 0.02 0.15 0.29 14.8 0.157
0.72 µM 0.34 " " 0.17 0.15 0.19 14.8 0.108
0.18 µM 0.69 " " 0.26 0.14 0.11 14.8 0.071

aFrom [60].
bα1 + α2 = 1.0.
cSteady-state anisotropy.

Figure 11.15. Frequency-domain anisotropy decays of 2-p-toluidinyl-
6-naphthalene sulfonic acid in propylene glycol (PG) and bound to
apomyoglobin (Apo). Insert: TD anisotropy decays. From [67].

Figure 11.16. Differential phase angles and modulated anisotropies of
N-methylanthraniloyl (NMA)-melittin monomer (M) and tetramer
(T). Also shown are data for the free probe N-methylanthraniloy-
lamide (NMA) at 5°C. Reprinted from [63]. Copyright © 1986, with
permission from Elsevier Science.



11.6.3. Picosecond Rotational Diffusion of 
Oxytocin

If the correlation times are very short the fast motions can
be missed in the measurements. In the time-domain the
faster components are resolved by decreasing the width of
the instrument response function. In the frequency-domain
the resolution of faster components is accomplished by
measuring at higher light modulation frequencies (Chapter
5). Measurements to 2 GHz can be used to resolve the
picosecond anisotropy decays.

Oxytocin is a small cyclic polypeptide that contains 9
amino acids and a single tyrosine residue. The FD

anisotropy decay of the tyrosine fluorescence is shown in
Figure 11.17. The FD data to 200 MHz (vertical dotted
line) shows only increasing values of ∆ω and little change in
the modulated anisotropy.66 Hence the data contain incom-
plete information on the anisotropy decay. This situation
is improved by instrumentation which allowed measure-
ments to 2 GHz. In this case there is detectable shape in the
values of ∆ω, and one can see that there are components due
to two correlation times, 29 and 454 ps. The 29 ps correla-
tion time is due to segmental motions of the tyrosyl
residues, and the 454-ps correlation time is due to overall
rotation of the peptide.

11.7. HINDERED ROTATIONAL DIFFUSION IN
MEMBRANES

Anisotropy decays can be used to characterize model and
real cell membranes. One of the most widely used probes is
DPH, originally proposed as a probe to estimate the micro-
viscosity of cell membranes.68 The basic idea was to com-
pare the anisotropy observed for the membrane-bound
probe with that observed for the probe in solutions of
known viscosity. By comparison, the microviscosity of the
membrane could be calculated. This procedure assumes
that the rotational motions are the same in the reference sol-
vent and in the membranes.

A frequently used viscosity reference solvent for DPH
is mineral oil. This solvent is used because the decay times
of DPH in mineral oil are mostly independent of tempera-
ture, whereas the decay times in propylene glycol are
dependent on temperature. Polarized intensity decays of
DPH are shown in Figure 11.18. In mineral oil the differ-
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Figure 11.17. Frequency-domain anisotropy decay of the intrinsic
tyrosine fluorescence of oxytocin. The dashed curves show the values
expected for r01 = 0.208, θ1 = 29 ps, r02 = 0.112, θ2 = 454 ps. Revised
and reprinted from [66]. Copyright © 1986, with permission from
Elsevier Science.

Figure 11.18. Polarized intensity decays of 1,6-diphenylhexatriene (DPH) in mineral oil at 20°C (left) and in DMPC vesicles at 15°C (right). Similar
data have been reported from several laboratories.10,27,30



ence decays to zero, indicating the anisotropy decays to
zero (left). Contrasting results were found for DPH in vesi-
cles of dimyristoyl-L-α-phosphatidylcholine (DMPC). In
this case the polarized intensities remain different during
the entire decay (right). This result indicates that the
anisotropy does not decay to zero at long times (Figure
11.19). At higher temperature, above the membrane phase
transition, the long time anisotropy becomes closer to zero,
as shown for DMPC residues at 37.8E (Figure 11.19).

Time-resolved anisotropies can be used to study the
effects of cholesterol on membranes. A typical result is that
the presence of cholesterol in the membranes results in
more hindered rotational diffusion than in the absence of
cholesterol. This can be seen in the experimental anisotropy
decays of DPH in DPPC vesicles.69 As the mole fraction of
the cholesterol is increased the long time anisotropy
increases (Figure 11.20). Such behavior is a general feature
of the anisotropy decays of labeled membranes.70–76

Considerable attention has been given to the molecular
interpretation of the limiting anisotropies (r4). The interest
arises from a desire to understand the properties of the

membranes that are responsible for the hindered rotation. In
one analysis31,77 the rod-like DPH molecule is assumed to
exist in a square-well potential so that its rotation is unhin-
dered until a certain angle (θc) is reached (see insert in Fig-
ure 11.18). Rotation beyond this angle is assumed to be
energetically impossible. In this model the limiting
anisotropy is related to the cone angle θc by

(11.50)

This ratio is also equal to the square of the order parameter
(S). Completely unhindered motion is found for θc = 90E.
The limiting anisotropies of DPH can be interpreted in
terms of this model. As the cholesterol content of DPPC
vesicles increases, the cone angle decreases (Figure 11.21),
with the effect being much smaller at higher temperature.
The cone angle of DPH in pure DPPC vesicles increases
dramatically at the phase transition temperature near 37EC.
The presence of cholesterol prevents free rotation of DPH
at all temperatures.

This interpretation of the r4 values is intuitively pleas-
ing, but the values of θc should be interpreted with caution.
One difficulty of this model is that the calculation of θc

from r4/r0 depends upon the existence of a square-well
potential in the membranes. The fact that a nonzero value of
r4 is observed demonstrates the existence of a barrier to
rotation, but does not demonstrate the barrier is an abrupt as
a square-well potential. For this reason caution is advised in

r∞

r0
� S2 � [ 1

2
 cos θc(1 �  cos θc ) ] 2
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Figure 11.19. Anisotropy decays of DPH in mineral oil and in DMPC
vesicles. Redrawn from [10] and [27].

Figure 11.20. Anisotropy decays of DPH in DPPC vesicles at 49.5°C,
containing 0, 20, and 50 mole% cholesterol. At 49.5°C the DPPC
membranes are above their phase transition temperature, which is near
37°C. Revised and reprinted with permission from [69]. Copyright ©
1978, American Chemical Society.



the interpretation of derived θc values from observed values
of r4. Alternatively, it has been shown that r4 is related to
the order parameter describing the equilibrium orientation
distribution of the probe at times much longer than the rota-
tional correlation time.36,78–81 Specifically,

(11.51)

where the brackets indicate an average over all fluo-
rophores, and θ is the angular rotation of DPH in the mem-
brane. This result is claimed to be independent of any
assumed model except for the assumption of cylindrical
symmetry. In this case r4 = 0 when the average value of θ
reaches 54.7E.

The presence of hindered rotations of DPH results in
unusual frequency-domain data.82–84 The effect of a nonze-
ro value of r4 results in a uniform decrease in the differen-
tial phase angles (Figure 11.22). The values of ∆ω are much
smaller below the transition temperature of DPPC vesicles,

and increases dramatically above the transition tempera-
ture, when the DPH molecules can rotate freely. These data
can be interpreted using eqs. 11.30–11.34 to recover the
time-dependent anisotropy (Figure 11.22, insert).

11.7.1. Characterization of a New 
Membrane Probe

The concepts described for DPH allow us to understand the
characteristics of newly developed probes. One example is
the all-trans isomer of 8,10,12,14,16-octadecapentaenoic
acid (t-COPA, Figure 11.23). This probe is insoluble and/or
nonfluorescent in water, so that the only emission is from t-
COPA bound to membranes.85 The absorption spectrum of
t-COPA is centered at 330 nm, making it an acceptor for the
intrinsic tryptophan fluorescence of membrane-bound pro-
teins. The effectiveness of t-COPA as an accepted is due to
its high extinction coefficient near 105,000 M–1 cm–1.

Localization of t-COPA in membranes was accom-
plished using the spin-labeled fatty acids as quenchers
(Chapter 9). DMPC has a phase transition near 24EC, and
quenching is more effective in the fluid phase at 30EC than
in the gel phase at 17EC (Figure 11.24). The effect of tem-
perature on quenching shows that there is a diffusive com-
ponent to the quenching, which is in contrast to the usual
assumptions of no diffusion in parallax quenching. Larger
amounts of quenching by 16NS than by 5NS indicates that
the chromophore is buried deeply in the bilayer, away from
the lipid-water interface.

The intensity decay of t-COPA is multi-exponential in
solvents and in lipid bilayers. In lipids the major component

S2 �
r∞

r0
� � 3 cos 

2θ � 1

2
	

2
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Figure 11.21. Cone angles (eq. 11.50) for rotational diffusion of DPH
in DPPC vesicles as a function of the cholesterol content of the vesi-
cles. Revised and reprinted with permission from [69]. Copyright ©
1978, American Chemical Society.

Figure 11.22. Frequency-dependent values of ∆ω for DPH in DPPC
vesicles. The insert shows the recovered anisotropy decay.

Figure 11.23. Absorption spectra of t–COPA 10-6 M in ethanol at
20°C. Revised and reprinted from [85], from the Biophysical Society.



in the intensity decay has a lifetime of about 20 ns. This
means that the anisotropy decay of t-COPA can be meas-
ured to longer times than DPH, which has a typically life-
time in membranes near 9 ns. The time-zero anisotropy is
near 0.385, making it a useful anisotropy probe. The
anisotropy decays of t-COPA are multi-exponential in sol-
vents and in lipid bilayers. In solvents the anisotropy decays
to zero (not shown). In membranes t-COPA behaves like a
highly hindered rotor. Below the phase transition the

anisotropy of t-COPA displays a high r4 value near 0.31.
Above the phase transition the value of r4 decreases to 0.07
(Figure 11.25). In total, this polyene probe behaves similar-
ly to DPH in model membranes.

11.8. ANISOTROPY DECAYS OF NUCLEIC ACIDS

Studies of DNA by fluorescence can be traced to the use of
dyes to stain chromatin for fluorescence microscopy. The
use of time-resolved fluorescence for DNA dynamics orig-
inated with the measurement of anisotropy decays of ethid-
ium bromide (EB) bound to DNA.86–89 These early studies
showed the anisotropy at long times did not decay to zero
(Figure 11.26), which is similar to that found for DPH in
membranes. Initially the results were interpreted in terms of
the angle through which the EB could rotate within the
DNA helix. The anisotropy values in Figure 11.26 are lower
than expected for ethidium bromide. This is because the
experiments were performed with natural or unpolarized
light for the excitation. When the excitation source is unpo-
larized, the emission is still polarized but the anisotropy
values are half those observed with polarized excitation.

Since these early studies there has been theoretical
progress in the use of fluorescence to study DNA dynam-
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Figure 11.24. Stern-Volmer plot for the quenching of t-COPA by the
spin probes 5NS and 16NS in unilamellar vesicles of DMPC at 17°C
(gel phase) and 30°C (fluid phase). The concentration refers to the
quencher concentration in the membrane phase. Revised and reprint-
ed from [85], from the Biophysical Society.

Figure 11.25. Time-resolved fluorescence anisotropy of t-COPA in
unilamellar vesicles of DMPC in the gel (16°C) and fluid (31°C) phas-
es. Revised and reprinted from [85], from the Biophysical Society.

Figure 11.26. Anisotropy decay of ethidium bromide (EB) bound to
calf thymus DNA. The excitation was with polarized or natural light.
Revised from [86].



ics.90–92 Unfortunately, the theory for DNA dynamics is
rather complex, and not easily summarized. The basic result
is that the anisotropy of DNA-bound probes can be depolar-
ized by fast motions of the probes within the DNA helix by
bending of DNA about the short axis, and by torsional
motion of DNA about the long axis. The extent to which
these motions contribute to the anisotropy decay depends
on the orientation of the transition moments within the
DNA helix. The different motions contribute at different
times, and the anisotropy decays are expected to be highly
non-exponential. Additional information on DNA anisot-
ropy decays is presented in Chapter 12.

11.8.1. Hydrodynamics of DNA Oligomers

It is easier to interpret the anisotropy decays of short DNA
oligomers. These molecules behave like rigid rods allowing
the data to be interpreted in terms of the rotational correla-
tion times.93 The anisotropy of oligomers with up to 32 base
pairs decays were found to be single exponentials. The cor-
relation times increased linearly with the number of base
pairs (Figure 11.27). Hence, DNA fragments of this size
behave as rigid bodies. DNA can adopt shapes besides lin-
ear duplexes. One example is formation of bent helices
(Figure 11.28). The linear structure (AO) is a DNA 50-mer.
The second structure (A5) is bent due to the insertion of five
unpaired adenines. This rather modest change in shape can-
not be expected to result in a dramatic change in the

anisotropy decay. However, the different rotational proper-
ties of these two molecules could be seen in the frequency-
domain anisotropy data (Figure 11.29). These data were
analyzed in terms of a detailed hydrodynamic model, and
found to be consistent with the known shapes. The different
frequency responses can be understood intuitively by recog-
nizing that the straight DNA molecule can rotate more rap-
idly around the long axis than the bent molecule. This
explains the higher frequency of the maximum differential
phase angle of AO (!) as compared to A5 (O). It was pos-
sible to detect this minor structural difference between the
DNA oligomers from the frequency-domain data.

11.8.2. Dynamics of Intracellular DNA

During the past ten years there has been an increasing use
of time-resolved measurements of a wide variety of intra-
cellular fluorophores. One example is the use of ethidium
bromide to study the rigidity of chromatin in Vero monkey
kidney cells in the S2 phase.95 Figure 10.30 (top) shows the
intensity decays of EB bound to x-phage DNA as a control,
and of EB bound to chromatin in the cells. The intensity
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Figure 11.27. Rotational correlation time of EB bound to double hel-
ical DNA oligomers as a function of the size of the DNA fragments.
Revised and reprinted with permission from [93]. Copyright © 1996,
American Chemical Society.

Figure 11.28. Structure of a DNA fragment with 50 base pairs (AO,
left) and a bent DNA with five unpaired adenines (A5, right).
Reprinted from [94]: Collini M, Chirico G, Baldini G, Bianchi ME,
Conformation of short DNA fragments by modulated fluorescence
polarization anisotropy, Biopolymers 36:211–225. Copyright © 1995,
by permission of John Wiley & Sons, Inc.



decay of EB bound to x-phage DNA is a single exponential.
The intracellular EB shows a short (τ1 = 2 ns) and a long
component (τ2 = 21 ns). These components were assigned
to EB that was not bound or bound to chromatin, respec-
tively. When performing measurements on intracellular
probes it is important to determine the binding of the probe
as well as the extent of autofluorescence.

The lower panel in Figure 11.30 shows the anisotropy
decay of the intracellular EB. The intensity decay is almost
flat, showing that the probe is essentially immobile for the
60 ns timescale of the measurements. There is a small dip
in the anisotropy near 1–2 ns after excitation. This dip is
due to the presence of unbound EB, which rotates rapidly
and also decays rapidly. This is an example of an associat-
ed anisotropy decay (Section 11.4.5). An important consid-
eration in using a microscope for anisotropy measurements
is the numerical aperture of the objective. As the numerical
aperture increases the apparent anisotropy (NA) decreas-
es.96–97 This occurs because light is collected which is not
propagating directly along the observation axis. The effect

of NA probably contributed to the low apparent value of
r(0) in Figure 11.30.

11.8.3. DNA Binding to HIV Integrase Using 
Correlation Time Distributions

Time-resolved anisotropy decays can be used to measure
association reactions between biomolecules. The anisot-
ropy decays in terms of multiple correlation times and the
correlation times are assigned to the various species in the
samples. It can be difficult to visualize the meaning of a
table of correlation times and amplitudes. Part of the diffi-
culty is the tendency to visualize a numerical value as a dis-
crete number, rather than the range of numbers possible
because of the limited resolution of the data. A more intu-
itive approach is to use distributions of correlation times to
represent the data.

Correlation time distributions were used to study the
interaction of HIV-1 integrase with a DNA substrate. Inte-
grase plays a key role in inserting the viral DNA into the
host, and is thus a target for drug therapies. Integrase was
known to self-associate and occurs as monomers, dimers,
and tetramers.98–102 Each monomer in integrase has three
domains: the N-terminal domain, the catalytic core domain,
and the C-terminal domain. The association reactions of
integrase and its interaction with DNA are of interest for the
design of the anti-HIV drugs. Anisotropy decays of the
intrinsic tryptophan emission of integrase were used to
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Figure 11.29. Frequency-domain anisotropy decay of the DNA 50-
mers shown in Figure 11.28 (AO, !; A5, O) labeled with EB. In this
figure the modulation data is presented as the ratio of the polarized
and modulated intensities, perpendicular divided by parallel.
Reprinted from [94]: Collini M, Chirico G, Baldini G, Bianchi ME,
Conformation of short DNA fragments by modulated fluorescence
polarization anisotropy, Biopolymers 36:211–225. Copyright © 1995,
by permission of John Wiley & Sons, Inc.

Figure 11.30. Intensity and anisotropy decays of EB-stained chro-
matin from S2 phase Vero cells. Also shown as a control is the inten-
sity decay of EB bound to x-phage DNA. Revised from [95].



study the self-association of integrase monomers.98 Figure
11.31 shows the recovered correlation time distribution for
integrase in the absence of DNA substrate. The correlation
time near 2–3 ns was assigned to the local dynamics of inte-
grase and not linked to its extent of association. The longer
correlation times centered near 100 ns were interpreted as

due to the integrase tetramer. The distribution of the long
correlation time is wide because this value is uncertain due
to the short lifetime of tryptophan. The large difference
between the lifetime and correlation time results in the wide
amplitude at times above 80 ns which are not determined by
the data.
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Figure 11.31. Tryptophan correlation time distributions for HIV-1 integrase in the presence of a 21-base-pair DNA oligomer [integrase] = 100 nM.
Proposed structures are shown for the monomer and tetramer. N-terminal domain is red, catalytic core domain is green, and the C-terminal domain is
blue. Revised from [98–99]. Structure courtesy of Dr. Alexei Podtelezhnikov from the University of California at San Diego.



Addition of DNA substrate results in a shift of the dis-
tribution to shorter time. The correlation time assigned to
the monomer is sharply distributed between 10 and 20 ns.
The better resolution of this correlation time is because the
tryptophan lifetime is closer in magnitude to the correlation
time. While the same information would be contained in
tabular data, the use of distributions provides an intuitive
understanding of both the correlation times themselves and
the uncertainties associated with the central values.

11.9. CORRELATION TIME IMAGING

Magnetic resonance imaging (MRI) is a dominant medical
imaging technology. The image contrast in MRI is not
based on proton signal intensity, but rather on the T1 and T2

water or proton relaxation times. The relaxation times
depend on the viscosity, elasticity, and other dynamic prop-
erties of the tissues, which is similar to the dependence of
fluorophore rotational correlation time on solvent viscosity.
Here it is natural to ask if cellular imaging can be accom-
plished based on the rotational correlation times of fluo-
rophores. Such work is beginning to appear,103–105 and is
likely to become more widely used as technology makes
these measurements more practical.

An instrument for correlation time imaging is shown in
Figure 11.32. This instrument uses a pulsed laser and a
gated optical image intensifier (GOI), similar to the instru-
ments described in Chapter 4 for fluorescence lifetime
imaging microscopy (FLIM). The instrument shown in Fig-
ure 11.32 allows simultaneous recording of the parallel and
perpendicular images using a polarizing beam splitter. This
optical element separates the image into two images with

orthogonal polarizations that are focused on different
regions of the CCD camera. Thus a single gating pulse pro-
vides two images, one of each polarization, for the same
time window.

The correlation time images were measured using rho-
damine 6G in transparent microwell plates. The correlation
time was varied by using solvents with different viscosities.
Figure 11.33 shows the polarized time-dependent decays
for R6G in two solvents (right). In methanol the correlation
time is short and the polarized intensities are the same at the
earliest available times. In ethylene glycol the parallel com-
ponent has a higher intensity than the perpendicular compo-
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Figure 11.32. Instrument for correlation time imaging. Revised from [105].

Figure 11.33. Apparent lifetime images (left) and polarized intensity
decay (right) for rhodamine 6G in methanol and ethylene glycol.
Revised from [105].



nent to about 6 ns. The polarized intensity decays are visu-
ally seen to be multi-exponential as predicted by eqs. 11.1
and 11.2.

The time-dependent decays were used to create FLIM
images of the samples (Figure 11.33, left). The lifetimes at
each pixel in the images are apparent lifetimes that are
some weighted averages of the multi-exponential decays. In
methanol the apparent lifetimes are the same regardless of
the polarization, as expected based on the short correlation
time. In ethylene glycol the apparent lifetime of the parallel
component is shorter than the perpendicular component.
The parallel component has a shorter apparent lifetime
because the transition moments are rotating away from the
orientation of the observation polarizer. These results show

that the gated polarized intensity images contain informa-
tion in the correlation times of the samples.

There can be some confusion about the difference in
apparent lifetime with horizontal excitation (Figure 11.33,
lower left). With the usual right angle geometry horizontal
excitation results in the same signals in the parallel and per-
pendicular channels (Section 10.4). The geometry is differ-
ent for the instrument in Figure 11.32 where the emission is
observed along the same axis as the excitation. For this
geometry rotation of the excitation polarizer reverses the
signals in the two polarized observation channels.

The polarized time-dependent intensities can be used
to calculate the correlation times (Figure 11.34). The color
of the images reveals the longer correlation times of R6G in
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Figure 11.34. Correlation time images of R6G in various solvents (top) and histograms of the recovered correlation times (bottom). The upper three
images are R6G in methanol. Revised from [105].



glycerol as compared to ethylene glycol. The lower panel
shows histograms of the occurrence of each correlation
time in the examples. While the distribution is wide in glyc-
erol, the results demonstrate the possibility of imaging
using correlation times. One can imagine such results being
extended to intracellular fluorophores to obtain contrast
based on the mobility of fluorophores in each region of a
cell.

11.10. MICROSECOND ANISOTROPY DECAYS

11.10.1. Phosphorescence Anisotropy Decays

The information available from an anisotropy decay is lim-
ited to times during which emission occurs. For this reason
it is usually difficult to obtain reliable data at times longer
than three intensity decay times. Even for probes having
relatively long lifetimes such as dansyl-lysine (Section
11.5.4), this time window is too small to effectively study
membrane-bound proteins.

Rotational motions at longer times can be measured
using phosphorescence anisotropy decays.106–112 These
experiments are illustrated by studies of the sarcoplasmic
reticulum Ca2+-ATPase, which is a 110-kD transmembrane
protein. Not many phosphorescence probes are available,
and one of the most commonly used probes is erythrosin
(Figure 11.35), which in deoxygenated solution displays a
phosphorescence decay time near 100 µs. Typical phospho-
rescence anisotropy decays are shown for erythrosin-
labeled Ca2+-ATPase. In this case the ATPase was aggregat-
ed in the membrane by melittin. The extent of aggregation

was greater for native melittin than for acetylated melittin,
which neutralizes the positive charges on melittin and
decreases its interactions with the Ca2+-ATPase. Because
the extent of crosslinking is less for acetylated melittin, so
that the anisotropy decays more rapidly. There are several
disadvantages to the use of erythrosin, eosin and other
phosphorescent probes. The signals are usually weak due to
the low phosphorescence quantum yields. Rigorous exclu-
sion of oxygen is needed to prevent quenching. And, final-
ly, fundamental anisotropies are usually low, near 0.1,
resulting in decreased resolution of the anisotropy decays.

11.10.2. Long-Lifetime Metal–Ligand Complexes

Another approach to measuring long correlation times is to
use luminescent metal–ligand complexes (MLCs). These
probes display lifetimes ranging from 100 ns to 10 µs113–116

(Chapter 20). These probes are typically complexes of tran-
sition metals with diimine ligands. A lipid MLC probe was
made by covalently linking two phosphatidylethanolamine
(PE) lipids to an Ru-MLC that contained two carboxyl
groups. The MLC-lipid probe was then incorporated into
DPPG vesicles (Figure 11.36). The maximum in the differ-
ential phase angle (∆ω) is near 1 MHz, suggesting slow rota-
tional diffusion. The lifetime of the Ru-PE2 probe was near
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Figure 11.35. Phosphorescence decays of erythrosin-labeled Ca2+-
ATPase in sarcoplasmic reticulum vesicles. Anisotropy decays were
obtained in the absence of melittin (A), in the presence of acetylated
melittin (B), or native melittin (C). Revised and reprinted with permis-
sion from [110]. Copyright © 1995, American Chemical Society.

Figure 11.36. Frequency-domain anisotropy decays of Ru(bpy)2

(dcbpy)–PE2 in DPPG vesicles. Reprinted from [114], with permis-
sion from Academic Press, Inc.



680 ns at 2EC, which allowed resolution of the slow corre-
lation time.

The FD anisotropy data in Figure 11.37 were used to
resolve a double exponential anisotropy decay, which
showed correlation times of 133 and 1761 ns. It is useful to
visualize how these correlation times contribute to the data,
which is shown by the dashed lines in Figure 11.37. The
correlation time of 1761 ns is consistent with that expected
for rotational diffusion of phospholipid vesicles with a
diameter of 250 Å. At this time the physical origin of the
shorter correlation time is not clear, but presumably this
correlation time is due to restricted motion of the probe
within the membrane.

It is important to notice that the use of a long-lifetime
probe allowed measurement of overall rotation of the phos-
pholipid vesicles. Earlier in this chapter we saw that DPH
displayed nonzero r4 values at long times. This occurred
because the intensity decay times of DPH are short relative
to the correlation times of the vesicles. Hence, the use of
nanosecond decay time fluorophores provides no informa-
tion on rotational motions of lipid vesicles.

The metal–ligand complexes have several advantages
over the phosphorescent probes. In contrast to phosphores-
cence, the samples can be measured in the presence of dis-
solved oxygen. The MLCs are only partially quenched by
ambient oxygen, whereas phosphorescence is usually com-
pletely quenched. Additionally, there are relatively few
phosphorescent probes, but there are numerous metal–lig-
and complexes (Chapter 20).
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PROBLEMS

P11.1. Segmental Freedom in Proteins: Use the data in Figure
11.9 for LADH to calculate the mean angle for the seg-
mental motions of trp-314. Assume the fundamental
anisotropy r0 = 0.28.

P11.2. Binding Constant of FMN for YFP: Use the intensity
decay data in Table 11.3 to calculate the dissociation
constant (Kd) of FMN for YFP.
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In the preceding two chapters we described steady-state and
time-resolved anisotropy measurements, and presented a
number of biochemical examples that illustrate the types of
information available from these measurements. Through-
out these chapters we stated that anisotropy decay depends
on the size and shape of the rotating species. However, the
theory that relates the form of anisotropy decay to the shape
of the molecule is complex, and was not described in detail.
In the present chapter we provide an overview of the rota-
tional properties of non-spherical molecules, as well as rep-
resentative examples.

For the initial topic in this chapter we describe associ-
ated anisotropy decays. Such decays occur when the solu-
tion contains more than one type of fluorophore, or the
same fluorophore in different environments. Such systems
can result in complex anisotropy decays, even if the individ-
ual species each display a single-exponential anisotropy
decay.

12.1. ASSOCIATED ANISOTROPY DECAY

Biochemical samples frequently contain multiple fluo-
rophores or a single fluorophore in more than one environ-
ment. Such a sample can be expected to display a multi-
exponential anisotropy decay. For a mixture the origin of
the multiple decay times is different from the preceding two
chapters. In these chapters we described how a single fluo-
rophore bound to a biomolecule could display multiple cor-
relation times as the result of segmental motions in addition
to rotational diffusion. Multiple correlation times can also
occur for non-spherical molecules (Section 12.3) or for
long flexible molecules like DNA. In these cases the multi-
ple correlation times are due to a single fluorophore dis-
playing complex motion.

There is another possible origin of complex anisotropy
decays, which is a mixture of fluorophores or a single fluo-
rophore in two different environments. This concept is illus-

trated in Figure 12.1, which shows tryptophan in two envi-
ronments: free in solution and as the single-tryptophan
residue in human serum albumin (HSA). Tryptophan has a
lifetime near 3 ns, and a correlation time in water near 50
ps. The single-tryptophan residue in HSA has a longer life-
time near 8 ns and a correlation time near 40 ns. We have
assumed that the intensity and anisotropy decay are all sin-
gle exponentials.

A mixture of fluorophores with correlation times of 40
ns and 50 ps can result in an unusual anisotropy decay. In
Section 11.5 we described how rapid segmental motions
result in an initial rapid decrease in the anisotropy decay of
a protein, followed by a slower anisotropy decay at longer
times due to overall rotational diffusion. The resulting
anisotropy decay can be quite different if the same two cor-
relation times are present in the sample, but are due to a
mixture of fluorophores rather than a single fluorophore.
Such a mixture can display a different type of anisotropy
decay in which the anisotropy decreases to a minimum and
then increases at longer times (Figure 12.2).

The origin of the unusual behavior seen in Figure 12.2
can be understood by examining the intensity and
anisotropy decays of the individual species (Figure 12.3).
At any time following excitation the anisotropy is given by
the additivity law:

(12.1)

where f1(t) is the fractional intensity of the tryptophan and
f2(t) is the fractional intensity of the HSA. The fractional
intensity of each species can be calculated from the intensi-
ty decays. Assume that at t = 0 both species contribute
equally. Because of its shorter 3-ns lifetime the fractional
intensity of the tryptophan decreases more rapidly with
time than the emission from HSA with a lifetime of 8 ns.
The fractional contribution of tryptophan becomes smaller
at longer times. However, at intermediate times, the low

r(t) � f1(t)r1(t) � f2(t)r2(t)
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anisotropy of the tryptophan results in a transient decrease
in the measured value of r(t). At longer times, the emission
becomes dominated by HSA with its larger anisotropy,
resulting in an increase in r(t).

12.1.1. Theory for Associated Anisotropy Decay

It is useful to compare the equations describing associated
and non-associated anisotropy decays. For a single fluo-
rophore that displays a multi-exponential intensity and
anisotropy decay the parallel and perpendicular compo-
nents of the emission are given by

(12.2)

(12.3)

These expressions can be written in terms of the multiple
exponential components in I(t) and r(t):

(12.4)

(12.5)I� (t) �
1

3
 ∑
i

 αi exp(�t/τi)  [ 1 � ∑
j

 r0 j exp(�t/θj) ]

I||(t) �
1

3
∑
i

 αi exp(�t/τi)  [ 1 � 2 ∑
j

 r0j exp(�t/θj) ]

I�(t) �
1

3
 I(t) �1 � r(t) �

I||(t) �
1

3
 I(t) �1 � 2r(t) �

414 ADVANCED ANISOTROPY CONCEPTS

Figure 12.1. Model system for an associated anisotropy decay: a mixture of tryptophan in solution and in HSA.

Figure 12.2. Simulated associated anisotropy decay simulated for a
mixture of fluorophores, τ1 = 3 ns, θ1 = 50 ps, τ2 = 8 ns, θ2 = 40 ns,
r01 = r02 = 0.30. The individual intensity and anisotropy decays are
shown in Figure 12.3.



For the non-associated decay there is a single intensity
decay I(t) and a single anisotropy decay, even though both
decays can be multi-exponential. A non-associated decay
describes the motions of a single type of fluorophore in a
single environment.

For an associated system each fluorophore population
displays its own intensity and anisotropy decay. The polar-
ized intensity decays are given by

(12.6)

(12.7)

where the subscript m represents each fluorophore popula-
tion, and not a component of a multi-exponential decay.
Each fluorophore population is described by a different
intensity decay Im(t) and a different anisotropy decay rm(t).

The nature of an associated anisotropy decay can be
understood by considering eqs. 12.6 and 12.7 for a two-
component mixture. Assume each species displays a single
lifetime (τm) and a single correlation time (θm). The ampli-
tudes at t = 0 can be represented by αm, which is the ampli-
tude of the mth population at t = 0. The anisotropy decay for
this mixture is then given by

(12.8)

The fractional intensity of the mth component at any time t
is given by

(12.9)

and the time-dependent anisotropy is given by

(12.10)

This equation states that the anisotropy at time t is given by
the intensity-weighted average of the anisotropies of each
species at the same time. Equation 12.10 is the additivity
law for anisotropies at each time in the total decay. More
detailed descriptions of the theory for associated anisotropy
decays can be found elsewhere.1–8

12.1.2. Time-Domain Measurements of 
Associated Anisotropy Decays

Experimental studies of associated anisotropy decays start-
ed with early reports on cis- and trans-parinaric acid.9–11

The anisotropy was observed to increase at long times (Fig-
ure 12.4). In this case the probe cis-parinaric acid was cova-
lently linked to the second position on a phosphatidyl-
choline molecule (cis-parinaroyl-PC).12–13 The increase in
anisotropy at times longer than 10 ns was explained as the
result of a population of fluorophores with a longer life-

r(t) � ∑
m

 fm(t)  rm(t)

fm(t) �
αm  exp(�t/τm)

∑
m

 αm  exp(�t/τm)

r(t) �

∑
m

 αm exp(�t/τm )  r0m exp(�t/θm)

∑
m

 αm  exp(�t/τm)

I�(t) �
1

3
 ∑
m

 Im(t)  �1 � rm(t) �

I||(t) �
1

3
 ∑
m

 Im(t)  �1 � 2 rm(t) �
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Figure 12.3. Intensity and anisotropy decays corresponding to the
individual species shown in Figure 12.1.

Figure 12.4. Intensity and anisotropy decay of cis-parinaroyl-PC in
rat skeletal sarcolemmal membranes. From [12].



time, which also displayed restricted motion. Associated
anisotropy decays have also been observed for labeled
oligonucleotides when bound to proteins14–15 and for rho-
damine and proteins in lipid–protein systems.16–17

A dramatic example of an associated anisotropy decay
is shown in Figure 12.5. These anisotropy decays were
observed for rhodamine B (RhB) in the presence of Ludox,
which is colloidal silica. In the absence of silica the RhB
anisotropy decays rapidly to zero. In the presence of
increasing amounts of silica (bottom to top) the anisotropy
initially decreases and then increases to nearly the time-
zero value.18 The initial rate of anisotropy decay is similar
to that observed without silica. This suggests that in all
samples, with and without silica, the anisotropy for times
less than 1 ns is due to RhB that is not bound to silica. It
seems logical to conclude that the anisotropy at long times
is due to RhB bound to the silica particles. Since the long-
time anisotropy is close to the time-zero anisotropy, the cor-
relation time of RhB bound to silica must be long.

Associated anisotropy decays cannot always be distin-
guished from non-associated decays.1–3 For instance, if the
lifetimes of RhB were the same when in water and when
bound to silica, the observed anisotropy decay would be a
multi-exponential but the anisotropy would not increase at
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Figure 12.5. Anisotropy decay of rhodamine B in water and with
0.04, 0.08, and 0.27% Ludox (from bottom to top). For the highest sil-
ica concentration α1 (H2O) = 0.70 and α2 (silica) = 0.30 (eq. 12.8).
Revised from [18].

Figure 12.6. Klenow fragment of E. coli DNA polymerase with a bound DNA oligomer. The dansyl-labeled base (D) is located at the 10th residue
from the 5' end of the 17-mer. Revised from [19].



long times (Problem 12.1). An increased anisotropy at long
times requires that the species with a longer correlation
time has a longer lifetime than the species with a short cor-
relation time.

12.2. BIOCHEMICAL EXAMPLES OF 
ASSOCIATED ANISOTROPY DECAYS

12.2.1. Time-Domain Studies of DNA Binding to
the Klenow Fragment of DNA Polymerase

DNA polymerase must replicate DNA with high accuracy.
This requires that the polymerase be able to incorporate
DNA bases into the nascent DNA primer strand and to
remove incorrectly incorporated bases. The Klenow frag-
ment (KF) from E. coli DNA polymerase is a single 68-kDa
peptide that contains both the polymerase activity and the
exonuclease activity (Figure 12.6). These activities are
located at two different sites on the KF: the polymerase site
and the exonuclease site. If a properly matched oligomer
binds to the KF the shorter nascent chain is expected to bind
to the polymerase site (left). If the DNA oligomer contains
mismatched base pairs the nascent chain is expected to bind
to the exonuclease site (right).

The mode of DNA binding to the KF was studied using
dansyl-labeled DNA oligomers. These strands consisted of
a 17-mer that contained the dansyl-labeled (D) base and a
27-mer that served as 7th template. These oligomers were
either perfectly matched or contained 1 to 4 mismatched
base pairs. Anisotropy decays of these oligomers bound to
the KF are shown in Figure 12.7. When the oligomer is per-
fectly matched (x = 0) there is an associated anisotropy

decay, as seen by the increasing anisotropy for times greater
than 5 ns. As the number of mismatches increases from 1 to
4 the anisotropy decay loses the rising component and
shows only the usual time-dependent decreases in anisot-
ropy.

These anisotropy decays provide information about
binding of the nascent strand for matched and mismatched
oligomers. For the mismatched oligomers the non-associat-
ed anisotropy decay indicates the fluorophore is in a single
type of environment. Since the anisotropy decay is slow the
probe must be rigidly bound to the protein. Hence for mis-
matched oligomers, the 3' end of the nascent strand is firm-
ly bound to the exonuclease site. For the matched oligomers
some of the dansyl groups are freely rotating, resulting in a
fast component in the anisotropy decay. The relative pro-
portions of the 3' nascent strand end binding to each of the
sites depends on the number of mismatched base pairs in
the oligomer. The fractions of the dansyl probe bound to
each site can be determined from the shape of the
anisotropy decay.

The success of this experiment depended on the use of
a dansyl-labeled oligomer, rather than fluorescein, rho-
damine, or similar fluorophores. The lifetime of the dansyl
group is sensitive to the surrounding polarity and/or rigidi-
ty. When the dansyl group was bound to the polymerase site
it not only rotated more freely but also displayed a shorter
lifetime than when bound rigidly to the exonuclease site.
This shorter lifetime associated with the shorter correlation
time is needed for unambiguous use of the associated
model.

12.2.2. Frequency-Domain Measurements of 
Associated Anisotropy Decays

Associated anisotropy decays also result in unusual fre-
quency-domain data.20–21 This is shown by studies of ANS
that is partially bound to apomyoglobin. Each apomyoglo-
bin molecules binds only one ANS molecule, and the extent
of binding is limited by using low concentrations of
apomyoglobin. Frequency-domain anisotropy data for the
system show differential phase angles which initially
increase with frequency, and then decrease at higher fre-
quencies (Figure 12.8). Surprisingly, the differential phase
angles become negative even though the time-zero
anisotropy is positive. This behavior is distinct from that
observed for ANS when free in solution (") or when com-
pletely bound to apomyoglobin (!, Figure 12.9). Data of
the type shown in Figure 12.8 can be analyzed to recover
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Figure 12.7. Anisotropy decay of the dansyl-labeled DNA oligomers
when bound to the Klenow fragment. Revised from [19].



the time-zero anisotropies and correlation times of each flu-
orophore population.

To summarize, an anisotropy decay can be multi-expo-
nential because a single population of fluorophores exhibits

complex motions, as due to more than one population of
fluorophores with different rotational behavior. Associated
anisotropy decays can sometimes be identified from unusu-
al anisotropy decays. However, depending upon the life-
times and correlation times it may or may not be possible to
identify the decay as associated or non-associated.

12.3. ROTATIONAL DIFFUSION OF NON-
SPHERICAL MOLECULES: AN OVERVIEW

Time-resolved anisotropy measurements can be used to
determine the size and shape of the rotating fluorophore. A
fluorophore that rotates at different rates around different
axes is said to display anisotropic rotational diffusion. The
theory for anisotropic rotational diffusion is rather complex.
Prior to describing the complex equations for this topic it is
valuable to have an overview of the results. A rotating fluo-
rophore macromolecule need not be symmetric about any
axis. A totally unsymmetric shape can only be described by
the shape itself, and is thus not useful for a general theory.
Hence non-spherical molecules are described as being a
general ellipsoid or an ellipsoid of revolution (Figure
12.10). An ellipsoid is a shape whose plane sections are all
ellipses or circles. A general ellipsoid has three unequal
semi-axes, a≠�b≠�c, and an ellipsoid of revolution has two
equal axes and one unique axis. The rotational properties of
ellipsoids are described in terms of the rotational rates or
rotational diffusion coefficients (D) around each axis (D1,
D2 and D3). The theory for rotational diffusion of non-
spherical molecules predicts the anisotropy decays for ellip-
soids and ellipsoids of revolution. A non-spherical molecule
can display three or more rotational correlation times.
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Figure 12.8. Frequency-domain anisotropy data for samples contain-
ing apomyoglobin ANS in molar ratios of 0.0087 (1), 0.0158 (2), and
0.079 (3). Reprinted from [20]. Copyright © 1987, with permission
from Elsevier Science.

Figure 12.9. Frequency-domain anisotropy decays of apomyoglobin-
ANS (!) and ANS alone ("). The correlation times are 13.2 ns for
apomyoglobin–ANS and 97 ps for ANS alone. Reprinted from [20].
Copyright © 1987, with permission from Elsevier Science.

Figure 12.10. General ellipsoid with three unequal semi-areas a � b
� c, and an ellipsoid of revolution (a � b = c).



These correlation times are not simply equal to 1/6D for
each of the rotational diffusion coefficients. Instead, the
rotational correlation times in the anisotropy decay are
functions of the rotational diffusion coefficients. That is,
each of the rotational diffusion coefficients can contribute
to each of the correlation times.

Most experiments cannot reveal the shape of a general
ellipsoid, so that most data are interpreted in terms of the
ellipsoids of revolution. Two cases are possible: the prolate
and oblate ellipsoids of revolution. These shapes are often
referred to as prolate or oblate ellipsoids. In a prolate ellip-
soid the unique axis is longer than the other two equal axes
(a > b = c). Prolate ellipsoids are elongated along the sym-
metry axis. A typical prolate ellipsoid would be DPH (Fig-
ure 12.11). For an oblate ellipsoid the unique axis is small-
er than the other two equivalent axes (a < b = c). Oblate
ellipsoids are shaped like flattened spheres. Perylene is an
oblate ellipsoid.

Because of the two equivalent axes in ellipsoids of rev-
olution, their hydrodynamics can be described with only
two diffusion coefficients (Figure 12.11), but recall that the
anisotropy decay measurements reveal correlation times
and not the individual rotational diffusion coefficients.
Rotation about the unique axis in either a prolate or oblate
ellipsoid is called D||, and rotation about either of the other
two equivalent axes is referred to as D⊥. In general one can
expect D|| > D⊥ for both prolate and oblate ellipsoids
because rotation about the unique axis can occur with less
displacement of solvent than rotation about the other two

axes. However, small molecules do not always rotate as
hydrodynamic objects, and prolate or oblate-shaped fluo-
rophores may display more than two correlation times.

12.3.1. Anisotropy Decays of Ellipsoids

The theory for rotational diffusion of ellipsoids as measured
by fluorescence polarization can be traced to the classic
reports by F. Perrin.22–25 Since these reports, the theory has
been modified to include a description of expected
anisotropy decays for molecules free in solution and in con-
strained environments.26–37 For a rigid ellipsoid with three
unequal axes the anisotropy decays with five correlation
times.28–30 The correlation times depend on the three rota-
tion diffusion coefficients, and the amplitudes depend on
the orientation of the absorption and emission transition
moments within the fluorophore and/or ellipsoid. The theo-
ry predicts five correlation times, but it is known that two
pairs of correlation times are very close in magnitude. In
practice only three correlation times are expected for a non-
spherical molecule.31

The anisotropy decays of non-spherical molecules
depend on the orientation of the transition moments relative
to the principle axes. The absorption and emission moments
can have any arbitrary direction relative to the major (a) and
minor (b) axes of the ellipsoid (Figure 12.12). The transi-
tion moments are not necessarily aligned with an axis of the
ellipsoid. The anisotropy decay of an ellipsoid of revolution
can display up to three correlation times, which are func-
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Figure 12.11. Prolate and oblate ellipsoids of revolution.



tions of the two rotational rates (D|| and D⊥). The amplitudes
of the anisotropy decay depend on the orientation of the
transition moments. If one of the transition moments is
directed along any of the symmetry axes of the ellipsoid,
then the anisotropy decay becomes a double exponential.
Hence, one can expect double-exponential anisotropy
decays for molecules like DPH or perylene, where the long-
wavelength absorption and emission moments are directed
along the long axis of the molecules.

12.4. ELLIPSOIDS OF REVOLUTION

We now describe the theory for the anisotropy decays of
ellipsoids of revolution. It is important to remember that
this theory assumes the ellipsoid to be rigid. In the case of
a labeled protein this assumption implies no independent
motion of the fluorophore within the protein. For prolate or

oblate ellipsoids the anisotropy decay is expected to display
three correlation times:

(12.11)

The amplitudes decaying with each correlation time depend
on the angles of the absorption (βA) and emission (βE)
dipoles with the symmetry axis. Using the notation defined
in Figure 12.12 these anisotropy amplitudes are

(12.12)

(12.13)

(12.14)

Occasionally one finds alternative forms37–38 for r1 and r2:

(12.15)

(12.16)

The fundamental anisotropy is given as usual by

(12.17)

where β is the angle between the absorption and emission
transition moments. The three correlation times are deter-
mined by the two different rotational rates:

(12.18)

(12.19)

(12.20)

Depending upon the shape of the ellipsoid of rotation, and
the orientation of the transition moments, a variety of com-
plex anisotropy decays can be predicted.4,37

In the previous chapter we saw that one can calculate
these rotational correlation times for a spherical molecule
(θS) based on its volume and the solution viscosity. Similar-

θ3 � (6D�) �1

θ2 � (4D|| � 2D�) �1

θ1 � (D|| � 5D�) �1

r0 � r1 � r2 � r3 � 0.2(3 cos 
2β � 1 )

r2 � 0.3 sin 
2βA sin 

2βE cos 2ξ

r1 � 1.2 sin βA cos βA sin βE cos βE cos ξ

r3 � 0.1(3 cos 
2βA � 1 ) (3 cos 

2βE � 1 )

r2 � 0.3 sin 
2βA sin 

2βE cos 2ξ

r1 � 0.3 sin 2βA  sin 2βE  cos ξ

� r3 exp(�t/θ3 )

r(t) � r1  exp(�t/θ1 ) � r2 exp(�t/θ2 )
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Figure 12.12. Prolate ellipsoid of revolution. and are the

directions of the absorption and emission transition moments, respec-

tively. Revised and reprinted with permission from [4]. Copyright ©

1985, Academic Press, Inc.
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ly one can calculate D|| and D⊥ for ellipsoids of revolution.
These relative values are given by

(12.21)

(12.22)

where D = (6θS)–1 is the rotational diffusion coefficient of a
sphere of equivalent volume, and ρ = a/b is the axial ratio.
The value of ρ is >1 for a prolate ellipsoid and <1 for an
oblate ellipsoid:

(12.23)

(12.24)

These expressions are somewhat complex, and can be used
to predict a variety of anisotropy decays. It is important to
recognize that one does not directly measure the rotational
diffusion coefficients, but rather the correlation times that
are functions of the rotational rates.

12.4.1. Simplified Ellipsoids of Revolution

It is informative to describe the anisotropy decays when the
absorption and/or emission transitions are directed along
one of the axes. In these cases eqs. 12.11–12.24 reduce to
simpler anisotropy decays, which can often be understood
intuitively. Suppose the fluorophore is shaped like DPH,
and both transition moments are aligned with the long axis
(Figure 12.13, top). In this case r1 and r2 are zero (eqs.
12.12 and 12.13), and r3 = 0.4. Hence the anisotropy decays
as follows:

(12.25)

where the correlation time is θ3 = (6D⊥)–1. This result sup-
ports the usual assumption that DPH behaves as an isotrop-
ic rotator. DPH is not actually on isotropic rotation. Howev-
er, rotation of DPH around its long axes (D||) does not dis-
place the colinear transition moments, and thus does not
decrease the anisotropy. Only the rotation that displaces the
moments (D⊥) results in depolarization. For this reason the

anisotropy of DPH in a homogeneous solution decays with
a single correlation time.

The results will be different for the same prolate ellip-
soid if both transition moments are perpendicular to the
long axis. In this case the anisotropy decays with two cor-
relation times (Figure 12.13, bottom). The anisotropy decay
is more rapid than in the previous case because the faster
rotation about the long axis (D||) displaces the transition
moments. This results in a rapid randomization about the
long axis. At longer times the slower rotation (D⊥) will
result in complete depolarization.

The theory can also be used to predict the anisotropy
decays of disk-like oblate ellipsoids (Figure 12.14). For
such molecules the transitions are almost always within the
plane of the ring. For colinear transitions in an oblate ellip-

r(t) � 0.4 exp(�6D�t)

S � (1 � ρ2 )�1/2
 arctan�(1 � ρ2 ) 1/2/ρ� ρ�1

S � (ρ2 � 1 )�1/2ln �ρ � (ρ2 � 1 ) 1/2� ρ � 1

D�

D
�

3ρ �(2ρ2 � 1 )  S � ρ�

2(ρ4 � 1 )

D||

D
�

3ρ(ρ � S )

2(ρ2 � 1 )
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Figure 12.13. Anisotropy decays of prolate ellipsoids of revolution.

Figure 12.14. Anisotropy decays of oblate ellipsoids of revolution.



soid the anisotropy decay has the same form as that for a
prolate ellipsoid with transitions normal to the long axis.
The anisotropy decay is initially dominated by the faster in-
plane rotation, and at later times by the slower out-of-plane
rotation.

It is instructive to consider the anisotropy decays of
oblate ellipsoids when the absorption and emission transi-
tions moments are not colinear (β ≠� 0). Nonzero angles
occur in many fluorophores, including indole and perylene.
Suppose the transition moments are within the plane and
displaced by 90E (β = 90E). To be more explicit, βA = βE =
90E and β = ξ = 90E. In this case the anisotropy decay dis-
plays positive and negative amplitudes:

(12.26)

From this expression one can see that the faster in-plane
rotation has a larger absolute amplitude and dominates the
anisotropy decay at early times. In fact, the anisotropy can
become positive prior to decaying to zero. Such behavior
has been observed for perylene.

Now consider excitation when β = 45E, with βA = βE =
90E. In this case the anisotropy decay is given by

(12.27)

This means that excitation at a wavelength where r0 = 0.1
results in measurement of the out-of-plane rotation. When β
= 45E the excitation is randomized in the plane of the fluo-
rophore, so the in-plane rotation has no further effects.

And finally, consider excitation with β = 54.7E, r0 = 0.
For this condition r(t) remains zero at all times if one of the
transitions is aligned with one of the axes. However, if the
transitions make nonzero angles with the axes, then r(t) can
be nonzero at intermediate times, even with r0 = 0.

An important aspect of these anisotropy decays (Fig-
ures 12.13 and 12.14) is that the correlation times are inde-
pendent of r0, but that the amplitudes (r1, r2, and r3) depend
on the excitation wavelength or the angles between the tran-
sition moments and the axes of the ellipsoid. This provides
the opportunity for global analysis based on the anisotropy
decays measured using multiple excitation wavelengths. At
each excitation wavelength (or r0 value) there will be differ-
ent relative contributions of each correlation time to the
anisotropy decay. However, the correlation times will be

independent of excitation wavelength. By global analysis of
the data, with the correlation times constrained to the same
for all excitation wavelengths, one can obtain improved res-
olution of the multi-exponential anisotropy decay.

It is valuable to understand the origin of β values which
are not equal to 0 or 90E. Individuals trained in molecular
photophysics may expect the electronic transitions of pery-
lene to be directed along the symmetry axes. For this reason
the only expected values of β for perylene are 0 or 90E for
the two in-plane transitions, corresponding to r0 values of
0.40 or –0.20, respectively. However, perylene and many
other fluorophores display intermediate values of β and r0

between 0.40 and –0.20. Intermediate values of r0 probably
represent a mixture of the two electronic transitions, the rel-
ative proportion of which depends on the excitation wave-
length. We describe such mixed transitions as due to a sin-
gle apparent value of β for a single transition.

12.4.2. Intuitive Description of Rotational 
Diffusion of an Oblate Ellipsoid

The special cases described above can be understood intu-
itively by considering rotational diffusion of perylene.
Assume perylene is excited in its long-wavelength absorp-
tion band where r0 is near 0.4. The excited-state population
will initially be aligned along the vertical or z-axis (Figure
12.15). Rotation of perylene about its symmetry axis (nor-
mal to the plane) will displace the transition moments and
result in depolarization. Similarly, one of the out-of-plane
rotations will displace the transition moments. This intu-
itive result agrees with Figure 12.14 (middle panel), which
indicates that for an oblate ellipsoid with r0 = 0.4 both D||

and D⊥ contribute to the anisotropy decay.
Now consider excitation of perylene with r0 = –0.2, β

= 90E. Initially, neither out-of-plane rotation displaces the
emission moment, so the only active depolarizing rotation
is the in-plane rotation. (Recall the excited state population
is symmetrical around the z-axis). Once the molecule has
undergone in-plane rotation then the out-of-plane rotation
displaces the emission moment. These motions result in the
anisotropy decay described by eq. 12.26.

And, finally, consider excitation with β = 45E or r0 =
0.10. In this case the excited-state population is immediate-
ly randomized around the symmetry axis of the oblate ellip-
soid. Hence only the out-of-plane rotations can further
depolarize the emission, which is in agreement with eq.
12.27.

r(t) � 0.1 exp(�6D�t)

� 0.1  exp(�6D� t)

r(t) � � 0.3  exp( � 4D||t � 2D�t)
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12.4.3. Rotational Correlation Times for 
Ellipsoids of Revolution

It is interesting to see how the shape of an ellipsoid affects
the correlation times. Some correlation times are summa-
rized in Table 12.1. These values are shown as the ratio of
the rotational correlation times for the ellipsoid to that
expected for a sphere of equivalent volume.39 The correla-
tion times are quite different for prolate and oblate ellip-

soids. For prolate ellipsoids the three correlation times are
all different in magnitude, and can be much larger than that
for an equivalent sphere. For the prolate ellipsoids one cor-
relation time (θ3) increases dramatically as the axial ratio
increases. This is understandable because a long rigid rod is
expected to diffuse slowly in directions which displace the
long axis. This correlation time (θ3 = (6D⊥)–1) is determined
by the rotation that displaces the long axis of the prolate
ellipsoid. For a prolate ellipsoid all three correlation times
can be distinct for large axial ratios. The ability to detect
these correlation times depends on the amplitudes, which
depend on the angles with respect to the symmetry axis. For
the oblate ellipsoids the three correlation times are all sim-
ilar in magnitude. Hence it would be difficult to distinguish
an oblate ellipsoid from a sphere, assuming that the oblate
ellipsoid displayed hydrodynamic rotation. However, small
oblate molecules often display slip diffusion, which results
in faster in-plane rotations.

Some fluorophores display r0 values near 0.4, which
indicates that the absorption and emission moments are col-
inear. In this case eqs. 12.12 and 12.13 can be simplified
further. Using βA = βE = βT and ξ = 0 one finds

(12.28)

(12.29)

(12.30)

where βT is the angle formed by the transition moments
with the symmetry axis of the ellipsoid.

Because of the complexity of the equations relating
shape to the anisotropy decays, it is useful to have some
specific examples. Rotational correlation times for prolate
ellipsoids are summarized in Table 12.2. These correlation
times are calculated for proteins with υ� = 0.75 ml/g and for

r3 � 0.1(3 cos 
2βT � 1 ) 2

r2 � 0.3 sin 
4βT

r1 � 0.3 sin 
22βT
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Figure 12.15. Rotational motions of an oblate ellipsoid.

Table 12.1. Rotational Correlation Times of Ellipsoid of Revolutiona

Prolate                                                                                               Oblate

ρ θ1/θS θ2/θS θ3/θS ρ–1 θ1/θS θ2/θS θ3/θS

1 1.0 1.0 1.0 1 1.0 1.0 1.0
2 1.32 0.95 1.50 2 1.17 1.49 1.13
5 2.41 0.98 4.64 5 2.30 2.51 2.24

10 3.25 0.99 13.37 10 4.38 4.61 4.30
20 3.73 0.99 41.82 20 8.60 8.85 8.52

aFrom [39]. θ1 = (D|| + 5D⊥)–1, θ2 = (4D|| + 2D⊥)–1, θ3 = (6D⊥)–1.



a hydration of h = 0 or h = 0.2 ml/g. Values are not listed for
oblate ellipsoids since most non-spherical proteins seem to
be elongated rather than flattened. Of course, all the corre-
lation times increases with increasing molecular weight.
Two of the correlation times (θ1 and θ3) increase dramati-
cally as the axial ratio increases. The other correlation time
(θ2) is relatively independent of shape.

It is useful to visualize how the three correlation times
depend on the axial ratio. This dependence is shown in Fig-
ure 12.16 for a prolate ellipsoid of revolution. The chosen
parameters MW = 10,000, = 0.75, υ� = 0.75 ml/g, and h
= 0.2 ml/g were selected to represent a small protein. One
of the correlation times (θ3) increases progressively as the
axial ratio increases. The other two correlation times (θ1

and θ2) reach limiting values at large axial ratios. This

occurs because these correlation times contain D||, which
stays relatively constant as ρ increases. It is interesting to
note that θ2 actually decreases as ρ increases from 1 to 3.

Also shown in Table 12.2 are the harmonic mean cor-
relation times (θH). Calculation of θH is somewhat compli-
cated because it depends on the value of r0 and the orienta-
tion of the transition moments relative to the ellipsoid axis.
The values in Table 12.2 were calculated using

(12.31)

This definition of θH is appropriate when the absorption and
emission transition moments are randomly oriented with
respect to the principal axes.36

1

θH
�

0.4

θ1
�

0.4

θ2
�

0.2

θ3√υ
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Table 12.2. Rotational Correlation Times for Prolate Ellipsoids of Revolutiona

MW = 10,000
θ1 (ns) θ2 (ns) θ3 (ns) θH (ns)

ρ h = 0           h = 0.2 h = 0           h = 0.2 h = 0           h = 0.2 h = 0           h = 0.2

1.5 3.46 4.38 2.94 3.72 3.68 4.66 3.27 4.14
2 4.05 5.13 2.93 3.71 4.63 5.87 3.59 4.55
3 5.31 6.72 2.97 3.77 7.18 9.11 4.21 5.34
5 7.40 9.36 3.03 3.83 14.2 18.0 5.00 6.31
10 10.03 12.67 3.06 3.88 41.7 52.1 5.69 7.24\

MW = 25,000

1.5 8.66 10.96 7.34 9.31 9.21 11.65 8.16 10.37
2 10.11 12.79 7.33 9.29 11.57 14.62 8.96 11.36
3 13.2 16.8 7.43 9.42 17.9 22.8 10.54 13.25
5 18.4 23.4 7.56 9.60 35.4 45.0 12.36 15.96
10 25.1 31.6 7.65 9.71 104.2 128.2 14.23 23.19

MW = 50,000

1.5 17.4 21.8 14.7 18.5 18.5 23.1 16.3 20.6
2 20.2 25.5 14.7 18.4 23.1 29.2 17.8 22.4
3 26.7 33.3 15.0 18.7 36.2 45.0 21.0 26.7
5 37.3 46.1 15.2 19.0 72.4 87.7 24.8 31.2
10 50.2 64.1 15.3 19.4 208.3 277.8 28.5 36.2

MW = 100,000

1.5 34.7 43.4 29.3 36.7 37.0 46.3 32.6 41.8
2 40.5 50.2 29.4 36.5 46.3 57.4 36.9 44.5
3 53.4 65.3 29.9 37.0 72.4 87.7 42.2 52.1
5 73.0 94.3 30.1 38.1 138.9 185.2 49.5 63.3
10 100.0 128.2 30.4 38.7 416.7 555.5 56.6 72.3

MW = 500,000

1.5 173.9 217.9 147.1 185.2 185.2 231.5 163.4 205.8
2 202.4 255.1 147.0 184.5 231.5 292.4 177.9 225.4
3 267.4 333.3 149.7 187.3 362.3 450.5 209.6 267.7
5 373.1 460.8 152.0 190.1 724.6 877.2 248.0 332.0
0 502.5 641.0 153.4 193.8 2083.3 2777.8 285.1 375.4

a θ1 = (D|| + 5D⊥)–1, θ2 = (4D|| + 2D⊥)–1, θ3 = (6D⊥)–1. D⊥/D from eq. 12.21 and D||/D from eq. 12.21, S from eq. 12.23, υ� = 0.75.



The form of an anisotropy decay depends on the axial
ratio. The anisotropy decays were simulated using the
assumption r0 = 0.4 (eqs. 12.28–12.30) and various axial
ratios (Figure 12.17). For these decays the transition
moments were assumed to make an angle of 20E relative to
the symmetry axis of the prolate ellipsoid. The anisotropy

decays became visually different from a single exponential
as the axial ratio exceeded 2. This change in the shape of an
anisotropy decay is the basis for determining the shapes of
proteins from the time-resolved anisotropies.

12.4.4. Stick-versus-Slip Rotational Diffusion

The theory described above for rotation of ellipsoids
applies only to the "stick" condition. The term "stick bound-
ary conditions" refers to rotational diffusion in which the
first solvent layer moves with the rotating species, so that
rotation is governed by the viscosity of the solvent. Macro-
molecules and most fluorophores in polar solvents are well
described by stick diffusion. However, small molecules in
nonpolar solvents can often display slip-rotational diffu-
sion.40–46 As an example, perylene in a solvent like hexane
can rotate in plane without significant displacement of sol-
vent. When this occurs the molecule rotates as if it were in
a vacuum, and not affected by solvent viscosity. The theory
of slip-rotational diffusion is rather complex, and the results
are often presented numerically.47–48 The important point is
that the possibility of slip diffusion results in a failure of the
theory described above to predict the correlation times of
non-spherical molecules. Stated alternatively, one can
recover multiple correlation times for small non-spherical
molecules, but these values cannot always be interpreted in
terms of the correlation times predicted from the hydrody-
namic theory (eqs. 12.11–12.24).

12.5. COMPLETE THEORY FOR ROTATIONAL
DIFFUSION OF ELLIPSOIDS

In the preceding sections we described the rotational behav-
ior of ellipsoids with transitions directed along one of the
symmetry axes. Although not frequently used, it is useful to
have the complete expression for an ellipsoid with three
nonequivalent axes and without restricting one of the tran-
sitions to be on an axis (Figure 12.10, left). In this case
the anisotropy decays with five apparent correlation
times:30,36,39

(12.32)� �(F � G ) /4� exp� � (6D � 2∆ ) t�

� �(F � G ) /4� exp� � (6D � 2∆ ) t�

r(t) �
6

5
 ∑

3

i�1
 Ci exp(�t/θ i)
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Figure 12.16. Correlation time for a prolate ellipsoid of revolution at
various axial ratios (ρ), η = 1 cP, θ1 = (D|| + 5D⊥)–1, θ2 = (4D|| + 2D⊥)–1,
θ3 = (6D⊥)–1. MW = 10,000, h = 0.2 ml/g and υ� = 0.75 ml/g.

Figure 12.17. Simulated anisotropy decays for a protein (MW = 50
kD) shaped as a prolate ellipsoid of revolution with various axial
ratios (ρ). For these simulations we assumed υ� = 0.75 ml/g, h = 0.2
ml/g, and β = 20°.



In this expression D is the mean rotational diffusion coeffi-
cient:

(12.33)

and

(12.34)

The directions of the transition moments in the ellipsoid
(Figure 12.12) are defined by the cosine of the angles
between the absorption transitions and the three axes (α1,
α2 and α3) and between the emission transitions (ε1, ε2, and
ε3) and the three axes. The values of Ci are given by

(12.35)

with ijk = 123, 231, or 312. The other quantities in eq. 12.32
are defined by

(12.36)

(12.37)

(12.38)

where i ≠�k.
In the limiting case of spherical symmetry, with D1 =

D2 = D2 = D, eq. 12.32 reduces to a single correlation time
with θ = (6D)–1. For ellipsoids of revolution these equations
(12.32 to 12.38) reduce to those given in Section 12.4.

12.6. ANISOTROPIC ROTATIONAL DIFFUSION

12.6.1. Time-Domain Studies

It is difficult to detect the presence of anisotropic rota-
tion.49–53 In one report53 the anisotropy decay of 9,10-di-
methylanthracene (DMA) was measured in a viscous non-
polar solvent. The sample was excited at 401 nm using the
0.5-ns pulses available from a synchrotron. The solvent was
glycerol tripropanoate, which at -38.7EC had a viscosity of

11 poise. Under these conditions the mean correlation time
was 10 ns. The experimental anisotropy decay could not be
fit to a single correlation time (Figure 12.18), but the data
were well fit using two correlation times (not shown). The
presence of two correlation times is consistent with DMA
being an ellipsoid of revolution, but the recovered diffusion
coefficients did not agree with those predicted from the
hydrodynamic theory for ellipsoids. This failure was
assigned to the presence of partial slip diffusion. The over-
all behavior of DMA appeared to be intermediate between
the slip and stick diffusion limits.

Perylene has been widely studied as an anisotropic
rotation. When excited in its long-wavelength absorption
band the anisotropy decay is a double exponential, but this
can be difficult to detect from the time-resolved data. The
use of a shorter excitation wavelength results in a definitive
observation.49 At this wavelength the absorption and emis-
sion transition moments are nearly perpendicular, and the
time-zero anisotropy is –0.14. For a spherical molecule the
anisotropy is expected to decay from –0.14 to zero with a
single correlation time. However, the anisotropy of perylene
increases to values above zero and then decays to zero (Fig-
ure 12.19). This behavior can be understood in terms of the
different rotational motions of perylene.

G∆ � ∑
3

i�1
 Di(α2

i ε2
i � α2

j ε2
k � α2

kε2
j ) � D

F � ∑
3

i�1
 α2
i ε2
i � 1/3

Ci � αjαkεjεk

Ci � αjαkεjεk

∆ � (D2
1 � D2

2 � D2
3 � D1D2 � D1D3 � D2D3 )1/2

D �
1

3
 (D1 � D2 � D3 )
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Figure 12.18. Time-domain anisotropy decay of 9,10-dimethylan-
thracene in glycerol tripropanoate (tripropionin) at –38.4°C.
Excitation at 401 nm was obtained as 0.5-ns pulse from the LURE-
ACO synchrotron, Orsay, France. The solid line shows the single cor-
relation time fit. Revised and reprinted with permission from [53].
Copyright © 1985, American Chemical Society.



An intuitive description of the unusual perylene
anisotropy decay is shown in Figure 12.20. When excited at
a wavelength with r0 = –0.2 the emission moments are sym-
metrically distributed in the laboratory x–y plane, and the

horizontal intensity is greater than the vertical intensity (r0

< 0). Because the in-plane rotation is more rapid than the
out of plane rotation, the effect at short times is to rotate the
emission dipoles out of the x–y plane toward the vertical
axis. This results in transient anisotropy values above zero
(Figure 12.19). At longer times the slower out-of-plane
motions contribute to depolarization, and the anisotropy
decays to zero (Figure 12.20).

12.6.2. Frequency-Domain Studies of Anisotropic
Rotational Diffusion

Anisotropic rotational diffusion can be studied using fre-
quency-domain methods. In fact, the earliest reports on the
anisotropic rotation of fluorophores were performed using
fixed-frequency phase-modulation fluorometers.54–56 At
that time the phase-modulation instruments operated at only
one or two fixed frequencies. Hence it was not possible to
recover the anisotropy decay law. The experiments were
performed by measuring the differential polarized phase
angles (∆ω) as the temperature was varied. It is relatively
simple to predict the maximum value of ∆ω for known val-
ues of the lifetime and fundamental anisotropy. For an
isotropic rotator the predicted value of ∆ω is given by

(12.39)

where m0 = (1 + 2r0) (1 – r0). The value of tan ∆ω is a func-
tion of the rotational rate (D), r0, τ, and ω. The maximum
value of tan ∆ω is given by

(12.40)

and is independent of the rotational rate. We note that these
expressions are only valid for an isotropic rotor with a sin-
gle fluorescence lifetime. The maximum differential tan-
gent depends only on τ, r0, and ω. If there is more than one
rotational rate the maximum value of tan ∆ is decreased.54

Anisotropic rotation of perylene was detected by meas-
urements of the temperature-dependent values of tan ∆,
measured at a single modulator-frequency.55 The values of
tan ∆ are only nonzero in the temperature range where rota-
tional diffusion is on a timescale comparable to the lifetime.

 tan ∆max
ω �

3ωτr0
(2 � r0 ) � 2�m0(1 � ω2τ2 ) �1/2

�
(2Dτ)  ωτr0

1

9
 m0(1 � ω2τ2) � �(2Dτ)/3�(2 � r0) � (2Dτ)2

 tan ∆ω
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Figure 12.19. Anisotropy decay of perylene in glycerol at 30°C. Exci-
tation at 254 nm where r0 = –0.14. The data were fit as r(t) = 0.1
exp(–t/17 ns) – 0.24 exp(–t/2.7 ns). Revised and reprinted with per-
mission from [49]. Copyright © 1981, American Institute of Physics.

Figure 12.20. Effect of faster in-plane rotations on the anisotropy
decay of perylene with r0 = –0.2. Revised and reprinted with permis-
sion from [37], Academic Press Inc.



At very high or low temperatures tan ∆ = 0. Figure 12.21
shows the temperature-dependent data for perylene in
propylene glycol. The maximum values of tan ∆ are signif-
icantly smaller than the values predicted using eq. 12.40.
Molecules like DPH, which are not spheres but do display
a single rotational rate, display tan ∆ω

max values that agree
with the calculated values (Figure 12.22). The single-fre-
quency data for perylene do not allow determination of the
anisotropy decay parameters. The presence of anisotropic
rotations in perylene were also detected by early studies
with a variable frequency instruments, which indicated the
correlation time for perylene was smaller than predicted
based on its size.58

Frequency-domain measurements can be used to
resolve complex anisotropy decays.59 The resolution of the
anisotropy decays is rather good, which is probably the
result of direct measurement of the difference between the
polarized components of the decay. In the frequency
domain these differences are measured directly. In the time
domain the anisotropy decay is calculated from the two
independently measured quantities, I||(t) and I⊥(t). Addition-
ally, there are two observable quantities in the frequency
domain—∆ω and Λω—which provides better resolution
than the use of either quantity alone.

Resolution of anisotropic rotational diffusion using FD
measurements is illustrated by data for two fluorophores:
fluorescein and perylene. Frequency-domain anisotropy
data for fluorescein are shown in Figure 12.23. This figure
is visually similar to Figure 12.21, but the x-axis on Figure
12.23 is frequency and not temperature. These frequency-
domain data are almost perfectly fit using a single correla-
tion time, indicating that fluorescein behaves like an
isotropic rotator.60 Such behavior is expected for polar flu-
orophores in polar solvents. It appears that hydrogen bond-
ing interactions decrease slip diffusion, and result in more
isotropic rotations.

Rather different results were obtained for perylene
(Figure 12.24). The frequency-domain data could not be fit

428 ADVANCED ANISOTROPY CONCEPTS

Figure 12.21. Differential polarized phase angles of perylene in pro-
pylene glycol. The horizontal solid bars show the theoretical maxi-
mum values for tan ∆ω with isotropic rotation. Revised and reprinted
from [55]. Copyright © 1977, American Institute of Physics.

Figure 12.22. Temperature dependence of the differential polarized
phase angles of DPH in propylene glycol. The solid bars show the
maximum values of tan ∆ω for isotropic rotation. The open symbols
are the values of tan ∆ω measured with horizontally polarized excita-
tion. Reprinted with permission from [57]. Copyright © 1979,
American Chemical Society.

Figure 12.23. Frequency-domain anisotropy decay of fluorescein in
propylene glycol. The solid lines show the best single correlation time
fits. The lifetime of fluorescein was 3.7 ns at 15 and 25°C. Revised
and reprinted with permission from [60]. Copyright © 1985,
American Chemical Society.



to a single correlation time (dashed), but these data were
well fit using two correlation times.61 The multi-exponen-
tial anisotropy decay analysis yielded amplitudes of r01 =
0.17 and r02 = 0.18, with correlation times of 1.5 and 10.8
ns. This ratio of correlation times is comparable to that
recovered from the TD data.49 The 80-fold decrease in χR

2

for the two-correlation time fit as compared to the one-cor-
relation time fit, and the large and systematic deviation for
the one-correlation time fit, indicate that complex
anisotropy decays can be recovered from the FD data.

12.7. GLOBAL ANISOTROPY DECAY ANALYSIS

12.7.1. Global Analysis with Multi-Wavelength
Excitation

The use of multiple excitation wavelengths provides a use-
ful method for improving the resolution of closely spaced
correlation times. For a rigid non-spherical molecule, dif-
ferent values of r0 are expected to yield different anisotropy
amplitudes, but the same correlation times will remain the
same. The contributions of diffusion coefficients are differ-

ent for different values of r0 (eqs. 12.11–12.20). The use of
different excitation wavelengths allows each rotational rate
to contribute differently to the data.62–64

The concept of using different r0 values is illustrated by
perylene (Figure 12.25). A wide range of r0 values are avail-
able using perylene with different excitation wavelengths
(Figure 12.34, below). For longer excitation wavelengths
(351 and 442 nm) the fundamental anisotropy of perylene is
near 0.35. For excitation between 292 and 325 nm the fun-
damental anisotropy is near 0.07, and for excitation at 281
the anisotropy is slightly below zero. Figure 12.25 shows
that the frequency of the maximum differential phase angle
depends on excitation wavelength. If there were a single
rotational correlation time the curves would be proportion-
al to r0, but the shape would be unchanged. The shape
changes because of the multiple rotational rates, and their
different contributions at each excitation wavelength.

The wavelength-dependent shifts in the differential
polarized phase curves can be understood in terms of the
contribution of various rotations to the anisotropy decay. As
reasoned in Figures 12.14 and 12.15, both the in-plane and
out-of-plane rotations are expected to contribute where r0 =
0.4. Hence the data for 351 and 442 nm excitation represent
a weighted average of D|| and D⊥. For r0 values near –0.2
one expects the in-plane rotation to be dominant (Figure
12.20). This effect can be seen in the data for 281-nm exci-
tation, for which the maximum value of ∆ω (absolute value)
is shifted toward higher modulation frequencies. And, final-
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Figure 12.24. Frequency-domain anisotropy decay of perylene in
glycerol at 35°C. The lifetime was 4.8 ns. Reprinted from [61].
Copyright © 1985, with permission from Elsevier Science.

Figure 12.25. Frequency-domain anisotropy decays of perylene for
various excitation wavelengths. From [65].



ly, for r0 values near 0.1 one expects the out-of-plane rota-
tion to dominate the anisotropy decay. These slower
motions display a maximum value of ∆ω of lower modula-
tion frequencies.

Global analysis of the frequency-domain data is per-
formed assuming the correlation times are independent of
excitation wavelength, and that the amplitudes are depend-
ent on wavelength. Under these assumptions the value of
χR

2 is calculated using an expanded form of eq. 11.34,
where the sum extends over the excitation wavelengths. The
changes in shape of ∆ω allow highly detailed resolution of
an anisotropy decay using global analysis. In fact, the data

allowed recovery of three rotational correlation times. The
fact that the three correlation times were needed to explain
the data was demonstrated for the χR

2 surfaces (Figure
12.26). The presence of three correlation times for perylene
is somewhat surprising because the transitions of perylene
are along its long and short axes (Figure 12.35, below), and
it is shaped like an oblate ellipsoid. Hence, only two corre-
lation times are expected. The recovered correlation times
and amplitudes do not seem to fit any reasonable hydrody-
namic shape.65 It appears that perylene displays partial slip
diffusion and thus an anisotropy decay different from that
predicted from the hydrodynamic model.

12.7.2. Global Anisotropy Decay Analysis with 
Collisional Quenching

As shown in Chapter 10 (eq. 10.43), the steady-state
anisotropy is the average value of the anisotropy decay
averaged over the intensity decay of the sample. If the sam-
ple displays several correlation times, eq. 10.49 indicates
that their contributions to the anisotropy would be different
if the lifetime was changed. This is possible using energy
transfer or collisional quenching.66–68 Consider a sample
with a lifetime of 4 ns and a correlation time of 4.0 or 0.4
ns (Figure 12.27). The information about the anisotropy
decay is contained in the difference between the parallel (I||)
and perpendicular (I⊥) components of the emission (Figure
12.27, left). For the 4-ns correlation time (dashed lines), the
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Figure 12.26. χR
2 surfaces for the three correlation times found for

perylene. From [65].

Figure 12.27. Simulated anisotropy decays for unquenched and quenched decays. Left: Unquenched decay with τ = 4 ns and θ = 4 (dashed lines), or
0.4 ns (solid lines). Right: Quenched decay with τ = 0.4 ns and θ = 0.4 ns. r0 is 0.4 for both decays. Reprinted with permission from [69]. Copyright
© 1987, Biophysical Society.



difference persists throughout the duration of the emission,
and all the emitted photons aid in recovering the anisotropy
decay. Now suppose the correlation time is 400 ps (solid
lines). The polarized components are essentially equal after
1 ns, and the photons detected after this time do not aid in
recovering the anisotropy decay. However, the emitted pho-
tons all contributed to the emission and to the acquisition
time. Because the acquisition times must be finite, it is dif-
ficult to collect data adequate to determine the picosecond
correlation time because most of the observed photons will
not contain information about the correlation time. Now
consider the effect of decreasing the decay time to a sub-
nanosecond value of 0.4 ns by quenching (Figure 12.27,
right). Because of the shorter lifetime a larger fraction of
the emission contains information on the 0.4-ns correlation
time. Hence information on the faster process is increased
by measurement of the quenched samples.

For determination of a single short correlation time,
analysis of data from the most quenched sample is ade-
quate. However, the usual goal is to improve resolution of
the entire anisotropy decay. This can be accomplished by
simultaneous analysis of data from the unquenched and
several quenched samples. The data from the unquenched
sample contributes most to determination of the longer cor-
relation times, and the data from the quenched sample con-
tributes to resolution of the faster motions.

12.7.3. Application of Quenching to 
Protein Anisotropy Decays

The use of global analysis with quenching is useful for
studies of complex anisotropy decays from proteins. This is
because the correlation times for segmental motions and
overall rotations of a protein are usually quite different in
magnitude. The correlation times of a rigid rotor are usual-
ly similar in magnitude, so that quenching is less useful.

The value of quenching can be seen from the simulat-
ed frequency-domain data (Figure 12.28). The unquenched
lifetime was again assumed to be 4 ns. The correlation
times were assumed to be 10 ns for overall rotation and 0.1
ns for the segmental motions. To be comparable with the
data found for the proteins the fundamental anisotropy (r0)
was 0.30, and the anisotropy amplitude of the segmental
motion was taken as 0.07. Assume that the lifetime is
reduced to 2.0 or 0.5 ns by quenching. In practice the
decays may become more heterogeneous in the presence of
quenching due to transient effects in diffusion, but this is
not important for the simulations.

The existence of two rotational motions is seen in the
frequency response of the polarized emission. These
motions are evident from the two peaks in the plots of dif-
ferential phase angles. These peaks are due to the individ-
ual motions with correlation times of 10 and 0.1 ns. The 10-
ns motion is responsible for the peak near 60 MHz. The
100-ps motion is responsible for the peak at higher frequen-
cies (dashed line), with a maximum near 2 GHz. These are
two features of the data from the quenched samples that
provide increased resolution of the anisotropy decay. First,
the frequency-domain data can be measured at higher fre-
quencies for the samples with shorter decay times. This is
because the emission is less demodulated with the shorter
lifetimes. The solid regions of the curves show the measur-
able frequency range where the modulation of the emission
is 20% or larger, relative to the modulation of the incident
light. Based on this criterion the upper frequency limit in
the absence of quenching (τ0 = 4 ns) is only 100 MHz. If the
lifetime is reduced to 0.5 ns, the upper frequency limit is 2
GHz, which provides more data at frequencies characteris-
tic of the faster motion.

Quenching also increases the information content of
the modulated anisotropies (lower panel, Figure 12.28). At
low frequencies the value of the modulated anisotropy is
equal to the steady-state anisotropy, which is increased by
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Figure 12.28. Simulated frequency-domain anisotropy data. The sim-
ulated correlation times were assumed to be 0.10 and 10.0 ns, with
amplitudes of 0.07 and 0.23, respectively. Simulated data are shown
for intensity decay times of 4, 2, and 0.5 ns. The solid regions of the
curves indicate the measurable frequency range, where the modula-
tion is 0.2 or larger for the intensity decay. The dashed line shows the
phase values expected for the 0.1 ns correlation time, with the small-
er amplitude (0.07). From [70].



quenching. Once again the measurable range is extended to
2 GHz by collisional quenching. The values of rω for the
unquenched sample increase over the frequency range from
20 to 100 MHz, which is the portion of rω that depends
upon overall rotation of the protein. For the quenched sam-
ple the higher-frequency data begin to show a contribution
from the faster motion.

An advantage of measuring a series of progressively
quenched samples is that the data are differently sensitive to
the two motions. The same motions determine the values of
∆ω and Λω in the quenched and the unquenched samples.
However, the proportions each motion contributes are dif-
ferent. As the decay time is decreased by quenching, the
data is shifted towards higher frequencies and the contribu-
tion of overall diffusion is decreased (Figure 12.28). These
effects provide increased resolution by simultaneous analy-

sis of the data from a series of progressively quenched sam-
ples.

The value of global anisotropy analysis using quenched
samples is illustrated for monellin. This is a naturally sweet
protein that contains a single-tryptophan residue. This
residue is rather mobile, as seen from the two peaks in the
differential phase angles near 70 and 500 MHz (Figure
12.29). As the sample is quenched by oxygen, the compo-
nent due to overall rotation near 70 MHz decreases in
amplitude. At the highest amounts of quenching the FD
anisotropy data become dominated by the contribution of
the shorter correlation time near 275 ps. Hence, one can
visualize how global analysis of quenched and unquenched
samples provides improved resolution of the two correla-
tion times.

12.8. INTERCALATED FLUOROPHORES IN DNA

Many fluorophores intercalate into double-helical DNA.
Some fluorophores, like ethidium bromide (EB), become
more highly fluorescent when bound to DNA, allowing the
emission for the DNA-bound probes to be easily detected.
Consequently, there have been numerous studies of the
anisotropy decays of DNA-bound probes. At first glance a
DNA-bound probe seems relatively simple. Suppose the
probe is located between the DNA base pairs, which is
referred to as being intercalated. The anisotropy decay of
such a probe is determined by its freedom within the DNA
helix, and by the diffusive motions of DNA. These motions
are characterized by the torsional motions around the z-axis
of DNA (Figure 12.30), and by bending motions about the
x-axis.

There have been theoretical reports on the anisotropy
decay expected for DNA bound probes.71–73 Unfortunately,
the theory is complex in its complete form. The contribu-
tion of the torsional and bending motions of DNA depend
on the orientation of the probe within the DNA helix, and
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Figure 12.29. Frequency-domain anisotropy data for monellin with
oxygen quenching. Data are shown for oxygen pressures of 0, 250,
600, and 1500 psi. The dashed line shows the values expected for a
correlation time of 275 ps, with an amplitude of 0.075. From [70].

Figure 12.30. Torsional and bending motions of DNA. From [73].



the value of r0. Also, the depolarization due to the torsional
motions and bending motions occur on very different
timescales. In fact, the bending motions do not make a sig-
nificant contribution to the anisotropy decay of EB with its
23-ns lifetime, and r(t) is dominated by torsional motions
around the z-axis.

Because of the complexity of the theory, one often
encounters various simplified forms. When the absorption
and emission transition moments are colinear, and perpen-
dicular to the helix axis, the anisotropy decay is given by37

r(t) = {0.75 exp[-Γ(t)] + 0.45 exp[-∆(t) + Γ(t)]

+ 0.4 exp[-∆(t)]}/{3 + exp[-∆(t)]} (12.41)

where the twisting decay function is given by

(12.42)

and the bending decay function is

(12.43)

In these equations k is Boltzmann's constant, T is the tem-
perature, C is the torsional stiffness of DNA, and ρ is a fric-
tional coefficient per unit length for rotation about the helix
axis. B(t) is a slowly varying function of time that is deter-
mined by the bending stiffness of DNA. Eqs. 12.41–12.43
shows that the anisotropy decay depends on t1/2 due to tor-
sional or twisting motions, and t1/4 due to bending motions.

For ns decay times the bending motions have little
effect on the anisotropy decay. Hence, one often encounters
these equations in a more simplified form:74

(12.44)

where

(12.45)

where b is the radius of DNA and η is viscosity.
Most of the anisotropy decays of EB bound to DNA are

visually similar (Figure 12.31).74–78 The anisotropy decays
rapidly at early times, and tends towards a constant value at
longer times. The early portion of the anisotropy decay is
due to the torsional motions of DNA. The constant

anisotropy at longer times is due to the bending motions,
which are not significant on this timescale.

12.9. TRANSITION MOMENTS

Throughout this chapter we described the dependence of
anisotropy on the direction of the transition moments. The
existence of a discrete direction often seems somewhat
mysterious because the experiments in isotropic solution do
not reveal this direction in the molecule. The direction of
transition moment can be determined if the fluorophores
can be oriented. Molecules can be oriented in crystals, liq-
uid crystals, oriented membranes, or stretched polymer
films. Stretched films provide the easiest approach to
obtaining oriented fluorophores, particularly if the mole-
cules are elongated along one axis, and if uniaxial orienta-
tion is adequate.79–82 The basic experiment is to dissolve the
fluorophore and a polymer in a solvent. The polymer is typ-
ically polyvinyl alcohol. After removal of the solvent the
polymer is then stretched about fivefold. For linear mole-
cules like DPH and DAPI one can obtain nearly complete
orientation along the stretching axis. Less asymmetric fluo-
rophores are still aligned, but the orientation function can
be more complex.83

An example of an oriented system is shown in Figure
12.32 for DPH in a stretched PVA film.84 Prior to stretching

θ1 � π2b2ηC/4k2T2

r(t) � r0�0.75 exp(�t/θ1 ) 1/2 � 0.25�

∆(t) � B(t)  t1/4

Γ(t) � 4kT(t/πCρ) 1/2
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Figure 12.31. Fluorescence anisotropy decay curves of intercalated
ethidium in chromatin DNA. Buffer conditions were 1 mM Tris and
0.2 mM EDTA, pH 7.5 (solid), and 50 mM NaCl, 1 mM Tris, and 0.2
mM EDTA, pH 7.5 (dotted). The temperature was 20°C. Revised and
reprinted with permission from [78]. Copyright © 1983, American
Chemical Society.



the absorption spectra are independent of the orientation of
the polarizer. After fivefold stretching, the sample absorbs
strongly when the polarizer is oriented along the stretching
axis, and the absorption is weak when the polarizer is per-
pendicular to this axis. Since the long axis of DPH orients
parallel to the direction of stretching, these spectra provide
an experimental demonstration that the transition moment
of DPH is oriented along its long axis.

Recall from the theory of anisotropy (Section 10.2) that
the highest anisotropy of 0.4 was a consequence of excita-
tion photoselection, and that a single fluorophore oriented
along the z-axis was predicted to have an anisotropy of 1.0.
This prediction can be confirmed from experiments with

stretched films (Figure 12.33). As the sample is stretched,
the anisotropy of DPH increases well above 0.4, to about
0.82. The value is not 1.0 because the sample is not perfect-
ly aligned, and the values of β for DPH obtained from <cos2

β> seems to be about 8E. Such data have also been used to
confirm the cosine-squared dependence of absorption.85

Perylene displays regions of high and low anisotropy
(Figure 12.34). At wavelengths above 360 nm (S0 6 S1) the
anisotropy is positive and nearly constant. At wavelengths
below 280 nm (S0 6 S2) the anisotropy is negative. Accord-
ing to eq. 10.22 an anisotropy of –0.20 corresponds to an
angle of 90E between the absorption and emission mo-
ments. This was demonstrated experimentally using the
polarized absorption spectra of perylene (Figure 12.35).83

The spectra are measured for light polarized parallel or per-
pendicular to the long axis of perylene. These spectra are
calculated from the stretched film spectra. The long-wave-
length absorption (S0 > S1) is thus seen to be oriented along
the long axis, and the short-wavelength absorption is orient-
ed along the short axis.

As a final example, Figure 12.36 shows the polarized
absorption spectra of 9-aminoacridine, again recovered
from the experimental spectra in PVA films.86 In 9-
aminoacridine the long-wavelength transition displays pos-
itive anisotropy, which one tends to associate with transi-
tions along the long axis. However, the long-wavelength (S0

6 S1) transition is polarized along the short axis of the mol-
ecule. This result is counterintuitive because we generally
assign the lowest energy transition to the longest axis. This
result can be understood as the electronic charge moving
between the two nitrogen atoms, each with a different elec-
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Figure 12.32. Absorption spectra of DPH parallel (||) and perpendicu-
lar (⊥) to the direction of stretching in a polyvinyl alcohol (PVA) film.
Rd = D||/D⊥ is the dichroic ratio. Revised from [84].

Figure 12.33. Steady-state anisotropy of DPH in polyvinyl alcohol
(PVA). The lower axis shows the stretching ratio (Rs). The solid lines
are theoretical curves for β = 0 and 15°. Revised from [84].

Figure 12.34. Absorption and excitation anisotropy spectra of pery-
lene in propylene glycol.



tron density. Absorption spectra in stretched films have
been used to determine the direction of transition moments
in a number of fluorophores of biochemical interest, includ-
ing adenine,87 2-aminopurine,88 Yt-base89, DAPI,90 Hoechst
33342,85 and polynuclease aromatic hydrocarbons.91

12.9.1. Anisotropy of Planar Fluorophores with
High Symmetry

The fundamental anisotropy can be determined in part by
the symmetry of the molecule. This is illustrated by triph-
enylene, which has threefold symmetry and a fundamental

anisotropy of r0 = 0.1 (Figure 10.37).92 This anisotropy
value is found whenever the transition moments are ran-
domized in a plane. The anisotropy value of 0.1 can be cal-
culated from the additivity law of anisotropy (eq. 10.6). Fol-
lowing excitation along one of the axes the emission is ran-
domized among the three identical axes. Since the axes are
identical, a third of the emission originates from each tran-
sition, resulting in r0 = 0.10 (Problem 12.3).

12.10. LIFETIME-RESOLVED ANISOTROPIES

In Sections 10.5 and 10.6 we saw how the Perrin equation
could be used to estimate the apparent volume of macro-
molecule. Examination of eq. 10.45 suggests an alternative
method of estimating the rotational correlation time. Sup-
pose the lifetime (τ) of the probe could be decreased by col-
lisional quenching. Then a plot of 1/r versus τ would have
a slope of (r0/θ)–1, and thus allow measurement of the cor-
relation time. These measurements are called lifetime-
resolved anisotropies.93–98 The first suggestion of lifetime-
resolved anisotropies appeared early in the literature as a
means to study polymers98–99 as well as proteins.100

There are advantages to the use of lifetime-resolved
measurements. The lifetime can typically be decreased with
only a modest change in solution conditions. This is partic-
ularly true for oxygen quenching since oxygen diffuses rap-
idly and is an efficient quencher. The use of oxygen quench-
ing is demonstrated in Figure 12.38, which shows anisot-
ropy values of a peptide hormone when the single-trypto-
phan residue was quenched to various lifetimes.101 The pro-
teins were human luteinizing hormone (hLH) and its β sub-
unit (βhLH). The intact hormone has a molecular weight of
28 kD, and the β subunit is 14 kD. The apparent correlation
times were 6.0 and 4.9 ns, respectively. The calculated cor-
relation times are 10.1 and 5.2 ns, respectively. The meas-
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Figure 12.35. Absorption spectra of perylene along the long (z) and
short (y) axes. Revised from [83].

Figure 12.36. Polarized absorption spectra of 9-aminoacridinium in a
stretched PVA film. Revised from [86].

Figure 12.37. Structure and symmetry axes of triphenylene.



ured and calculated values are reasonably close, but the y-
intercepts yield apparent r0 values smaller than the expect-
ed value of 0.27. This result is typical of other reports that
suggest segmental freedom of tryptophan residue in many
proteins.93–96

12.10.1. Effect of Segmental Motion on the 
Perrin Plots

The effect of segmental motion on the Perrin plots can be
seen by deriving the Perrin equation for the anisotropy
decay expected in the presence of segmental motions.
While the results are the same whether one measures
anisotropy versus T/η, or versus lifetime, these effects are
somewhat easier to understand in terms of the lifetime-
resolved measurements. In addition, the experiments are
easier to interpret because the temperature and solution
conditions are not changed, so that changes in protein
dynamics and conformation do not complicate the analysis.

Suppose a fraction α of the total anisotropy is lost by
the segmental motion, with a fast correlation time θF, and
the remainder of the anisotropy decays by overall rotation-
al diffusion of the protein (θP). For independent segmental
motions and rotational diffusion the anisotropy is given as
the product of the depolarization factors, so that

(12.46)

where fF + fP = 1.0. Use of eq. 10.43 with eq. 12.46 yields

(12.47)

In this expression we used the notation r(τ) as a reminder
that the steady-state anisotropy depends on the lifetime τ. In
many cases the internal motions are more rapid than overall
rotation (θF << θP), simplifying eq. 12.47 to

(12.48)

This expression indicates that a fraction of the anisotropy
(αr0) is lost due to the rapid motion, and the remainder r0(1
– α) is lost due to overall rotational diffusion.

The effects of varying degrees of segmental motion are
shown in Figure 12.39. The assumed correlation times were
θP = 20 ns for overall rotational diffusion and θF = 1.0 or 0.1
ns for the rapid motion. As the amplitude of the fast motion
increases the y-intercept increases. This shows how seg-
mental motions in proteins result in low apparent r0 values.
Perhaps more important is the observation that the apparent
correlation times (θA), calculated from the limiting slope of
the lifetime Perrin plots, decrease as α increases. This illus-
trates how segmental freedom in a protein can result in
apparent correlation times that are lower than the true val-
ues. These simulated data are for lifetime-resolved meas-
urements, but similar effects can be seen in simulated T/η
Perrin plots.

12.11. SOLEILLET'S RULE: MULTIPLICATION OF
DEPOLARIZATION FACTORS

In Chapter 10 we derived the value of r0 expected due to
photoselection (r0 = 0.4), showed how r0 was decreased by
a factor dependent on the angle β between the absorption
and emission transition moments (eq. 10.22), and that the
anisotropy was decreased further due to rotational diffusion
(eq. 10.44). There is a simple relationship between these
different causes of depolarization, which is known as
Soleillet's rule.102–104 The anisotropy is given by the product
of the various depolarization factors that occur in a given
sample:

(12.49)r � r0 ∏
i
di

r(τ ) �
αr0

1 � τ/θF
�
r0(1 � α)

1 � τ/θP

r(τ ) �
αr0

1 � ( 1

θF
�

1

θP
) τ

�
(1 � α)r0

1 �
τ
θP

r(t) � r0�α exp(�t/θF ) � (1 � α)� exp(�t/θP )
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Figure 12.38. Lifetime-resolved anisotropies of human luteinizing
hormone (hLH) and its β subunit. The lifetimes were varied by oxy-
gen quenching, and calculated from the dynamic portion of the
observed quenching. Revised and reprinted with permission from
[101]. Copyright © 1987, American Chemical Society.



where di represents the extent to which anisotropy is
decreased by each depolarization factor. This relationship
can be clarified by a specific example. Suppose a fluo-
rophore has an anisotropy less than 0.4 due to a displace-
ment of the transition moment by an angle β and due to
rotational diffusion. The steady-state anisotropy can be
written as

(12.50)

In this expression the first depolarization factor (d1) is
0.4, which accounts for excitation photoselection <cos2 θ>
(eq. 10.20). The second term (d2) accounts for the
angle between the transition moments <cos2 β> (eq.
10.22). The third term (d3) is the average angular (ω) dis-
placement of the fluorophore during the excited state life-
time <cos2 ω>. This factor is also given by d3 = (1 + τ/θ)–1

(eq. 10.44). It is sometimes useful to be aware of Soleillet's
rule when attempting to account for the overall loss of
anisotropy.

12.12. ANISOTROPIES CAN DEPEND ON 
EMISSION WAVELENGTH

The anisotropy is generally independent of the emission
wavelength. However, the presence of time-dependent
spectral relaxation (Chapter 7) can result in a substantial
decrease in anisotropy across the emission spectrum.105–108

A biochemical example is shown in Figure 12.40 for egg
PC vesicles labeled with 12-AS. Because of time-depend-
ent reorientation of the local environment around the excit-
ed state of 12-AS, the emission spectra display a time-
dependent shift to longer wavelengths.109 Such relaxation is
often analyzed in terms of the time-resolved emission spec-
tra, but one can also determine the mean lifetime at various
emission wavelengths (Figure 12.40, bottom). The mean
lifetime increases with wavelength because the lifetime at
short wavelengths is decreased by relaxation, and long-
wavelength observation selects for the relaxed species.

Recall that the steady-state anisotropy is determined by
r(t) averaged over I(t) (eq. 10.43), resulting in Perrin eq.
10.44. Because of the longer average lifetime at long wave-
lengths, the anisotropy decreases with increasing wave-

r � d1d2d3 �
2

5
 ( 3< cos 

2β> � 1

2
)  ( 3< cos 

2ω> � 1

2
)
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Figure 12.39. Simulated lifetime Perrin plots for a protein with an overall correlation time θP = 20 ns, and a fast segmental motion with θF = 1.0 or
0.1 ns. Revised and reprinted with permission from [94]. Copyright © 1983, American Chemical Society.



length (Figure 12.40). If the fluorophores were in a very
fluid or glassy solvent, the lifetime and anisotropy would be
constant across the emission spectrum.
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PROBLEMS

P12.1. Calculation of An Associated Anisotropy Decay: Use
the intensity and anisotropy decay in Figure 12.3 to
calculate the anisotropy at t = 0, 1, and 5 ns. Also cal-

culate the anisotropy values of 0, 1 and 5 ns assuming
a non-associated anisotropy decay. What feature of the
calculated values indicates the presence of an associat-
ed anisotropy decay?

P12.2.  Figure 12.5 shows associated anisotropy decays for
rhodamine B in water and bound to colloidal silica par-
ticles. Using the same parameter values, what is the
form of the anisotropy decay for a non-associated
model for the highest silica concentration? Describe
the shape of the non-associated anisotropy decay.

P12.3. Anisotropy of a Planar Oscillator: Calculate the ani-
sotropy of triphenylene assuming the emission is ran-
domized among three equivalent axes (Figure 12.37).

P12.4. Correlation Times from Lifetime-Resolved Anisot-
ropies: Figure 12.41 shows lifetime-resolved anisot-
ropies of melittin. The lifetimes were varied by oxygen
quenching. Calculate the correlation times and r(0)
values in 0 and 2.4 M NaCl, where melittin exists as a
monomer and tetramer, respectively. Assume that the r0

value for melittin is 0.26 and the monomeric molcular
weight is 3250 daltons.
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Figure 12.41. Lifetime-resolved anisotropy of melittin in aqueous
buffer at 25°C. The concentrations of NaCl are 0 (open circles), 0.15
(solid circles), 0.3 (open triangles), 0.6 (solid triangles), 1.5 (solid
squares), and 2.4 M (open squares). Revised and reprinted with per-
mission from [94]. Copyright © 1983, American Chemical Society.



Fluorescence resonance energy transfer (FRET) has
become widely used in all applications of fluorescence,
including medical diagnostics, DNA analysis, and optical
imaging. The widespread use of FRET is due to the favor-
able distances for energy transfer, which are typically the
size of a protein or the thickness of a membrane. Addition-
ally, the extent of FRET is readily predictable from the
spectral properties of the fluorophores. If the spectral prop-
erties of the fluorophores allow FRET, it will occur and will
not be significantly affected by the biomolecules in the
sample. These favorable properties allow for the design of
experiments based on the known sizes and structural fea-
tures of the sample.

FRET is an electrodynamic phenomenon that can be
explained using classical physics. FRET occurs between a
donor (D) molecule in the excited state and an acceptor (A)
molecule in the ground state. The donor molecules typical-
ly emit at shorter wavelengths that overlap with the absorp-
tion spectrum of the acceptor. Energy transfer occurs with-
out the appearance of a photon and is the result of long-
range dipole–dipole interactions between the donor and
acceptor. The term resonance energy transfer (RET) is pre-
ferred because the process does not involve the appearance
of a photon. The rate of energy transfer depends upon the
extent of spectral overlap of the emission spectrum of the
donor with the absorption spectrum of the acceptor, the
quantum yield of the donor, the relative orientation of the
donor and acceptor transition dipoles, and the distance
between the donor and acceptor molecules. The distance
dependence of RET allows measurement of the distances
between donors and acceptors.

The most common application of RET is to measure
the distances between two sites on a macromolecule. Typi-
cally a protein is covalently labeled with a donor and an
acceptor (Figure 13.1). In studies of protein structure the
donor is often a tryptophan residue. However, extrinsic
donors are often used because of the opportunity to position
the donor in a desired location and to select the D–A pairs

that are most suitable for a particular application. If there is
a single donor and acceptor, and if the D–A distance does
not change during the excited-state lifetime, then the D–A
distance can be determined from the efficiency of energy
transfer. The transfer efficiency can be determined by
steady-state measurements of the extent of donor quenching
due to the acceptor.

RET is also used in studies in which the actual D–A
distance is not being measured. Typical experiments of this
type include DNA hybridization or any bioaffinity reac-
tions. If the sample contains two types of macromolecules
that are individually labeled with donor or acceptor, associ-
ation of the molecules can usually be observed using RET.
The observation of RET is sufficient to measure the extent
of binding, even without calculation of the D–A distance.
At present, steady-state measurements are often used to
measure binding interactions. Distances are usually
obtained from time-resolved measurements.

Resonance energy transfer is also used to study macro-
molecular systems when there is more than a single accep-
tor molecule near a donor molecule. This situation often
occurs for larger assemblies of macromolecules, or when
using membranes where the acceptor is a freely diffusing
lipid analogue. Even with a single D–A pair, there can be
more than a single D–A distance, such as for an unfolded
protein. The extent of energy transfer can also be influenced
by the presence of donor-to-acceptor diffusion during the
donor lifetime. Although information can be obtained from
the steady-state data, such systems are usually studied using
time-resolved measurements. These more advanced appli-
cations of RET are presented in Chapters 14 and 15.

13.1. CHARACTERISTICS OF RESONANCE 
ENERGY TRANSFER

The distance at which RET is 50% efficient is called the
Förster distance,1 which is typically in the range of 20 to 60
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Å. The rate of energy transfer from a donor to an acceptor
kT(r) is given by

(13.1)

where τD is the decay time of the donor in the absence of
acceptor, R0 is the Förster distance, and r is the donor-to-
acceptor distance. Hence, the rate of transfer is equal to the
decay rate of the donor (1/τD) when the D-to-A distance (r)
is equal to the Förster distance (R0), and the transfer effi-
ciency is 50%. At this distance (r = R0) the donor emission
would be decreased to half its intensity in the absence of
acceptors. The rate of RET depends strongly on distance,
and is proportional to r–6 (eq. 13.1).

Förster distances ranging from 20 to 90 Å are conven-
ient for studies of biological macromolecules. These dis-
tances are comparable to the size of biomolecules and/or
the distance between sites on multi-subunit proteins. Any
condition that affects the D–A distance will affect the trans-
fer rate, allowing the change in distance to be quantified. In
this type of application, one uses the extent of energy trans-
fer between a fixed donor and acceptor to calculate the D–A
distance, and thus obtain structural information about the
macromolecule (Figure 13.1). Such distance measurements
have resulted in the description of RET as a "spectroscopic
ruler."2,3 For instance, energy transfer can be used to meas-

ure the distance from a tryptophan residue to a ligand bind-
ing site when the ligand serves as the acceptor.

In the case of multi-domain proteins, RET has been
used to measure conformational changes that move the
domains closer or further apart. Energy transfer can also be
used to measure the distance between a site on a protein and
a membrane surface, association between protein subunits,
and lateral association of membrane-bound proteins. In the
case of macromolecular association reactions one relies less
on determination of a precise D–A distance, and more on
the simple fact that energy transfer occurs whenever the
donors and acceptors are in close proximity comparable to
the Förster distance.

The use of energy transfer as a proximity indicator
illustrates an important characteristic of energy transfer.
Energy transfer can be reliably assumed to occur whenever
the donors and acceptors are within the characteristic
Förster distance, and whenever suitable spectral overlap
occurs. The value of R0 can be reliably predicted from the
spectral properties of the donors and acceptors. Energy
transfer is a through-space interaction that is mostly inde-
pendent of the intervening solvent and/or macromolecule.
In principle, the orientation of the donors and acceptors can
prevent energy transfer between a closely spaced D–A pair,
but such a result is rare and possibly nonexistent in biomol-
ecules. Hence one can assume that RET will occur if the
spectral properties are suitable and the D–A distance is
comparable to R0. A wide variety of biochemical interac-
tions result in changes in distance and are thus measurable
using RET.

It is important to remember that resonance energy
transfer is a process that does not involve emission and
reabsorption of photons. The theory of energy transfer is
based on the concept of a fluorophore as an oscillating
dipole, which can exchange energy with another dipole
with a similar resonance frequency.4 Hence RET is similar
to the behavior of coupled oscillators, like two swings on a
common supporting beam. In contrast, radiative energy
transfer is due to emission and reabsorption of photons, and
is thus due to inner filter effects. Radiative transfer depends
upon non-molecular optical properties of the sample, such
as the size of the sample container, the path length, the opti-
cal densities of the sample at the excitation and emission
wavelengths, and the geometric arrangement of the excita-
tion and emission light paths. In contrast to these trivial fac-
tors, non-radiative energy transfer contains a wealth of
structural information concerning the donor–acceptor pair.

kT(r ) �
1

τD
(R0

r
) 6
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Figure 13.1. Fluorescence resonance energy transfer (FRET) for a
protein with a single donor (D) and acceptor (A).



Resonance energy transfer contains molecular infor-
mation that is different from that revealed by solvent relax-
ation, excited-state reactions, fluorescence quenching, or
fluorescence anisotropy. These other fluorescence phenom-
ena depend on interactions of the fluorophore with other
molecules in the surrounding solvent shell. These nearby
interactions are less important for energy transfer, except
for their effects on the spectral properties of the donor and
acceptor. Non-radiative energy transfer is effective over
much longer distances, and the intervening solvent or
macromolecule has little effect on the efficiency of energy
transfer, which depends primarily on the D–A distance. In
this chapter we will describe the basic theory of non-radia-
tive energy transfer and the applications of RET to bio-
chemical systems. The biochemical applications of RET
have been the subject of several reviews (additional refer-
ences on RET and protein folding are listed near the end of
this chapter). More complex formalisms are needed to
describe other commonly encountered situations, such as
distance distributions (Chapter 14) and the presence of mul-
tiple acceptors (Chapter 15).

13.2. THEORY OF ENERGY TRANSFER FOR 
A DONOR–ACCEPTOR PAIR

The theory for resonance energy transfer is moderately
complex, and similar equations have been derived from
classical and quantum mechanical considerations. We will
describe only the final equations. Readers interested in the
physical basis of RET are referred to the excellent review
by Clegg.4 RET is best understood by considering a single
donor and acceptor separated by a distance (r). The rate of
transfer for a donor and acceptor separated by a distance r
is given by

(13.2)

where QD is the quantum yield of the donor in the absence
of acceptor, n is the refractive index of the medium, N is
Avogadro's number, r is the distance between the donor and
acceptor, and τD is the lifetime of the donor in the absence
of acceptor. The refractive index (n) is typically assumed to
be 1.4 for biomolecules in aqueous solution. FD(λ) is the
corrected fluorescence intensity of the donor in the wave-
length range λ to λ + ∆λ with the total intensity (area under

the curve) normalized to unity. εA(λ) is the extinction coef-
ficient of the acceptor at λ, which is typically in units of M–1

cm–1. The term κ2 is a factor describing the relative orienta-
tion in space of the transition dipoles of the donor and
acceptor. κ2 is usually assumed to be equal to 2/3, which is
appropriate for dynamic random averaging of the donor and
acceptor (Section 13.2.1, below). In eq. 13.2 the transfer
rate is written as a function of r, kT(r), to emphasize its
dependence on distance.

The overlap integral (J(λ)) expresses the degree of
spectral overlap between the donor emission and the accep-
tor absorption:

(13.3)

FD(λ) is dimensionless. If εA(λ) is expressed in units of M–1

cm–1 and λ is in nanometers, then J(λ) is in units of M–1

cm–1 nm4. If λ is in centimeters then J(λ) is in units of M–1

cm3. In calculating J(λ) one should use the corrected emis-
sion spectrum with its area normalized to unity (eq. 13.3,
middle), or normalize the calculated value of J(λ) by the
area (eq. 13.3, right). The overlap integral has been defined
in several ways, each with different units. In our experience
we find it is easy to get confused, so we recommend the
units of nm or cm for the wavelength, and units of M–1 cm–1

for the extinction coefficient.
In designing a biochemical experiment it is usually eas-

ier to think about distances than transfer rates. For this rea-
son eq. 13.2 is written in terms of the Förster distance R0.
At this distance, half the donor molecules decay by energy
transfer and half decay by the usual radiative and non-radia-
tive rates. From eqs. 13.1 and 13.2 with kT(r) = τD

–1 one
obtains

(13.4)

This expression allows the Förster distance to be calculated
from the spectral properties of the donor and the acceptor
and the donor quantum yield. While eq. 13.4 looks com-
plex, many of the terms are simple physical constants. It is
convenient to have simpler expressions for R0 in terms of
the experimentally known values, which is accomplished
by combining the constant terms in equation 13.4. If the

R6
0 �

9000(ln 10 ) κ2QD

128π5Nn4
 �
∞

0

FD(λ)  εA(λ)  λ4
 dλ

J(λ) � �
∞

0

FD (λ)εA (λ)λ4dλ �
�∞

0 FD (λ)εA (λ)λ4dλ

�∞
0 FD (λ)dλ

kT(r ) �
QD κ2

τDr
6

 ( 9000(ln 10 )

128π5Nn4
)  �

∞

0

 FD(λ)  εA(λ)  λ4
 dλ
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wavelength is expressed in nm then FD(λ) is in units of M–1

cm–1 (nm)4, and the Förster distance in Å is given by

(13.5)

(13.6)

If the wavelength is expressed in cm and J(λ) is in units of
M-1 cm3, the Förster distance is given by

(13.7)

(13.8)

(13.9)

It is important to recognize that the Förster distances are
usually reported for an assumed value of κ2, typically κ2 =
2/3. Once the value of R0 is known the rate of energy trans-
fer can be easily calculated using

(13.10)

If the transfer rate is much faster than the decay rate, then
energy transfer will be efficient. If the transfer rate is slow-
er than the decay rate, then little transfer will occur during
the excited-state lifetime, and RET will be inefficient.

The efficiency of energy transfer (E) is the fraction of
photons absorbed by the donor which are transferred to the
acceptor. This fraction is given by

(13.11)

which is the ratio of the transfer rate to the total decay rate
of the donor in the presence of acceptor. Recalling that kT(r)
= τD

–1(R0/r)6, one can easily rearrange eq. 13.11 to yield

(13.12)

This equation shows that the transfer efficiency is strongly
dependent on distance when the D–A distance is near R0

(Figure 13.2). The efficiency quickly increases to 1.0 as the

D–A distance decreases below R0. For instance, if r = 0.1R0

one can readily calculate that the transfer efficiency is
0.999999, indicating that the donor emission would not be
observable. Conversely, the transfer efficiency quickly
decreases to zero if r is greater than R0. Because E depends
so strongly on distance, measurements of the distance (r)
are only reliable when r is within a factor of 2 of R0. If r is
twice the Förster distance (r = 2R0) then the transfer effi-
ciency is 1.54%, and if r = 0.5R0 then the efficiency is
98.5%. It is not practical to use RET to measure distances
outside the range of r = 0.5R0 to r = 2R0.

The transfer efficiency is typically measured using the
relative fluorescence intensity of the donor, in the absence
(FD) and presence (FDA) of acceptor:

(13.13)

The transfer efficiency can also be calculated from the life-
times under these respective conditions (τDA and τD):

(13.14)

It is important to remember the assumptions involved in
using these equations. Equations 13.13 and 13.14 are only
applicable to donor-acceptor pairs that are separated by a
fixed distance, a situation frequently encountered for
labeled proteins. However, a single fixed donor–acceptor
distance is not found for a mixture of donors and acceptors
in solution, nor for donors and acceptors dispersed random-

E � 1 �
τDA

τD

E � 1 �
FDA

FD

E �
R6

0

R6
0 � r6

E �
kT(r )

τ�1
D � kT(r )

kT(r ) �
1

τD
(R0

r
) 6

R6
0 � 8.79 � 1023(κ2n�4QD J(λ) ) (in Å6 )

R0 � 9.78 � 103(κ2n�4QD J(λ) ) 1/6 (in Å )

R6
0 � 8.79 � 10�25(κ2n�4QD J(λ) ) (in cm6 )

R6
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446 ENERGY TRANSFER

Figure 13.2. Dependence of the energy transfer efficiency (E) on dis-
tance. R0 is the Förster distance.



ly in membranes. More complex expressions are required in
these cases, and such expressions are generally derived by
averaging the transfer rate over the assumed spatial distri-
bution of donor–acceptor pairs.5–7

The use of lifetimes in eq. 13.14 has been a source of
confusion. In eq. 13.14 we have assumed that the decay of
the donor is a single exponential in the absence (τD) and
presence (τDA) of acceptor. Single-exponential decays are
rare in biomolecules. If the intensity decays are multi-expo-
nential then it is important to use an average decay time
which is proportional to the steady-state intensity. These
averages are given by the sum of the αiτi products. The
decay rate in the presence of acceptor will only remain a
single exponential if there is a single D–A distance. If the
donor decay is a single exponential, the presence of accep-
tors at more than one distance can result in more complex
decays (Chapter 14).

In order to calculate the D–A distance it is necessary to
know R0, which in turn depends upon κ2, n, QD, and J(λ).
These values must be known to calculate the distance. The
refractive index is generally known from the solvent com-
position or is estimated for the macromolecule. The refrac-
tive index is often assumed to be near that of water (n =
1.33) or small organic molecules (n = 1.39). The quantum
yield of the donor (QD) is determined by comparison with
standard fluorophores. Since QD is used as the sixth root in
the calculation of R0, small errors in QD do not have a large
effect on R0. For instance, if the quantum yield is increased
by a factor of 2 the R0 value is still correct to within "12%.
The overlap integral must be evaluated for each D–A pair.
The greater the overlap of the emission spectrum of the
donor with the absorption spectrum of the acceptor, the
higher the value of R0. Acceptors with larger extinction
coefficients result in larger R0 values. In the equations pre-
sented above it was assumed that the lifetime of the donor
was not altered by binding of the acceptor, other than by the
rate of energy transfer. For labeled macromolecules this
may not always be the case. Allosteric interactions between
the donor and acceptor sites could alter the donor lifetime
by enhancement of other decay processes, or by protection
from these processes. Under these circumstances more
complex analysis of the apparent transfer efficiency is
required, typically a comparison of the apparent efficiency
by donor quenching and enhanced acceptor emission.

The dependence of R0 on spectral overlap is illustrated
in Figure 13.3 for transfer from structural isomers of dan-
syl-labeled phosphatidylethanolamine (DPE) to the eosin-
labeled lipid (EPE). Each of the dansyl derivatives of DPE

displays a different emission spectrum.5 As the spectra of
the DPE isomers shift to longer wavelengths the overlap
with the absorption spectrum of EPE increases and the R0

values increase (Table 13.1). One notices that R0 is not very
dependent upon J(λ). For instance, for two of the D–A pairs
a 120-fold change in the overlap integral results in a 2.2-
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Figure 13.3. Excitation and emission spectra of dansyl-labeled lipids
and an eosin-labeled lipid. The eosin- and dansyl-labeled compounds
are N-derivatives of phosphatidylethanolamine (PE). The numbers
refer to the location of the dimethylamino and the sulfonyl residues on
the naphthalene ring. The extinction coefficient of EPE is 85,000 M–1

cm–1 at 527 nm. In the top three panels the long wavelength absorp-
tion spectrum of eosin–PE is shown as a dotted line. Revised and
reprinted with permission from [5]. Copyright © 1978, American
Chemical Society.



fold change in the Förster distance. This is because of the
sixth-root dependence in eq. 13.5. It should also be noted
that the visual impression of overlap is somewhat mislead-
ing because the value of J(λ) depends on λ4 (eq. 13.3).
Comparison of the spectral overlap for 2,5-DPE and 1,5-
DPE suggests a larger Förster distance for 1,5-DPE, where-
as the calculated value is smaller. The larger Förster dis-
tance for 2,5-DPE is due to its larger quantum yield.
Because of the complexity in calculating overlap integrals
and Förster distances it is convenient to have several exam-
ples. Values of the overlap integral corresponding to the
spectra in Figure 13.3 are summarized in Table 13.1.

Brief History of Theodor Förster8–9

The theory for resonance energy transfer was devel-
oped by Professor Theodor Förster (Figure 13.4). He
was born in Frankfurt, Germany in 1910. He received
a PhD in 1933 for studies of the polarization of reflect-
ed electrons. He then became a Research Assistant in
Leipzig, Germany, where he studied light absorption
of organic compounds until 1942. In this phase of his
work he applied the principles of quantum mechanics
to chemistry. From 1942 to 1945 he held a Professor-
ship in Poznan, Poland. In 1945 he joined the Max-
Planck Institute for Physical Chemistry in Göttingen,
where he wrote his classic book Fluoreszenz Organis-
cher Verbindungen, which has been described as a
"house bible" for the German community of spectro-
scopists. By 1946 Professor Förster had written his
first paper on energy transfer, and pointed out the
importance of energy transfer in photosynthesis sys-
tems. Professor Förster was also among the first scien-
tists to observe excited-state proton transfer, which is
now described by the Förster cycle. In 1954 he discov-
ered excimer formation. Professor Förster died of a
heart attack in his car on the way to work in 1974. For
additional information see [8] and the introduction
about Theodor Förster in [9].

13.2.1. Orientation Factor κ2

A final factor in the analysis of the energy transfer efficien-
cies is the orientation factor κ2 which is given by

(13.15)

(13.16)

In these equations θT is the angle between the emission
transition dipole of the donor and the transition absorption
dipole of the acceptor, θD and θA are the angles between
these dipoles and the vector joining the donor and the
acceptor, and φ is the angle between the planes (Figure

κ2 � (  sin θD sin θA cos φ � 2 cos θD cos θA) 2

κ2 � (  cos θT � 3 cos θD cos θA) 2
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Table 13.1. Calculated R0 Values for RET from Structural Isomers of Dansyl-Labeled Phosphatidylethanolamine (DPE) 
to Eosin-Labeled Phosphatidylethanolamine (EPE) and from 2,6-DPE to 2,5-DPE

Donor                                           Acceptor                 QD J (M–1 cm3)                 J (M–1 cm3 (nm)4)d R0 (Å)a

1,5-DPEb EPEc 0.37 2.36 x 10–13 2.36 x 1015 48.7

2,5-DPE EPE 0.76 1.54 x 10–13 1.54 x 1015 51.2

2,6-DPE EPE 0.71 3.31 x 10–14 3.31 x 1014 39.1

2,6-DPE 2,5-DPE 0.71 1.3 x 10–15 1.3 x 1013 22.8

aFrom [5]. R0 was calculated using n = 1.4 andy κ2 = 2/3.
bDansyl-labeled phosphatidylethanolamine.
cEosin-labeled phosphatidylethanolamine.
dThe factor of 1028 between J(λ) in M–1 cm3 and M–1 cm3 (nm)4 arises from 1 nm = 10–7 cm, raised to the fourth power.

Figure 13.4. Professor Theodor Förster. 15 May 1910–20 May 1974.
Reprinted with permission from [8]. Copyright © 1974, Springer-
Verlag.



13.5). Depending upon the relative orientation of donor and
acceptor this factor can range from 0 to 4. For head-to-tail
parallel transition dipoles κ2 = 4, and for parallel dipoles κ2

= 1. Since the sixth root is taken to calculate the distance,
variation of κ2 from 1 to 4 results in only a 26% change in
r. Compared to κ2 = 2/3, the calculated distance can be in
error by no more than 35%. However, if the dipoles are ori-
ented perpendicular to one another, κ2 = 0, which would
result in serious errors in the calculated distance. This prob-
lem has been discussed in detail.10–12 By measurements of
the fluorescence anisotropy of the donor and the acceptor,
one can set limits on κ2 and thereby minimize uncertainties
in the calculated distance.11–13 An example of calculating
the range of possible values of κ2 is given below. In gener-
al, variation of κ2 does not seem to have resulted in major
errors in the calculated distances.14–15 κ2 is generally
assumed equal to 2/3, which is the value for donors and
acceptors that randomize by rotational diffusion prior to
energy transfer. This value is generally assumed for calcu-
lation of R0. Alternatively, one may assume that a range of
static donor–acceptor orientations are present, and that
these orientations do not change during the lifetime of the
excited state. In this case κ2 = 0.476.3 For fluorophores
bound to macromolecules, segmental motions of the donor
and acceptor tend to randomize the orientations. Further,
many donors and acceptors display fundamental anisot-
ropies less than 0.4 due to overlapping electronic transi-

tions. In this case the range of possible κ2 values is more
limited, and errors in distance are likely to be less than
10%.16 Experimental results on the effect of κ2 are given in
Section 13.9.

13.2.2. Dependence of the Transfer Rate on 
Distance (r), the Overlap Integral (J), and τ2

The theory of Förster predicts that kT(r) depends on 1/r6 (eq.
13.1) and linearly on the overlap integral (eq. 13.2). Given
the complexity and assumptions of RET theory,4 it was
important to demonstrate experimentally that these depend-
encies were valid. The predicted 1/r6 dependence on dis-
tance was confirmed experimentally.17–19 One demonstra-
tion used oligomers of poly-L-proline, labeled on opposite
ends with a naphthyl (donor) and a dansyl (acceptor)
group.17–18 Poly-L-proline forms a rigid helix of known
atomic dimensions, providing fixed distances between the
donor and acceptor moieties. By measuring the transfer
efficiency with different numbers of proline residues, it was
possible to demonstrate that the transfer efficiency in fact
decreased as 1/r6. These data are described in detail in Prob-
lem 13.3.

The linear dependence of kT(r) on the overlap integral
J(λ) has also been experimentally proven.20 This was
accomplished using a D–A pair linked by a rigid steroid
spacer. The extent of spectral overlap was altered by chang-
ing the solvent, which shifted the indole donor emission
spectrum and the carbonyl acceptor absorption spectra. The
rate of transfer was found to decrease linearly as the over-
lap integral decreased. These data are shown in Problem
13.4. To date there has not been experimental confirmation
of the dependence of the transfer rate on κ2.

Another important characteristic of RET is that the
transfer rate is proportional to the decay rate of the fluo-
rophore (eq. 13.2). This means that for a D–A pair spaced
by the R0 value, the rate of transfer will be kτ(r) = τD

–1

whether the decay time is 10 ns or 10 ms. Hence, long-lived
lanthanides are expected to display RET over distances
comparable to those for nanosecond-decay-time fluo-
rophores, as demonstrated by transfer from Tb3+ to accep-
tor.21–23 This fortunate result occurs because the transfer
rate is proportional to the emission rate of the donor. The
proportionality to the emissive rate is due to the term QD/τD

in eq. 13.2. It is interesting to speculate what would happen
if the transfer rate was independent of the decay rate. In this
case a longer lived donor would allow more time for ener-
gy transfer. Then energy transfer would occur over longer

PRINCIPLES OF FLUORESCENCE SPECTROSCOPY 449

Figure 13.5. Dependence of the orientation factor κ2 on the direction
of the emission dipole of the donor and the absorption dipole of the
acceptor.



distances because a smaller rate of transfer will still be
comparable to the donor decay rate.

13.2.3. Homotransfer and Heterotransfer

In the preceding sections we considered only energy trans-
fer between chemically distinct donors and acceptors,
which is called heterotransfer. Resonance energy transfer
can also occur between chemically identical molecules.
Such transfer, which is termed homotransfer, typically
occurs for fluorophores which display small Stokes shifts.
One example of homotransfer is provided by the Bodipy
fluorophores.24 The absorption and emission spectra of one
Bodipy derivative are shown in Figure 13.6. Because of the
small Stokes shift and high extinction coefficient of these
probes, the Förster distance for homotransfer is near 57 Å.25

At first glance homotransfer may seem like an unlike-
ly phenomenon, but its occurrence is rather common. For
example, it is well known that biomolecules labeled with
fluorescein do not become more highly fluorescent with
higher degrees of labeling.26–28 Antibodies are typically
brightest with about four fluoresceins per antibody, after
which the intensity starts to decrease. This effect is attrib-
uted to the small Stokes shift of fluorescence and homo-
transfer. In fact, homotransfer among fluorescent molecules

was one of the earliest observations in fluorescence, and
was detected by a decrease in the anisotropy of fluo-
rophores at higher concentrations.29 The possibility of
homotransfer can be readily evaluated by examination of
the absorption and emission spectra. For instance, perylene
would be expected to display homotransfer but homotrans-
fer is unlikely in quinine (Figure 1.3).

It is informative to see an example of self-quenching.
Figure 13.7 shows the emission intensity of Bodipy
581/591-biotin upon the addition of avidin.30 In the Bodipy
probes the numbers refer to the excitation and emission
wavelength, but these are only approximate values. Avidin
is a tetramer with four binding sites for biotin. It is a rela-
tively large protein about 50 Å is diameter. The biotin bind-
ing sites are about 30 Å apart. Before addition of avidin
there is no self-quenching of Bodipy because the fluo-
rophores are too far apart in this nM solution. Upon addi-
tion of avidin the Bodipy intensity decreases. There is little
change in intensity when the avidin concentration is low:
0.035 mM. At this concentration there is not enough avidin
to bind more than a small fraction of the Bodipy. At an
avidin concentration of 0.8 nM there are about 3 Bodipy
probes bound per avidin and the Bodipy is 70% quenched.
The fact that Bodipy is quenched shows that the R0 value for
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Figure 13.6. Absorption and corrected fluorescence emission (band-
pass 2.5 nm) spectra of the Bodipy derivative C4-BDY-C9 in methanol
with shaded area representing spectral overlap. Revised and reprinted
with permission from [25]. Copyright © 1991, Academic Press, Inc. Figure 13.7. Self-quenching of Bodipy 581/591-biotin upon binding

to avidin. Revised from [30].



homotransfer is at least as large as the 30 Å distance be-
tween the binding sites.

13.3. DISTANCE MEASUREMENTS USING RET

13.3.1. Distance Measurements in α-Helical
Melittin

Since resonance energy transfer can be reliably assumed to
depend on 1/r6, the transfer efficiency can be used to meas-
ure distances between sites in proteins. The use of RET in
structural biochemistry is illustrated in Figure 13.8 for the
peptide melittin.31 This peptide has 26 amino acids. A sin-
gle-tryptophan residue at position 19 serves as the donor. A
single-dansyl acceptor was placed on the N-terminal amino
group. The spectral properties of this D–A pair are shown
in Figure 13.9. These spectral properties result in a Förster
distance of 23.6 Å (Problem 13.5).

Depending on the solvent conditions melittin can exist
in the monomer, tetramer, α-helix, and/or random coil
state.32–33 In the methanol–water mixture specified on Fig-
ure 13.8 melittin is in the rigid α-helical state and exists as
a monomer. There is a single-dansyl acceptor adjacent to
each tryptophan donor, and the helical structure ensures a
single D–A distance, except for the range of distances
allowed by the flexing side chains. Hence, we can use the
theory described above, and in particular eqs. 13.12 and
13.13, to calculate the D–A distance.

In order to calculate the D–A distance it is necessary to
determine the efficiency of energy transfer. This can be
accomplished by comparing the intensity of the donor in the
presence of acceptor (FDA), with the donor intensity from a
control molecule which lacks the acceptor (FD). From Fig-
ure 13.10 one sees that the value of FDA/FD is near 0.55, so
that the transfer efficiency is less than 50%: E = 0.45. Since
E is less than 0.5 we know that the D-to-A distance must be
larger than the R0 value. Using eq. 13.12 and an R0 value of
23.6 Å, one can readily calculate that the tryptophan-to-
dansyl distance is 24.4 Å.

It is important to remember the assumptions used in
calculating the distance. We assumed that the orientation
factor κ2 was equal to the dynamic average of 2/3. In the
case of melittin this is a good assumption because both the
trp donor and dansyl acceptor are fully exposed to the liq-
uid phase which is highly fluid. The rotational correlation
times for such groups is typically near 100 ps, so that the
dipoles can randomize during the excited-state lifetime.

Another assumption in calculating the trp to dansyl dis-
tance in melittin is that a single conformation exists, that
there is a single D–A distance. This assumption is probably
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Figure 13.8. Chemical structure of melittin in the α-helical state. The
donor is tryptophan-19 and the acceptor is a N-terminal dansyl group.
Revised from [31].

Figure 13.9. Overlap integral for energy transfer from a tryptophan
donor to a dansyl acceptor on melittin R0 = 23.6 Å. Data from [31].

Figure 13.10. Emission spectra of the melittin donor (D) and accep-
tor-labeled melittin (D–A). Excitation at 282 nm. Revised from [31].



safe for many proteins in the native state, particularly for
single-domain proteins. For unfolded peptides or multi-
domain proteins a variety of conformations can exist, which
results in a range of D–A distances. In this case calculation
of a single distance using eq. 13.12 would result in an
apparent distance, which would be weighted towards the
shorter distances. Such systems are best analyzed in terms
of a distance distribution using the time-resolved data
(Chapter 14).

13.3.2. Effects of Incomplete Labeling

The largest source of error in calculating distance from the
RET data is probably incomplete labeling with the acceptor.
If melittin were incompletely labeled with acceptor, the
measured value of FDA would be larger than the true value,
and the calculated distance too large. We are less concerned
with underlabeling by the donor because the protein mole-
cules that do not contain donors do not contribute to the
donor intensity, assuming the extent of donor labeling is the
same for the donor-alone and donor–acceptor pair.

If the fractional labeling with donor (fa) is known then
the relative intensities can be used to calculate the transfer
efficiency. In this case eq. 13.14 becomes13

(13.17)

For a high degree of RET donor quenching, (FDA/FD << 1),
a small percentage of unlabeled acceptor can result in a

large change in the calculated transfer efficiency (Problem
13.9). The effect of fa < 1.0 is shown in Figure 13.11. Sub-
fragment S-1 myosin, Myosin S-1, contains 42 thiol groups,
two of which are highly reactive. These groups were labeled
with 1,5-IAEDANS as the donor and IAF as the acceptor.34

The transfer efficiency can be calculated from the relative
intensities of the donor at 475 nm in the donor-alone or
D–A pair. This yields a transfer efficiency of 30%. Since the
Förster distance for this D–A pair is about 30 Å, the calcu-
lated distance between the D and A is 49 Å. However, the
sample shown in Figure 13.11 was incompletely labeled
with acceptor, so that fa = 0.50. Using eq. 13.17 yields a
transfer efficiency of 60% and a D–A distance of 40 Å.
Hence it is essential to obtain complete labeling with the
acceptor or to know the extent of acceptor labeling.

13.3.3. Effect of κ2 on the Possible Range of 
Distances Advanced Topic

In distance measurements using RET there is often concern
about the effects of the orientation factor κ2. At present
there is no way to measure κ2, except by determination of
the x-ray crystal structure, or NMR structure, in which case
the distance would be known and thus there would be no
reason to use energy transfer. However, it is possible to set
limits on κ2 that in turn set limits on the range of possible
D–A distances. These limits are determined from the
anisotropies of the donor and acceptor, which reflects the
extent of orientational averaging toward the dynamic aver-
age of κ2 = 2/3.

The problem of κ2 has been discussed in detail by Dale
and coworkers10–12 and summarized by Cheung.13 The basic
idea is that the donor and acceptor move freely within a
cone and that energy transfer is rapidly averaged over all
available D–A orientations. Interpretation of the formalism
described by Dale and coworkers is not always straightfor-
ward, and we present the method preferred in this laborato-
ry.35 While it is not possible to calculate the values of κ2, it
is possible to set upper and lower limits. These values are
given by

(13.18)

(13.19)κ2
max �

2

3
(1 � dxD � dxA � 3dxDd

x
A )

κ2
min �

2

3
 [ 1 �

(dxD � dxA )

2
]

E � 1 �
FDA � FD(1 � fA)

FDfA
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) 1

fA
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Figure 13.11. Emission spectra of labeled Myosin S-1. The donor is
1,5-IAEDANS and the acceptor is IAF. Revised from [34].



where

(13.20)

The value of di
x represents the depolarization factor due to

segmental motion of the donor (dD
x) or acceptor (dA

x), but
not the depolarization due to overall rotational diffusion of
the protein. Overall rotational diffusion is not important
because it does not change the D–A orientation. The values
of ri and r0 are often taken as the steady-state and funda-
mental anisotropies of the donor or acceptor. If the donor
and acceptor do not rotate relative to each other during the
excited-state lifetime, then dD

x = dA
x = 1.0, and κmin

2 = 0 and
κmax

2 = 4. If both D and A are independently and rapidly
rotating over all space, κmin

2 = κmax
2 = 2/3.

There are several ways to obtain the values of dD
x and

dA
x. The easiest method is to determine the anisotropy

decays of the donor and acceptor, the latter when directly
excited. This calculation of a range of κ2 values is illustrat-
ed by the anisotropy decays measured for the tryptophan
donor and dansyl acceptor in α-helical melittin (Table
13.2). Both the donor and the acceptor display two correla-
tion times, one due to overall protein rotation near 2 ns, and
a shorter correlation time near 0.3 ns due to segmental
motions of the donor and the acceptor. It is these faster
motions that randomize κ2. The values of dD

x and dA
x are

given by the ratio of the long correlation time amplitude to
the total anisotropy. Hence, for melittin

(13.21)

(13.22)

Using these values and eqs. 13.18 and 13.19 one can calcu-
late the limits on κ2, κmin

2 = 0.19, and κmax
2 = 2.66.

Once the limiting values of κ2 are known one may use
these values to calculate the maximum and minimum values
of the distance which are consistent with the data. In calcu-
lating these distances one must remember that R0 was cal-
culated with an assumed value of κ2 = 2/3. Hence the min-
imum and maximum distances are given by

(13.23)

(13.24)

where r(κ2 = 2/3) is the distance calculated assuming κ2 =
2/3. Using the limiting values of κ2 one finds for the exam-
ple given above that the distance can be from 0.81 to 1.26
of r(κ2 = 2/3). While this difference may seem large it
should be remembered that there is an additional depolar-
ization factor due to the transfer process itself, which will
further randomize κ2 towards 2/3. Equations 13.18–13.20
provide a worst-case estimate, which usually overestimates
the effects of κ2 on the calculated distance. For fluo-
rophores with mixed polarization, where r0 < 0.3, the error
in distance is thought to be below 10%.16

There are two other ways to obtain the depolarization
factors. One method is to construct a Perrin plot in which
the steady-state polarization is measured for various vis-
cosities. Upon extrapolation to the high-viscosity limit, the
1/rapp intercept (Chapter 10) is typically larger than 1/r0 in
frozen solution. This difference is usually attributed to seg-
mental probe motions, and can be used to estimate the
depolarization factor, di

x = (rapp/r0)2. Another method is to
estimate the expected steady-state anisotropy from the life-
time and correlation time of the protein, and to use these
data to estimate dD

x and dA
x (Problem 13.8). The basic idea

is to estimate dA
x and dD

x by correcting for the decrease in
anisotropy resulting from rotational diffusion of the protein.
Any loss in anisotropy, beyond that calculated for overall
rotation, is assumed to be due to segmental motions of the
donor or acceptor.

13.4. BIOCHEMICAL APPLICATIONS OF RET

13.4.1. Protein Folding Measured by RET

In many experiments it is not necessary to calculate the dis-
tances because the biochemical question can be answered

rmax � ( κ2
max

2/3
) 1/6

 r ( κ2 �
2

3
)

rmin � ( κ2
min

2/3
) 1/6

r ( κ2 �
2

3
)

dxA � ( 0.135

0.300
) 1/2

� 0.67

dxD � ( 0.174

0.294
) 1/2

� 0.77

dxi � (ri/r0 ) 1/2
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Table 13.2. Anisotropy Decays for α-Helical Melittina

Fluorophore r0i θi (ns)

Tryptophan 19b 0.120 0.23

0.174 1.77

N-terminal dansyl 0.165 0.28

0.135 2.18

aFrom [31].
bDetermined for donor-only melittin. Similar amplitudes and correla-
tion times were found for trp-19 in dansyl melittin.



from the presence or absence of RET. One example of this
approach is determination of the conformation of an
apolipoprotein when bound to lipids.36 Apolipoproteins reg-
ulate cholesterol metabolism. ApoA-I is one of the most
effective activators of lecithin:cholesterol acyltransferase
(LCAT), which results in the formation of a discoidal form
of high density lipoprotein (HDL). It is difficult to obtain x-
ray structures from such proteins, and the conformation of
the lipid-bound protein was uncertain. There were two pos-
sible structures (Figure 13.12). ApoA-I could form a belt
around the lipid disk. Alternatively, apoA-I could fold as
antiparallel α-helices in a picket fence conformation.

The problem of the apoA-I conformation was
addressed using RET. Recombinant apoA-I was made with
a cysteine substituted for a glutamine at position 132, the
Q132C mutant. It was known that the discoidal complex
contained two molecules of apoA-I. One batch of apoA-I
was labeled with the sulfhydryl-reactive fluorescein 5-IAF,
and the other batch labeled with a sulfhydryl-reactive
tetramethylrhodamine. Figure 13.13 shows emission spec-

tra of labeled apoA-I in discoidal HDL. The spectrum of the
D–A pair shows a decrease in donor intensity and an
increase in acceptor intensity, consistent with about 40%
energy transfer. The presence of RET proves that apoA-I is
in the belt conformation (Figure 13.12) because RET would
not occur for the picket-fence conformation where the
donor and acceptor are 104D apart. Other groups agree with
the belt structure, but believe the peptides are in a hairpin
conformation.37

It is interesting to notice that the question was
answered in spite of some complexity. Each discoidal parti-
cle could contain two donors, two acceptors, or one of each.
The spectra in Figure 13.13 were obtained with a threefold
excess of acceptor, so that most of the donors had a nearby
acceptor. However, it was not necessary to resolve these
populations to determine the confirmation of apoA-I in
these particles. Additional references on RET and protein
folding are listed near the end of the chapter.

13.4.2. Intracellular Protein Folding

RET with intensity ratio measurements have also been used
to study protein folding in cells. Another apolipoprotein,
apo E4, is associated with Alzheimer's disease. Apo E4,
found in neurofibrillary tangles and amyloid plaques, is
known to modulate plaque formation, and binds to very low
density lipoproteins. Apo E3 has a similar amino acid
sequence but binds to high-density lipoproteins and is not
thought to be involved in amyloid protein deposition.

The different physiological effects of apo E4 and apo
E3 are thought to be due to the different interactions
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Figure 13.12. Possible conformations for apolipoprotein apoA-I
when bound to lipids. Reprinted with permission from [36]. Figure
courtesy of Dr. Mary G. Sorci-Thomas from the Wake Forest
University, N.C.

Figure 13.13. Emission spectra of labeled apoA-I in HDL. Revised
from [36].



between their two domains. Hence it was of interest to look
for association of the domains in neuronal cells (Figure
13.14). The neuronal cells, Neuro-2a, were transfected with
the constructs encoding for apo E4 or apo E3 that contained
an energy-transfer pair of CFP (donor) and YFP (accep-
tor). The extent of RET was expected to depend on domain
association. Donor images of the cells showed that the pro-
tein was expressed and was localized mostly in the cyto-
plasm. Taking ratios of the donor and acceptor images
showed that RET occurred for intracellular apo E4 but not
for intracellular apo E3. These results demonstrate how the
applications of RET are being expanded to include in-vivo
imaging.

13.4.3. RET and Association Reactions

RET can be used to measure binding interactions between
molecules in solution39 or in microscopy.40–41 RET was used
to detect association of the chaperonin proteins GroEL and
GroES42. GroEL is a 798-kilodalton protein containing 57

identical subunits. The subunits form a large barrel that
facilitates refolding of proteins. This process requires bind-
ing of the 70-kilodalton CAP GroES (Figure 13.15). Bind-
ing of these two complexes depends on the presence of ATP.

Binding between GroEL and GroES was measured
using RET. Mutant proteins were made with single-cysteine
residues for labeling. GroEL was labeled with 2,5-IEDANS
and GroES with a fluorescein derivative. Emission spectra
of each protein and a mixture are shown in Figure 13.16.
The spectrum from the mixture, in the absence of ATP
(top), is the sum of the individual spectra. The result shows
that GroEL and GroES are not bound together in the
absence of ATP. Addition of ATP resulted in a decrease in
the donor emission and an increase in the acceptor emission
(bottom), which is due to formation of the GroEL–GroES
complex.

RET was used to follow binding kinetics. Figure 13.17
shows the effect of adding unlabeled GroES to the complex.
In the presence of ATP the complexes dissociate and reas-
sociate, which may occur during refolding of proteins. As
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Figure 13.14. Schematic of labeled Apo E3 and Apo E4, and donor
(CFP) and RET images in Neuro-2a cells. Reprinted with permission
from [38].

Figure 13.15. Structure of GroEL (green and blue) and GroES (light
blue). The red structures are the donor and acceptor. Revised from
[42]. Courtesy of Dr. Hays S. Kye from the Princeton University, N.J.



unlabeled GroES associates with labeled GroEL the donor
intensity increases and the acceptor intensity decreases.
This result shows that information about binding can be
obtained using either the donor or acceptor emission.

13.4.4. Orientation of a Protein-Bound Peptide

In the presence of calcium, calmodulin is known to interact
with a number of proteins and peptides. For example, a pep-
tide from myosin light-chain kinase (MLCK) binds to
calmodulin.43 Such peptides are known to bind in the cleft
between the two domains of calmodulin (Figure 13.18).
When bound to calmodulin the MLCK peptide was known
to adopt a α-helical conformation. However, the direction
of peptide binding to calmodulin was not known.

Information on the direction of binding was obtained
by studying of four similar peptides, each containing a sin-
gle-tryptophan residue that served as the donor (Figure
13.19). Calmodulin typically contains only tyrosine
residues, so an intrinsic acceptor was not available. This
problem was solved by using calmodulin from spinach,
which contains a single-cysteine residue at position 26. This
residue was labeled with 1,5-IAEDANS, which contains a
thiol-reactive iodoacetyl group. The Förster distances for
trp-to-AEDANS energy transfer ranged from 21 to 24 Å.
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Figure 13.16. Emission spectra of IEDANS-labeled GroEL and fluo-
rescein-labeled GroES without (top) and with (bottom) ATP. Revised
from [42].

Figure 13.17. Dissociation of doubly labeled GroEL–GroES. Revised
from [42].

Figure 13.18. Structure of spinach calmodulin. The acceptor is
AEDANS on cysteine-26 of calmodulin. The tryptophan donor is on
the myosin light chain kinase peptides shown in Figure 13.19. Revised
and reprinted with permission from [43]. Copyright © 1992,
American Chemical Society.



Emission spectra of the tryptophan-containing peptides
are shown in Figure 13.19. The excitation wavelength was
295 nm to avoid excitation of the tyrosine residues in
calmodulin. Upon binding of AEDANS–calmodulin the
tryptophan emission of each peptide is quenched. One of
the peptides showed a transfer efficiency of 54%, and the
remaining three peptides showed efficiencies ranging from
5 to 16%. These results demonstrated that the C-terminal
region of the peptides bound closely to the N-terminal
domain of calmodulin, and illustrate how structural infor-
mation can be obtained by comparative studies of analo-
gous structures.

13.4.5. Protein Binding to Semiconductor
Nanoparticles

Semiconductor nanoparticles, or Quantum Dots (QDs),
have become widely used as fluorescent probes. They can
have high quantum yields, narrow emission spectra, and

good photostability (Chapter 3). Understanding the interac-
tions of Quantum Dots with proteins is important for their
use as intracellular probes and for making the surfaces
functional. RET has been used to determine the interaction
of the E. coli maltose-binding protein (MBP) when bound
to a QD.44

The orientation of MBP when bound to a QD was
determined using six single-cysteine mutants of MBP. The
individual proteins were labeled with Rhodamine Red (RR)
at the sites shown in the top panel of Figure 13.20. The QDs
were then titrated with the RR-labeled MBP. The donor was
the QDs with a diameter near 60 Å and emitting at 555 nm.
Binding of RR–MBP resulted in quenched QD emission
and increased RR emission (middle panels). For some of
the MBP mutants strong donor quenching was observed, for
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Figure 13.19. Emission spectra of the MLCK peptides when free in
solution and when bound to AEDANS-calmodulin. The upper and
lower spectra correspond to the peptide emission spectra in the
absence and presence of AEDANS-calmodulin, respectively. The pep-
tide sequences are shown in the top panel, and the calculated distance
shown with the spectra. Excitation at 295 nm. Revised and reprinted
with permission from [43]. Copyright © 1992, American Chemical
Society.

Figure 13.20. Top: E. coli malliose-binding protein shows six sites
where Rhodamine Red was bound. Middle: Emission spectra of the
QDs titrated with two RR-MBP. Bottom: Orientation of bound MBP
relative to the center of the QD (pink dot). Revised from [44].



other mutants there was almost no RET. By examination of
the six mutant proteins the orientation of MBP on the sur-
face of the a QD could be determined (Figure 13.20, lower
panel). The center of the QD is shown as a pink dot, but the
QD itself is not shown.

13.5. RET SENSORS

Resonance energy transfer has been used to develop a num-
ber of sensors. The use of donor-to-acceptor intensity ratios
is valuable because the measurements become mostly inde-
pendent of the overall intensity. This independence is espe-
cially important in fluorescence microscopy, where it is
usually not possible to know or control the local fluo-
rophore concentration.

13.5.1. Intracellular RET Indicator for Estrogens

RET has been used with green fluorescent proteins (GFPs)
and their variants to develop sensors for a variety of ana-
lytes. One example is an intracellular indicator for estro-
gens.45 In this case cyan (CFP) and yellow (YFP) fluores-
cent proteins form the RET pair (Figure 13.21). These pro-

teins are linked by a peptide containing both the ligand-
binding domain of estrogen receptor α (ER) and an estro-
gen-dependent ER-interaction site. The latter domain is
comprised of the sequence LXXLL, where L is leucine and
X is any other amino acid. Upon binding the ER against 17-
β estradiol, the ER ligand-binding domain becomes compe-
tent to interact with the LXXLL motif. The resulting con-
formational change brings the tethered CFP and YFP moi-
eties into close proximity, thus increasing the efficiency of
energy transfer.

An advantage of using a GFP and its mutants is the
potential to express the indicator in the cell rather than
injecting or loading the indicator into the cell. A plasmid
expression vector encoding the RET indicator was trans-
fected into CHO cells, which then synthesized the indicator.
The labeled cells were exposed to 17-βE and imaged at the
emission wavelength of CFP (480 nm) and YFP (535 nm).
The ratio of intensities was used to create a false color
image of the cells (Figure 13.21). After exposure to 17-βE
the intensity at 535 nm increased, while the intensity at 480
nm decreased. This approach allows cell-based assays for
estrogen potency or the blocking effects of estrogen antag-
onists.
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Figure 13.21. RET indicator for estrogens using the ligand-binding domain of estrogen receptor. The color scale shows the intensity at 480 nm divid-
ed by the intensity at 535 nm. Revised and reprinted with permission from [45]. Copyright © 2004, American Chemical Society.



13.5.2. RET Imaging of Intracellular Protein 
Phosphorylation

Protein phosphorylation by kinases is an important method
of intracellular signaling. For example, the insulin receptor
is a tyrosine kinase. The insulin receptor phosphorylates a
tyrosine residue in a particular sequence, which then binds
to a recognition domain (SH2) of another protein (Figure
13.22). This binding event brings CFP and YFP into closer
proximity for increased RET. This protein was expressed in
CHO-IR cells, which overexpress the insulin receptor.
These transfected cells were then exposed to 100-nM
insulin, which caused a time-dependent decrease in the
donor-to-acceptor intensity ratio, which indicated an
increase in RET. Ratiometric RET imaging can thus be used
to study a wide variety of intracellular processes.

13.5.3. Imaging of Rac Activation in Cells

In the previous example the donor and acceptor proteins
were covalently linked. Intracellular RET indicators can
also be made when the donor and acceptor are not covalent-

ly linked but associate in the cell. The Rac is a GTPase that
is involved in several processes, including actin dynamics
and control of cell morphology. An approach for sensing
Rac activation is shown in Figure 13.23. The donor was
Rac–GFP. The acceptor was a kinase (PBD) labeled with
Alexa-546. In the presence of GTP the labeled kinase PBD
binds to Rac–GTP, as can be seen from the changes in the
donor and acceptor intensities for these proteins in solu-
tion.47 Assessment of this interaction in living cells was
accomplished by transfection of the gene encoding
Rac–GFP and microinjection of the labeled kinase. The
confluent monolayer of cells was then scraped. This caused
activation of Rac as the cells moved toward the open area
and actin polymerization increases. The location-dependent
concentrations of Rac–GFP are seen from the donor inten-
sity images (Figure 13.24, right). An increase in RET, or
binding of Rac–GFP to PBD, is seen as the shift from blue
to green in the pseudocolor images (Figure 13.24, left).
Comparison of the RET images with the GFP intensity
images shows that the D–A intensity ratios are independent
of the Rac–GFP concentration.

13.6. RET AND NUCLEIC ACIDS

RET is used extensively in DNA analysis,48–49 which is dis-
cussed in Chapter 21. In contrast to DNA, RNA can adopt
a variety of three-dimensional conformations owing to its
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Figure 13.22. RET sensor for protein phosphorylation. Revised from
[46].

Figure 13.23. Emission spectra of Rac–GFP in the presence of GTP
and an Alexa-546 labeled kinase (PBD) that binds to Rac. The value
of R0 is 51D. Revised from [47].



single-stranded structure. Some RNA molecules are catalyt-
ically active, which are called ribozymes. RET has found
use in studies of ribozyme folding and dynamics.50–52

Figure 13.25 shows the donor, acceptor, sequence, and
secondary structure of the labeled hairpin ribozyme con-
taining the covalently linked donor and acceptor mole-
cules.52 After the substrate (S) binds it is cleaved by the
ribozyme. Cleavage requires binding of the A and B loops
to each other, a motion called docking. This motion is
expected to bring the donor and acceptor closer together
(lower panel). Upon addition of substrate there are changes
in both the donor and acceptor intensities (Figure 13.26).
The donor intensity decreases as expected for increased
energy transfer. The behavior of the acceptor is more com-
plicated. The acceptor intensity increases as expected, but
only after an initial drop in intensity on substrate binding.
This decrease is due to quenching of the acceptor by the
nearby guanine residue (Chapter 8).

13.6.1. Imaging of Intracellular RNA

The localization and concentration of intracellular mRNA
is an important factor in the control of protein synthesis.
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Figure 13.24. RET (left) and Rac–GFP intensity (near 510 nm) image
(right) of motile 3T3 fibroblasts. Bar = 24 µm. Reprinted from [47].

Figure 13.25. Structure of the hairpin ribozyme labeled with donor
and acceptor. The lower panel shows the docking conformational
change that occurs upon binding of the substrate. Revised from [52].

Figure 13.26. Intensity changes of the donor and acceptor on the hair-
pin ribozyme upon binding of substrate. Courtesy of Dr. Nils G.
Walter, University of Michigan.



Control of c-fos mRNA is important because the c-fos pro-
tein is a transcription factor that participates in control of
the cell cycle and differentiation. The presence of c-fos
mRNA was studied using DNA oligomers that were expect-
ed to bind close to each other when hybridized with c-fos
mRNA (Figure 13.27).53 The level of c-fos mRNA could be
controlled by stimulation of the Cos cells. The donor- and
acceptor-labeled oligomers were added to the cells by
microinjection. The presence of the mRNA was found in
the stimulated (left) but not in the unstimulated cells. These
results show that RET imaging can be used to study the dif-
ficult problem of the regulation of mRNA in cells.

13.7. ENERGY TRANSFER EFFICIENCY FROM
ENHANCED ACCEPTOR FLUORESCENCE

In an RET experiment the acceptor absorption must overlap
with the donor emission wavelengths, but the acceptor does

not need to be fluorescent. If the acceptor is fluorescent
then light absorbed by the donor and transferred to the
acceptor appears as enhanced acceptor emission. This
enhanced acceptor emission can be seen in Figure 13.16 at
520 nm for the fluorescein-labeled GroES when bound to
donor-labeled GroEL. By extrapolating the emission spec-
trum of the donors one can see that its emission extends to
the acceptor wavelengths. Hence the intensity measured at
the acceptor wavelength typically contains some contribu-
tion from the donor.

The use of acceptor intensities is further complicated
by the need to account for directly excited acceptor emis-
sion, which is almost always present.13 In the case of
labeled apoA-I (Figure 13.13) the directly excited acceptor
emission accounted for about half the total acceptor emis-
sion. The acceptor is almost always excited directly to some
extent because the acceptor absorbs at the excitation wave-
length used to excite the donor, resulting in acceptor emis-
sion without RET.

Calculation of the transfer efficiency from the
enhanced acceptor emission requires careful consideration
of all the interrelated intensities. Assuming that the donor
does not emit at the acceptor wavelength, the efficiency of
transfer is given by

(13.25)

In this expression εA(λD
ex) and εD(λD

ex) are the extinction
coefficients (single D–A pairs) or absorbance (multiple
acceptors) of the acceptor and donor at the donor excitation
wavelength (λD

ex), and fD is the fractional labeling with the
donor. The acceptor intensities are measured at an acceptor
emission wavelength (λA

em) in the absence FA(λA
em) and

presence FAD(λA
em) of donor. This expression with fD = 1.0

can be readily obtained by noting that FA(λA
em) is propor-

tional to εA(λD
ex), and FAD(λA

em) is proportional to εA(λD
ex)

+ EεD(λD
ex). The accuracy of the measured E value is typi-

cally less than when using the donor emission (eq. 13.13).
When measuring the acceptor emission it is important to
have complete donor labeling, fD = 1.0.

It is also important to remember that it may be neces-
sary to correct further for the donor emission at λA

em, which
is not considered in eq. 13.25. The presence of donor emis-
sion at the acceptor wavelength, if not corrected for in
measuring the acceptor intensities, will result in an appar-
ent transfer efficiency larger than the actual value (see Prob-
lem 13.11). Equation 13.25 can also be applied when mul-

E �
εA(λex

D )

εD(λex
D )

 [ FAD(λem
A )

FA(λem
A )

� 1 ]  ( 1

fD
)
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Figure 13.27. Intracellular detection of c-fos mRNA by RET ratio
imaging. Revised from [53].



tiple acceptors are present, such as for unlinked donor and
acceptor pairs (Chapter 15). In this case εD(λD

ex) and
εA(λD

ex) are replaced by the optical densities of the donor,
ODD(λD

ex), and of the acceptor, ODA(λD
ex), at the donor

excitation wavelength.
Occasionally it is difficult to obtain the transfer effi-

ciency from the sensitized acceptor emission. One difficul-
ty is a precise comparison of the donor-alone and donor–
acceptor pair at precisely the same concentration. The need
for two samples at the same concentration can be avoided if
the donor and acceptor-labeled sample can be enzymatical-
ly digested so as to eliminate energy transfer.54 Additional-
ly, methods have been developed which allow comparison
of the donor-alone and donor–acceptor spectra without
requiring the concentrations to be the same. This is accom-
plished using the shape of the donor emission and subtract-
ing its contribution from the emission spectrum of the D–A
pair. This method is best understood by reading the original
descriptions.55–56

And, finally, one should be aware of the possibility that
the presence of the acceptor affects the donor fluorescence
by a mechanism other than RET. Such effects could occur
due to allosteric interactions between the donor and accep-
tor sites. For example, the acceptor may block diffusion of
a quencher to the donor, or it may cause a shift in protein
conformation that exposes the donor to solvent. If binding
of the acceptor results in quenching of the donor by some
other mechanism, then the transfer efficiency determined
from the donor will be larger than the true value. In such
cases, the transfer efficiency determined from enhanced
acceptor emission is thought to be the correct value. The
possibility of non-RET donor quenching can be addressed
by comparison of the transfer efficiencies observed from
donor quenching and acceptor sensitization.57 See Problem
13.11.

13.8. ENERGY TRANSFER IN MEMBRANES

In the examples of resonance energy transfer described
above there was a single acceptor attached to each donor
molecule. The situation becomes more complex for
unlinked donors and acceptors.5 In this case the bulk con-
centration of acceptors is important because the acceptor
concentration determines the D–A proximity. Also, one
needs to consider the presence of more than a single accep-
tor around each donor. In spite of the complexity, RET has
considerable potential for studies of lateral organization in
membranes. For example, consider a membrane that con-

tains regions that are in the liquid or solid phase. If the
donor and acceptor both partition into the same region, one
expects the extent of energy transfer to be increased relative
to that expected for a random distribution of donors and
acceptors between the phases. Conversely, if donor and
acceptor partition into different phases, the extent of energy
transfer will decrease relative to a random distribution, an
effect that has been observed.58 Alternatively, consider a
membrane-bound protein. If acceptor-labeled lipids cluster
around the protein, then the extent of energy transfer will be
greater than expected for acceptor randomly dispersed in
the membrane. Energy transfer to membrane-localized ac-
ceptors can be used to measure the distance of closest
approach to a donor site on the protein, or the distance from
the donor to the membrane surface.

RET in membranes is typically investigated by measur-
ing the transfer efficiency as the membrane acceptor con-
centration is increased. Quantitative analysis of such data
requires knowledge of the extent of energy transfer expect-
ed for fluorophores randomly distributed on the surface of
a membrane. This is a complex problem that requires one to
consider the geometric form of the bilayer (planar or spher-
ical) and transfer between donors and acceptors which are
on the same side of the bilayer as well as those on opposite
sides. A variety of approaches have been used58–68 and in
general, numerical simulations and/or computer analyses
are necessary. These theories are complex and not easily
summarized. The complexity of the problem is illustrated
by the fact that an analytical expression for the donor inten-
sity for energy transfer in two dimensions only appeared in
1964,69 and was extended to allow an excluded volume
around the donor in 1979.59 RET to multiple acceptors in
one, two, and three dimensions is described in more detail
in Chapter 15. Several of these results are present here to
illustrate the general form of the expected data.

A general description of energy transfer on a two-
dimensional surface has been given by Fung and Stryer.5

Assuming no homotransfer between the donors, and no dif-
fusion during the donor excited-state lifetime, the intensity
decay of the donor is given by

(13.26)

where

(13.27)S(t) � �
∞

rc

{1 �  exp��(t/τD ) (R0/r ) 6�}2πr dr

ID(t) � I0D exp(�t/τD )  exp��σS(t) �
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In these equations exp[-σS(t)] describes that portion of the
donor decay due to RET, σ is the surface density of the
acceptor, and rc is the distance of closest approach between
the donor and acceptors. The energy-transfer efficiency can
be calculated by an equation analogous to eqs. 13.13 and
13.14, except that the intensities or lifetimes are calculated
from integrals of the donor intensity decay:

(13.28)

Use of eqs. 13.26–13.28 is moderately complex and
requires use of numerical integration. However, the
approach is quite general, and can be applied to a wide vari-
ety of circumstances by using different expressions for S(t)
that correspond to different geometric conditions. Figure
13.28 shows the calculated transfer efficiencies for a case in
which the donor to acceptors are constrained to the
lipid–water interface region of a bilayer. Several features of
these predicted data are worthy of mention. The efficiency
of transfer increases with R0 and the efficiency of energy
transfer is independent of the concentration of donor. The
absence of energy transfer between donors is generally a

safe assumption unless the donor displays a small Stokes
shift or the donor concentration is high, conditions that
favor homotransfer. Only small amounts of acceptor, 0.4
mole%, can result in easily measured quenching. For exam-
ple, with R0 = 40 Å the transfer efficiency is near 50% for
just 0.8 mole% acceptor, or one acceptor per 125 phospho-
lipid molecules.

One may readily visualize how energy quenching data
could be used to determine whether the distributions of
donor and acceptor were random. Using the calculated
value of R0, one compares the measured extent of donor
quenching with the observed efficiency. If the measured
quenching efficiency exceeds the calculated value then a
preferential association of donors and acceptors within the
membrane is indicated.70 Less quenching would be
observed if the donor and acceptor were localized in differ-
ent regions of the membrane, or if the distance of closest
approach were restricted due to steric factors. We note that
these calculated values shown in Figure 13.28 are strictly
true only for transfer between immobilized donor and
acceptor on one side of a planar bilayer. However, this sim-
ple model is claimed to be a good approximation for a
spherical bilayer.5 For smaller values of R0 transfer across
the bilayer is not significant.

13.8.1. Lipid Distributions Around Gramicidin

Gramicidin is a linear polypeptide antibiotic containing D-

and L-amino acids and four tryptophan residues. Its mode

of action involves increasing the permeability of mem-

branes to cations and protons. In membranes this peptide

forms a dimer (Figure 13.29),71 which contains a 4-Å diam-

eter aqueous channel that allows diffusion of cations. The

nonpolar amino acids are present on the outside of the helix,

and thus expected to be exposed to the acyl side chain

region of the membrane. Hence, gramicidin provides an

ideal model to examine energy transfer from a membrane-

bound protein to membrane-bound acceptors.
It was of interest to determine if membrane-bound

gramicidin was surrounded by specific types of phospho-
lipids. This question was addressed by measurement of the
transfer efficiencies from the tryptophan donor to dansyl-
labeled phosphatidylcholine (PC). The lipid vesicles were
composed of phosphatidylcholine (PC) and phosphatidic
acid (PA).72 Emission spectra of gramicidin bound to
PC–PA membranes are shown in Figure 13.30. The trypto-
phan emission is progressively quenched as the dansyl-PC

E � 1 �
1

τD
� ID(t)

I0D
 dt
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Figure 13.28. Calculated efficiencies of energy transfer for
donor–acceptor pairs localized in a membrane. The distances are the
R0 value for energy transfer and A/PL is the acceptor-to-phospholipid
molar ratio. The area per phospholipid was assumed to be 70 Å2, so
the distance of closest approach was 8.4 Å. Revised and reprinted with
permission from [5]. Copyright © 1978, American Chemical Society.



acceptor concentration is increased. The fact that the gram-
icidin emission is quenched by RET, rather than a collision-
al process, is supported by the enhanced emission of the
dansyl-PC at 520 nm.

The decreasing intensities of the gramicidin emission
can be used to determine the tryptophan to dansyl-PC trans-
fer efficiencies (Figure 13.31). The transfer efficiencies are
compared with the calculated efficiencies for a random

acceptor distribution in two dimensions. These curves were
calculated using eqs. 13.26 and 13.28. The data match with
the curve calculated for the known R0 of 24 Å, demonstrat-
ing that acceptor distribution of dansyl-PC around grami-
cidin is random. If the labeled lipid dansyl-PC was local-
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Figure 13.29. Amino-acid sequence (left) and structure of the membrane-bound dimer (right) of gramicidin A. The D and L (left) refer to the optical
isomer of the amino acid. Revised from [71].

Figure 13.30. Emission spectra of gramicidin and dansyl-PC in vesi-
cles composed of egg PC and egg PA. λex = 282 nm. Dansyl-PC is 1-
acyl-2-[11-N-[5-dimethylamino naphthalene-1-sulfonyl]amino] unde-
canoyl phosphatidylcholine. The lipid-to-dansyl PC ratios are shown
on the figure. Revised and reprinted with permission from [72].
Copyright © 1988, American Chemical Society.

Figure 13.31. Efficiency of energy transfer from gramicidin to dan-
syl-PC as a function of dansyl-PC/phospholipid ratio. The experimen-
tal points (!) were calculated from the tryptophan quenching data,
and the solid curves were calculated for a random array of donors and
acceptors in two dimensions with R0 = 22, 23, 24, 25, and 26 Å. A
value of R0 = 24 ± 1 Å gave the best fit to the experimental data.
Revised and reprinted with permission from [72]. Copyright © 1988,
American Chemical Society.



ized around gramicidin then RET to the dansyl acceptor
would exceed the calculated values.

13.8.2. Membrane Fusion and Lipid Exchange

Energy transfer has been widely used to study fusion and/or
aggregation of membranes. These experiments are shown
schematically in Figure 13.32. Suppose a lipid vesicle con-
tains a high concentration of a fluorophore that undergoes
homo-RET (Figure 13.32). Initially the membrane will be
dimly fluorescent because of self-quenching (top). If this
vesicle fuses with another unlabeled vesicle the extent of
self-quenching will decrease and the emission intensity will
increase. An alternative approach is to use RET between a
donor and acceptor (bottom). In this case the vesicles
labeled with each type of fluorophore will appear with dif-
ferent colors. Upon fusion the color will change. Depend-
ing upon the concentrations of donor and acceptor in the
membranes, the extent of RET could be small, in which
case the color of the fused vesicles would be a simple mix-
ture of the two colors. If the probe concentration results in
efficient RET then the fused vesicles will have the color of
the acceptor.

As seen from Figure 13.28 the acceptor density does
not need to be large. Any process that dilutes the donor and
acceptors from the initially labeled vesicles will result in
less energy transfer and increased donor emission. For
example, if the D–A-labeled vesicles fuse with an unlabeled
vesicle, the acceptor becomes more dilute and the donor
intensity increases. Alternatively, the donor may display a
modest water solubility adequate to allow exchange

between vesicles. Then some of the donors will migrate to
the acceptor-free vesicles and again the donor fluorescence
will increase. It is also possible to trap a water-soluble flu-
orophore–quencher pair inside the vesicles. Upon fusion
the quencher can be diluted and/or released. A wide variety
of different procedures have been proposed,73–79 but most
rely on these simple proximity considerations.

RET has been used to obtain images of membranes as
they fuse together. Figure 13.33 shows images of giant unil-
amellar vesicles (GUVs) that were labeled either with a
cyanine dye DiO (left, green) or a rhodamine dye Rh–PE
(right, orange).80 The two types of vesicles contained oppo-
sitely charged lipids, which resulted in rapid fusion. The
GUVs were brought together by electrophoretic migration
in a fluid channel. The images were obtained with a color
CCD camera, so they are real color images. Prior to contact
between the GUVs, the DiO-labeled vesicle is bright and
the Rh–PE-labeled vesicle dark. Rh–PE is dark because it
absorbs weakly at the excitation wavelength of near 450
nm. As the vesicles make contact and fuse, a bright orange
signal appears, which is due to Rh–PE. Eventually the
entire vesicle surface becomes orange. The green emission
from DiO is mostly quenched due to RET to Rh–PE.

13.9. EFFECT OF τ2 ON RET

While the effect of κ2 in energy transfer is frequently dis-
cussed,81–82 there are relatively few experimental
results.83–86 Most of the experimental results are measure-
ments with a single κ2 value, rather than a systematic
dependence of kT(r) or κ2. However, the experimental
results show that the value of κ2 does affect the rate of ener-
gy transfer. Figure 13.34 shows the chemical structure of
two donor–acceptor pairs. The anthracene donor was linked
either in plane with the porphyrin acceptor (κ2 = 4) or in the
axial position (κ2 = 0) The transition moment of the
anthracene is along the short axis of the molecule. Emission
spectra of these D–A pairs were compared to a donor con-
trol molecule. For the axial anthracene (κ2 = 0) there is
almost no RET to the porphyrin. For the in-plane
anthracene with κ2 = 4 there is almost no emission showing
RET is rapid for these colinear transitions. These results
show that orientation can have a dramatic effect on the RET
efficiency. However, these D–A pairs are rather rigidly
linked and a smaller effect is expected if the acceptor had
more mobility relative to the porphyrin ring.
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Figure 13.32. Membrane fusion detection by RET. Top: Homotrans-
fer and self-quenching. Bottom: RET for a D–A pair.



13.10. ENERGY TRANSFER IN SOLUTION

Energy transfer also occurs for donors and acceptors ran-
domly distributed in three dimensional solutions. In this
case the theory is relatively simple. Following δ-function
excitation the intensity decay of the donor is given by88–90

(13.29)

with γ = A/A0, where A is the acceptor concentration. If R0

is expressed in cm, the value of A0 in moles/liter is given by

(13.30)

The relative steady-state quantum yield of the donor is
given by

(13.31)

where

(13.32)

These expressions are valid for immobile donors and accep-
tors for which the orientation factor is randomized by rota-
tional diffusion, κ2 = 2/3. For randomly distributed accep-
tors,3 where rotation is much slower than the donor decay,
κ2 = 0.476. Still more complex expressions are necessary if
the donor and acceptor diffuse during the lifetime of the
excited state (Chapters 14 and 15). The complex decay of
donor fluorescence reflects the time-dependent population
of D–A pairs. Those donors with nearby acceptors decay
more rapidly, and donors more distant from acceptors decay
more slowly.

The term A0 is called the critical concentration and rep-
resents the acceptor concentration that results in 76% ener-
gy transfer. This concentration in moles/liter (M) can be
calculated from eq. 13.30, or from a simplified expression14

(13.33)A0 � 447/R3
0

erf(γ) �
2

√π �
γ

0

 exp(�x2 )  dx

FDA

FD
� 1 � √π  γ exp(γ2 ) �1 � erf(γ) �

A0 �
3000

2π3/2
 NR3

0

ID(t) � I0D exp [ �t/τD � 2γ ( t
τD

) 1/2 ]
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Figure 13.33. Fluorescence microscopy of lipid mixing between giant unilamellar vesicles. Reprinted from [80] and courtesy of Dr. Robert
MacDonald, Northwestern University.



where R0 is in units of Å. This reveals an important feature
of energy transfer between unlinked donors and acceptors,
which is that the acceptor concentrations need to be rather
high for RET between unlinked donor and acceptors. For
instance, if R0 = 25 Å, then A0 = 0.029 M = 29 mM. Because
A0 is orders of magnitude larger than typical concentrations

in fluorescence experiments, we usually ignore energy
transfer between donors and acceptors linked to different
molecules. The high acceptor concentrations needed for
RET in solution also make it difficult to measure RET
between unlinked donors and acceptors. The high acceptor
concentrations result in high optical densities, requiring
front face observation and careful correction for inner filter
effects. It is important to consider inner filter effects when
comparing intensity values.

13.10.1. Diffusion-Enhanced Energy Transfer

To this point we have not considered the effects of diffusion
on the extent of energy transfer. This is a complex topic that
typically requires numerical methods for simulations and
analysis of the data. However, there is one simple case in
which the donor decay times are very long so that diffusive
motions of the donors result in their sampling of the entire
available space. This is called the rapid diffusion limit.91

With fluorophores displaying ns decay times this limit is
not obtainable. However, lanthanides are known to display
much longer decay times near 0.6–2.5 ms for terbium and
europium,92–93 depending upon the ligands. In relatively
fluid solution the long donor decay times allow the excited
molecule to diffuse through all available space. The rate of
transfer then becomes limited by the distance of closest
approach between donors and acceptors. Suppose an accep-
tor is buried in a protein or a membrane. One can determine
the depth of the acceptor from the extent of energy transfer
to the acceptor from terbium or europium chelates in the
aqueous phase. Another important feature of energy trans-
fer in the rapid-diffusion limit is that it occurs at much
lower acceptor concentrations.91 For a homogeneous three-
dimensional solution, energy transfer is 50% efficient at
acceptor concentrations near 1 µM, which is 1000-fold
lower than for energy transfer without diffusion.14 This
topic is described in detail in Chapter 15.

13.11. REPRESENTATIVE R0 VALUES

It is often convenient to have an estimate of an R0 value
prior to performing the complex calculation of the overlap
integral or labeling of the macromolecule. Unfortunately,
there is no general reference for the Förster distances. A
larger number of R0 values are summarized in the book by
Berlman,94 but most of the listed fluorophores are not used
in biochemistry. A large number of Förster distances have
been summarize in reviews.14,95 Some of these R0 values are
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Figure 13.34. Chemical structures and emission spectra of covalently
linked D–A pairs used to study the effect of κ2 on RET. Revised from
[87].



summarized in Table 13.3 for a variety of D–A pairs, and in
Table 13.4 for tryptophan donor–acceptor pairs. In the case
of lanthanides in environments where the quantum yield is
near unity, and for multi-chromophore acceptors, R0 values
as large as 90 Å have been calculated.95 This is the largest
Förster distance reported to date.
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PROBLEMS

P13.1. Calculation of a Distance from the Transfer Efficiency:
Use the emission spectra in Figure 13.35 to calculate
the distance from the indole donor to the dansyl accep-
tor. Assume that there is a single D–A distance, and
that diffusion does not occur during the donor excited-
state lifetime. The Förster distance R0 = 25.9 Å, and the
donor-alone lifetime is 6.8 ns. What is the D–A dis-
tance? What is the donor lifetime in the TUD D–A
pair?
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Figure 13.35. Emission spectra of a donor control (TMA) and a
donor–acceptor pair (TUD) in propylene glycol at 20°C. DUA is an
acceptor-only analogue. Revised from [98].



P13.2. Measurement of FRET efficiencies (E) from fluores-
cence intensities and lifetimes: Use eq. 13.11 to
derive the expressions for E based on intensities
(eq. 13.13) or lifetimes (13.14).

P13.3. Distance Dependence of Energy Transfer: The the-
ory of Förster states that the rate of energy transfer
depends on 1/r6, where r is the donor-to-acceptor
distance. This prediction was tested experimentally

using naphthyl donors and dansyl acceptors linked
by rigid polyprolyl spacers (Figure 13.36). Figure
13.37 shows the excitation spectra for this series of
D–A pairs. Assume that each prolyl spacer con-
tributes 2.83 Å to the spacing, and that the distance
ranges from 12 (n = 1) to 43 Å (n = 12).

Use the excitation spectra to demonstrate that kT

depends on 1/r6. Note that the dansyl acceptor
absorbs maximally at 340 nm and the naphthyl
donor has an absorption maximum at 290 nm. Exci-
tation spectra were recorded with the emission
monochromator centered on the dansyl emission
near 450 nm. What is R0 for this D–A pair?

P13.4. Effect of Spectral Overlap on the Rate of Energy
Transfer: Haugland et al.20 investigated the effect of
the magnitude of the spectral overlap integral on the
rate of fluorescence energy transfer. For this study
they used the steroids shown in Figure 13.38. They
measured the fluorescence lifetimes of compounds
I and II. The indole moiety is the donor that trans-
fers energy to the ketone acceptor. Both the absorp-
tion spectrum of the ketone and the emission spec-
trum of the indole are solvent sensitive. Specifical-
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Figure 13.36. Structure of dansyl-(L-prolyl)n-α-naphthyl used for
determining the effects of distance on energy transfer. Revised from
[18].

Figure 13.37. Excitation spectra of dansyl-(L-prolyl)n-α-naphthyl
molecules. Spectra are shown for dansyl-L-prolyl-hydrazide (dotted),
dansyl-L-prolyl-α-naphthyl (solid), and dansyl-(L-prolyl)n-α-naph-
thyl (dashed); n = 5, 7, 8, 10, and 12. Emission was detected at the
dansyl emission maximum near 450 nm. Revised from [18].

Figure 13.38. Structure of the rigid steroid donor–acceptor pair (I),
the steroid containing the donor alone (II), and the steroid containing
the acceptor alone (III). Indole is the donor and the carbonyl group is
the acceptor. Revised from [20].



ly, the emission spectrum of indole shifts to shorter
wavelengths and the absorption spectrum of the
ketone shifts to longer wavelengths as the solvent
polarity decreases (Figure 13.39). These shifts
result in increasing spectral overlap with decreasing
solvent polarity.

Use the data in Table 13.5 to demonstrate that kT is
proportional to the first power of the extent of spec-
tral overlap (J).

P13.5. Calculation of a Förster Distance: Calculate the
Förster distance for the tryptophan-to-dansyl
donor–acceptor pair shown in Figure 13.8. The
quantum yield of the donor is 0.21.

P13.6. Optical Assay for cAMP: Figure 13.40 shows the
emission spectra of a protein kinase that changes
conformation in the presence of cAMP, and dissoci-
ates completely in the presence of a protein kinase

inhibitor (PKI). The catalytic subunit is labeled with
fluorescein (Fl-C) and the regulatory subunit is
labeled with rhodamine (Rh–R). Derive an expres-
sion relating the ratio of donor to acceptor intensi-
ties to the protein kinase–cAMP dissociation con-
stant. Assume that the donor and acceptor quantum
yields are unchanged upon binding cAMP, except
for the change in energy transfer. Describe how the
conformational change, and change in RET, can be
used to measure the concentration of cAMP.

P13.7. Characteristics of a Closely Spaced D–A Pair:
Assume you have isolated a protein that contains a
single-tryptophan residue, and binds dinitrophenol
(DNP) in the active site. The absorption spectrum of
DNP overlaps with the emission spectrum of the
tryptophan residue. Assume R0 = 50 Å and that
DNP is not fluorescent. The fluorescence intensities
of the tryptophan residue are 20.5 and 4.1 in the
absence and presence of DNP, respectively, after
correction for the inner filter effects due to the DNP
absorption.

a.  What is the transfer efficiency
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Figure 13.39. Overlap of emission spectrum of the indole donor (II)
with the absorption spectrum of the carbonyl acceptor (III). Revised
from [20].

Table 13.5. Fluorescence Spectral Properties of 
I and II in a Series of Solventsa

τ (ns)

Solvent               I        II        J (cm6/m mole x 1019)

Methanol 5.3 5.6 1.5

Ethanol 5.6 6.5 3.0

Dioxane 3.6 5.4 13.0

Ethyl acetate 3.3 4.7 12.8

Ethyl ether 2.1 4.5 30.0

Heptane 1.1 2.8 60.3

aFrom [20].

Figure 13.40. Emission spectra and schematic for the effect of cAMP
and PKI on the emission spectra of the (Rh-R)2–(Fl-C)2 complex.
Revised and reprinted with permission from [99]. Copyright © 1993,
American Chemical Society.



b.  Assume that the unquenched lifetime is 5 ns.
What is the expected lifetime in the presence of
DNP?

c.  What is the transfer rate?

d.  What is the distance between the tryptophan and
the DNP?

e.  Assume that the solution conditions change so
that the distance between the tryptophan and the
DNP is 20 Å. What is the expected intensity for
the tryptophan fluorescence?

f.  For this same solution (r = 20 Å) what would be
the effect on the fluorescence intensity of a 1%
impurity of a second protein that did not bind
DNP? Assume this second protein has the same
lifetime and quantum yield.

g.  What lifetime would you expect for the sample
that contains the impurity? Would this lifetime
provide any indication of the presence of an
impurity?

P13.8. Effect of κ2 on the Range of Possible Distances:
Suppose you have a donor- and acceptor-labeled
protein that displays the following steady-state
anisotropies.

Fluorophore τ (ns) rD or rA r0

Donor-alone control 5 ns 0.1 0.4

Acceptor 15 ns 0.05 0.4

Using an assumed value of τ2 = 2/3, the D–A dis-
tance was calculated to be 25 Å, and R0 is also
equal to 25 Å. Assume the protein displays a rota-
tional correlation time of 5 ns. Use the data provid-
ed to calculate the range of distances possible for
the D–A pair.

P13.9. Effect of Acceptor Underlabeling on the Calculated
Transfer Efficiency: Suppose you have a presumed

D–A pair. In the absence of acceptor the donor dis-
plays a steady-state intensity FD = 1.0, and in the
presence of acceptor FDA = 0.5. Calculate the trans-
fer efficiency assuming the fractional labeling with
acceptor (fA) is 1.0 or 0.5. How does the change in
fA affect the calculated distance?

P13.10. FRET Efficiency from the Acceptor Intensities:
Derive eq. 13.25 for the case in which donor label-
ing is complete; fD = 1.0. Also derive eq. 13.25
for the case when donor labeling is incomplete (fD

< 1).

P13.11. Correction for Overlapping Donor and Acceptor
Emission Spectra: Equation 13.25 does not con-
sider the possible contribution of the donor emis-
sion at the wavelength used to measure acceptor
fluorescence (λA). Derive an expression for the
enhanced acceptor fluorescence when the donor
emits at λA. Explain how the apparent transfer effi-
ciency, calculated without consideration of the
donor contribution, would be related to the true
transfer efficiency.

P13.12.  Suppose that you have a protein with a single-tryp-
tophan residue. Assume also that the protein non-
covalently binds a ligand that serves as an RET
acceptor for the tryptophan residue, and that
the acceptor site is allosterically linked to the
donor site such that acceptor binding induces
an additional rate of donor quenching kq in addi-
tion to kT.

What is the apparent transfer efficiency upon
acceptor binding in terms of τD, kT, and kq? Is the
apparent value (ED) smaller or larger than the true
value (E)?
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In the previous chapter we described the principles of reso-
nance energy transfer (RET), and how the phenomenon
could be used to measure distances between donor and
acceptor sites on macromolecules or the association
between donor-labeled and acceptor-labeled biomolecules.
Energy transfer was described as a through-space interac-
tion that occurred whenever the emission spectrum of the
donor overlapped with the absorption spectrum of the
acceptor. For a given donor–acceptor (D–A) pair, the effi-
ciency of energy transfer decreases as r–6, where r is the
D–A distance. Each D–A pair has a characteristic distance:
the Förster distance (R0) at which RET is 50% efficient. The
extent of energy transfer, as seen from the steady-state data,
can be used to measure the distance, to study protein fold-
ing, to determine the extent of association based on proxim-
ity, or to create images of associated intracellular proteins.

In this chapter we describe more advanced applications
of RET, particularly those that rely on time-resolved meas-
urements of covalently linked D–A pairs. For such pairs the
time-resolved data can be used to recover the conformation-
al distribution or distance distribution between the donor
and acceptor. Donor-to-acceptor motions also influence the
extent of energy transfer, which can be used to recover the
mutual diffusion coefficient. In Chapter 15 we will consid-
er RET between donors and acceptors that are not covalent-
ly linked. In this case the extent of RET depends on the
dimensional geometry of the molecules, such as planar dis-
tributions in membranes and one-dimensional distributions
in double-helical DNA.

While the phenomenon of energy transfer is the same
in all these situations, each application of RET requires a
different theory to interpret the steady-state or time-re-
solved data. RET depends on the geometry and dynamics of
the system, and thus provides a powerful yet complex
methodology for studies of donor–acceptor distributions in
any dimensionality.

14.1. DISTANCE DISTRIBUTIONS

In the previous chapter we considered energy transfer
between a single donor (D) and acceptor (A) positioned at
a unique distance (r). We now consider the case where a
range of D–A distances is possible. This use of RET to
study distance distributions was first reported by Haas,
Steinberg, and coworkers using flexible polypeptides.1–3

The concept of a distribution of donor-to-acceptor distances
is shown in Figure 14.1. The protein is assumed to be
labeled at unique sites by a single donor and single accep-
tor. In the native state one expects a single conformation
and a single D–A distance. For the native state the distance
is sharply localized at a particular value of r. This unique
distance is expressed as a probability function P(r) that is
narrowly distributed along the r axis.

Now suppose the protein is unfolded to the random-
coil state by the addition of denaturant. Since the peptide is
in a random state, there exists a range of D–A distances.
This range of conformations results in a range of accessible
D–A distances, or a wide P(r) distribution (Figure 14.1,
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lower panel). For visual clarity, the P(r) distributions shown
in Figure 14.1 are peak normalized, but the actual area
under each curve should be normalized to unity to corre-
spond to a single acceptor per donor.

The presence of a distribution of distances has a pro-
found impact on the time-resolved decays of the donor. For
the native protein the single D–A distance results in a sin-
gle transfer rate for all the donors. Hence the decay time of
the donor is shortened and is given by

(14.1)

where τD is the decay time of the donor in the absence of
acceptor, ID

0 is the donor intensity at t = 0, and kT(r) is the
D–A transfer rate, given by

(14.2)

Since there is only one distance and only one transfer rate
kT(r) = kT, the donor decay remains a single exponential
(Figure 14.2, top), and

(14.3)

where the lifetime in the presence of the acceptor, τDA, is
given by

(14.4)

It is this assumption of a single distance that allows calcu-
lation of the distance from the relative quantum yield of the
donor (Chapter 13).

Now assume there is a range of D–A distances. For
these simulated data we assumed a single-exponential

1
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�

1

τD
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Figure 14.1. Distribution of D–A distance for a native and denatured
protein. The probability functions P(r) are peak normalized. In both
cases the integrate probability should be unity.

Figure 14.2. Effect of a distance distribution on the time-domain intensity decay of the donor.



decay time of 5 ns in the absence of acceptor, and R0 = 25
Å. Some of the D–A pairs are closely spaced and display
shorter decay times, and other D–A pairs are further apart
and display longer decay times. The range of distances
results in a range of decay times, so that the donor decay
becomes more complex than a single exponential (Figure
14.2, bottom). Similar results are expected for frequency
domain (FD) data. If there is a single D–A distance the fre-
quency-domain intensity decay is well approximated by the
single-exponential fit (Figure 14.3, top), which is shifted to
higher frequencies by the presence of the acceptor. A range
of D–A distances results in a frequency response that is
spread out along the frequency axis, and one that is no
longer a single exponential (Figure 14.3, bottom). The goal
of most distance-distribution studies is to recover the D–A
probability distribution from the non-exponential decays of
the donor. This means that the shape of the intensity decays
(Figure 14.2, left) are used to determine the D–A probabil-
ity distribution (Figure 14.2, right). It is important to note
the necessity of the time-resolved data to recover a distance
distribution. For a distance distribution, measurement of the
relative yield of the donor can be used to calculate an appar-
ent distance, as was done in Problem 13.1. However, the
steady-state data cannot be used to determine the distribu-
tion, and will not reveal the presence of a distribution. For
the moment we have ignored donor-to-acceptor motions,
which will be discussed in Section 14.7.

Irrespective of whether the donor intensity decays are
measured in the time domain (TD) or frequency-domain
(FD), the information content of the time-resolved data is
limited. It is not practical to determine a distance distribu-
tion of arbitrary shape. For this reason it is common prac-
tice to describe the distribution using a limited number of
parameters. The most appropriate and commonly used dis-
tribution is a Gaussian:

(14.5)

In this equation r� is the mean of the Gaussian with a stan-
dard deviation of σ. Usually distance distributions are
described by the full width at half maxima (Figure 14.2,
lower right). This half width (nm) is given by hw = 2.354σ.
Distance distributions have also been expressed as Lorentz-
ian4 and other functions,5–6 but the principles remain the
same. With presently available data, distance distributions
can be resolved, but it is difficult to distinguish the precise
shape of the distribution.

What equation describes the intensity decay for a dis-
tance distribution? Unfortunately, the donor decay can only
be described by an integral equation. The intensity decay
for those D–A pairs at a distance r is given by eq. 14.1.
Unless a single molecule is observed in a rigid medium, the
D–A pairs with a unique distance r cannot be individually
observed. Rather, one observes a weighted average deter-
mined by P(r). The donor intensity decay is a summation of
the intensity decays for all accessible distances, and is usu-
ally written as

(14.6)

This expression indicates that the intensity decay for an
ensemble of flexible D–A pairs is given by the weighted
average of the decays for each D–A distance.

Data analysis is performed by predicting the values of
IDA(t) for use with time-domain or frequency-domain meas-
urements and the usual procedures of nonlinear least
squares. Typically the decay time of the donor (τD) is
known from measurements of the donor in the absence of
acceptor. The variable parameters in the analysis are those
describing the distance distribution: r� and hw.

This description of the intensity decay (eq. 14.6) illus-
trates the value of computer programs written in terms of
the molecular features of the sample. The complex donor
decays in the presence of acceptor (Figures 14.2 or 14.3)
could be analyzed in terms of the multi-exponential model.
While it would be possible to fit the data, the value of αi and
τi would only indirectly reflect the distance distribution. In
contrast, programs based on eq. 14.6 provide direct infor-
mation on P(r).

14.2. DISTANCE DISTRIBUTIONS IN PEPTIDES

14.2.1. Comparison for a Rigid and 
Flexible Hexapeptide

The recover of distance distributions from the time-resolved
(TD or FD) data is best understood by examining a specif-
ic example. Consider the two hexapeptides each containing
a tryptophanamide (TrpNH2) donor and a dansyl (DNS)
acceptor (Figure 14.4).7 One of the hexapeptides (TrpNH2–
(pro)6–DNS) consists of six rigid prolyl residues that sepa-
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rate Trp and DNS by a single distance. The other
donor–acceptor pair is linked by hexaglycine (TrpNH2–
(gly)6–DNS), which is highly flexible and expected to result
in a range of Trp–DNS distances. The emission spectra of
these peptides are shown in Figure 14.5. The donor is
quenched in both D–A pairs, relative to the donor-alone
control, TrpNH2–(gly)3–Ac. The donor is more highly
quenched in the flexible (gly)6 peptide relative to the rigid
(pro)6 peptide. One could use the relative amounts of donor
quenching to calculate the D–A distance. This distance
would be correct for the rigid peptide TrpNH2–(pro)6–

DNA, but incorrect for the flexible TrpNH2–(gly)6–DNS
peptide. For the (gly)6 peptide one must use time-resolved
measurements to obtain information beyond a weighted
apparent distance.

Information about the distance distribution for flexible
molecules can be recovered from the time-resolved decays
of the donor. Frequency-domain data for the two D–A pep-
tides (!) and the donor-alone control molecule (") are
shown in Figure 14.6. In the absence of acceptor the donor-
alone control molecule displays a single-exponential decay
with τD = 5.27 ns. For the rigid D–A pair (top) energy trans-
fer decreases the donor decay time, as seen by the shift of
the phase and modulation values to higher frequencies.
However, the donor decay remains reasonably close to a
single exponential, as seen by the visual similarity of the
one- and two-exponential fits. As predicted in Figure 14.2,
a single D–A distance results in a single-exponential decay
of the donor. Close inspection of the FD-intensity decay
does reveal some heterogeneity (χR

2 = 8.1), which is due to
a narrow but finite D–A distance distribution.

A remarkably different donor decay is seen for the
flexible D–A pair DNS–(gly)6–TrpNH2. For this case the
donor decay cannot be approximated by a single exponen-
tial, as seen from the dashed line in Figure 14.6 (lower
panel), and χR

2 = 1254 for the single-decay-time fit. A sin-
gle-decay-time fit is equivalent to fitting the donor decay to
a very narrow distance distribution (eqs. 14.1 and 14.2). For
the flexible peptide, the presence of a range of D–A dis-
tances caused the donor decay to become highly non-expo-
nential, the extent of which can be used to determine the
distance distribution.
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Figure 14.3. Effect of a distance distribution on the frequency-domain
intensity decay of the donor. The dashed line shows the best single-
exponential fit to the simulated data.

Figure 14.4. Flexible TrpNH2–(gly)6–DNS and rigid TrpNH2–(pro)6–
DNS D–A pairs. Revised from [7].

Figure 14.5. Emission spectra of DNS–(Pro)6–TrpNH2 and
DNS–(Gly)6–TrpNH2 relative to the donor-alone control
Ac–(Gly)3–TrpNH2. Ac refers to an N-acetyl group. Revised from [7].



The frequency-domain data can be analyzed to recover
the distance distribution P(r). This is accomplished by
using eq. 14.6 to predict the phase and modulation values
for assumed values of r� and hw using the general proce-
dures described in Chapter 4 for time-domain data or Chap-
ter 5 for frequency-domain data. These expressions are
shown below (Section 14.4) for the case of single- and
multi-exponential donor decays. Analyses of the FD data in
terms of the distance-distribution model for both peptides
are shown in Figure 14.7. These fits reveal wide and narrow
distributions for the flexible and rigid peptides, respective-
ly (Figure 14.8). In this analysis we used the complexity of
the donor decays (Figure 14.2, left) to recover the distribu-
tion of D–A distances (Figure 14.2, right). The complexity
in the donor decay caused by the acceptor (Figure 14.6) was
used to determine the probability distribution of acceptors
around the donor (Figure 14.8).

14.2.2. Crossfitting Data to Exclude Alternative
Models

In addition to obtaining the average distance r� and half
width hw, it is important to consider whether the data
exclude other distance distributions. This can be accom-
plished by the procedure of crossfitting the data. This

involves using one or more of the parameter values from a
second competing model to see if they are consistent with
the data. If a competing model also fits the data, then we
cannot exclude that model from our consideration without
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Figure 14.6. Frequency-domain donor intensity decays of
DNS–(pro)6–TrpNH2 (top) and DNS–(Gly)6–TrpNH2 (bottom). For
the D–A pairs the dashed and solid lines are the best single and dou-
ble exponential fits, respectively.

Figure 14.7. Distance-distribution fits to the frequency-domain donor
decays for flexible (left) and rigid (right) peptides. The hw values in
angular brackets (< >) indicate that this value was held constant in the
analysis.

Figure 14.8. Distance–distribution fits for DNS–(Gly)6–TrpNH2

(solid) and DNS–(pro)6-TrpNH2 (dashed). Revised from [7].



additional data. During this fit the mean distance was a vari-
able parameter. For the flexible peptide TrpNH2–(gly)6–
DNS the alternative model was tested by attempting to fit
the data using the half width of 4 Å found for the rigid pep-
tide. The value of hw = 4 Å is held constant and the least-
squares fit run again to minimize χR

2 using the flexible pep-
tide data. The dashed line (Figure 14.7, left) shows the data
for TrpNH2–(gly)6–Gly are not consistent with a narrow
distance distribution. Similarly, the data for TrpNH2–
(pro)6–DNA could not be fit with a wide distribution
(dashed line, curves in right panel of Figure 14.7). In these
cases the attempt to fit the data with different parameter val-
ues resulted in obviously unacceptable fits. However, for
conformational changes of proteins one can expect the dis-
tance distributions to be more similar than for these two
hexapeptides, so that the ability to reject similar distribu-
tions may be more questionable.

14.2.3. Donor Decay without Acceptor

An important aspect of the distance-distribution analysis is
knowledge of the donor decay time. This is typically meas-
ured using a control molecule that is comparable to the
D–A pair except that it lacks the acceptor (donor-alone mol-
ecule). In the case of the two hexapeptides the donor con-
trol molecule was TrpNH2–(gly)3–Ac, in which the trypto-
phan donor was attached to a glycine tripeptide. The tripep-
tide was acetylated at the N terminus to be more like the
D–A pairs and to avoid quenching by the terminal amino
group. The amide group does not quench the nearby indole.
The selection of a suitably designed donor-alone control
molecule is a critical step in any energy transfer experi-
ment. Typically the donor decay time (or decay times for a
multi-exponential decay) is measured separately. The data
(TD or FD) for the D–A pair are then analyzed while the
value of τD is held fixed. This is necessary because the
donor intensity decays of the D–A pair only provides infor-
mation when compared to the decay that would be observed
without energy transfer.

Depending upon the available software the data for the
donor-alone and D–A pairs can also be analyzed simultane-
ously. In this case the program needs to know that the
value(s) of τD is determined only by the donor-alone data,
as there is no RET in the donor-alone decay. At first glance
one may think that this simultaneous analysis is identical to
fixing τD, and analyzing the data for the D–A pair. In fact,
these two methods are different and this second analysis is
preferred. If the presence of the acceptor has no effect on

the donor decay besides that due to RET, both modes of
analysis will yield the same value of τD. However, if the
presence of the acceptor somehow affects τD other than by
RET, then the second mode of analysis could reveal this
effect. Alternatively, since energy transfer decreases the
intensity of the donor, an increased contribution of impuri-
ty fluorescence to the data for the D–A pair could result in
different values of τD for each mode of analysis.

14.2.4. Effect of Concentration of the D–A Pairs

In general, the extent of energy transfer depends on the con-
centration of the D–A pairs. However, for linked D–A pairs
energy transfer is usually dominated by the linked acceptor.
For unlinked D–A pairs the acceptor concentration needs to
typically be in the millimolar range for significant energy
transfer (Chapter 15). This is because mM concentrations
are needed to result in one or more acceptor molecules to be
within the Förster distance of the donor. Hence, we made no
mention of the concentration of the linked D–A pairs in the
preceding sections. Knowledge of the concentration was
unnecessary because each donor sees an effective constant
concentration of the acceptor determined by the length and
flexibility of the linker to which the acceptor is attached.
However, the concentration of linked D–A pairs should be
low enough to avoid inner filter effects and transfer between
donors and acceptors on unlinked D–A pairs. Under these
conditions, the extent of energy transfer will be independ-
ent of the bulk concentration of the D–A pairs.

14.3. DISTANCE DISTRIBUTIONS IN PEPTIDES

The principles described above have been applied to a wide
variety of proteins using time or frequency-domain meas-
urements. Time-domain measurements have been used to
recover distance distributions in native and unfolded
staphylococcal nuclease,4 troponin C,8 and cardiac troponin
I.9 This approach was initially described by Haas and
coworkers on bovine pancreatic trypsin inhibitor (BPTI).
This protein was labeled with a naphthalene donor at the N-
terminal amino group, and selectively labeled with a
coumarin acceptor on each of its four lysine residues. The
labeled BPTI was studied during folding and unfolding to
determine the folding pathway. (See Representative Publi-
cations on Measurement of Distance Distributions near the
end of this chapter for references). Frequency-domain
measurements have also been used to measure distance dis-
tributions in proteins, including the ribonuclease S pep-
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tide,10 myosin subfragment-111, troponin-I,12 and other pep-
tides and proteins.13–21 The use of FRET with proteins has
been reviewed by Cheung.22

14.3.1. Distance Distributions in Melittin

For the purpose of illustrating distance distributions in pro-
teins we have chosen to present data for melittin.23–24 Melit-
tin has a single intrinsic tryptophan residue as the donor,
and was labeled on the N-terminal amino group with a dan-
syl acceptor. This 26-amino-acid peptide from bee venom
was used in Chapter 13 to illustrate measurements of a sin-
gle D–A distance when in the α-helical state. We now con-
sider melittin in the random-coil state, which folds into a
monomeric α-helical state upon addition of methanol (Fig-

ure 14.9). This simple peptide illustrates how a change in
structure affects the Trp-19 to N-terminal distance.

Emission spectra of the donor-alone melittin and dan-
syl-melittin are shown in Figure 14.10. These spectra show
the relative intensities of the D–A pairs relative to the donor
without a nearby acceptor. The transfer efficiency can be
calculated from these steady-state intensities. The overall
efficiency of RET seems to be higher for α-helical melittin
in 80% methanol, where melittin is in the α-helical state,
than in aqueous buffer (5 mM MOPS), where melittin is in
the random-coil state. This difference is seen as a weaker
donor emission and stronger acceptor emission (dashed) in
80% methanol. If we calculated a single distance from these
data we would conclude that the Trp-to-dansyl distance is
smaller in the α-helical state (dashed) than in the random-
coil state (solid). However, the time-resolved data yield a
different result.

Frequency-domain intensity decays are shown in Fig-
ure 14.11 for random-coil melittin, as the donor-alone con-
trol (!) and for dansyl-melittin ("). The presence of the
acceptor shortens the donor decay time, which is seen as a
shift in the donor response to higher frequencies in the pres-
ence of acceptors. While we expect melittin to be in the ran-
dom-coil state with a distribution of D–A distance, it is dif-
ficult to see increased heterogeneity in the tryptophan decay
due to the presence of acceptor in the random-coil state.
The similarity of the donor-alone and donor–acceptor fre-
quency responses in Figure 14.11 illustrates the difficulty in
determining distance distributions in proteins. Careful
analysis is needed not only to recover the distance distribu-
tions, but also whether the data are consistent or not with
competing models.
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Figure 14.9. Dansyl (acceptor)-labeled melittin in the random-coil and α-helical states. Revised from [23]. Copyright © 1990, with permission from
Elsevier Science.

Figure 14.10. Emission spectra of dansyl-melittin in the α-helical and
random-coil state. The donor-alone (melittin) intensities are normal-
ized. Reprinted from [23]. Copyright © 1990, with permission from
Elsevier Science.



Another difficulty in measuring distance distributions
in proteins is the presence of multi-exponential decays in
the absence of acceptor. The intensity decay of melittin
itself is a multi-exponential that requires at least three decay
times for a suitable fit in either solvent (Table 14.1). Also
shown in Table 14.1 are the multi-exponential analyses for
dansyl-melittin in aqueous buffer (random coil) and in 80%
methanol (α-helical). The mean decay time (τ�) of the tryp-
tophan donor is shortened by the presence of acceptor.
However, it is difficult if not impossible to interpret these
values of αi and τi in terms of the melittin conformation.

The data are best analyzed in terms of a distance distri-
bution (Figure 14.12). In the absence of methanol, the data
are consistent with a wide distribution of Trp-to-dansyl dis-
tances ranging from 0 to 40 Å. The mean (τ�) and half width
(hw) were 17 and 25 Å, respectively. In the presence of

methanol the distance distribution becomes quite sharp,
with (τ�) = 25 Å and hw = 3 Å (Figure 14.13), which is inter-
preted as being due to the α-helical structure shown in Fig-
ure 14.9.
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Table 14.1. Intensity Decays of Melittin and Dansyl–Melittina

χR
2

Sample                                   %MeOH τ� (ns)b γi (ns) αi fi 1c 2             3

Melittin 0 3.29 0.32 0.408 0.065
2.49 0.401 0.440
4.64 0.191 0.400 548 5.7 1.4

Dansyl-melittin 0 2.41 0.14 0.500 0.064
1.12 0.287 0.297
3.24 0.213 0.639 733 7.4 2.5

Melittin 80 4.19 0.67 0.374 0.092
2.96 0.434 0.468
6.29 0.192 0.440 551 7.7 2.8

Dansyl-melittin 80 2.46 0.37 0.345 0.083
1.73 0.561 0.631
4.69 0.094 0.286 368 9.5 1.2

aFrom [23].
bτ� is the mean decay time calculating using τ� = f1γ2 + f2γ2 + f3γ3.
cThe numbers represent the number of decay times used in the analysis.

Figure 14.11. Frequency-domain donor decay of melittin (!) and
dansyl–melittin ("). Revised from [23]. Copyright © 1990, with per-
mission from Elsevier Science.

Figure 14.12. Frequency-domain tryptophan decays of dansyl–melit-
tin in the random-coil (top) and α-helical states (bottom). Revised
from [23]. Copyright © 1990, with permission from Elsevier Science.



Because of the limited resolution using the time-
resolved data it is important to test the uniqueness of the
result. This was accomplished by crossfitting the data with
alternate parameter values. For instance, the data for the
random-coil state are fit to a distribution with a variable
mean value but a small half width, which is a fixed param-
eter. The data for the random-coil state (Figure 14.12, top)
are clearly inconsistent with a narrow half width (dashed).
The data for the α-helical state (Figure 14.12, bottom) are
clearly inconsistent with the half width of the random-coil
state (dashed). The visual differences seen in the crossfits
makes an important point. If you cannot visually see the dif-
ference between the fits of two different models to the data
then it is risky to select one result as the correct model.

Distance-distribution analysis can be used to study the
conformations of a protein when bound to other biomole-
cules. In the presence of calcium, calmodulin expresses a
hydrophobic patch. When in the α-helical state one side of
the melittin helix contains hydrophobic amino-acid side
chains that bind to calmodulin. A Trp-to-dansyl distance
distribution for melittin was also obtained when bound to
calmodulin24 (Figure 14.13, lower panel). Melittin is
expected to be in the α-helical state. Calcium (1 mM) did
not affect the melittin distance distribution. However, a rel-

atively narrow distribution was found with 1 mM Ca2+ and
calmodulin, where binding is expected. It is interesting to
notice that the mean distance is somewhat smaller than for
the unbound α-helix, suggesting that the hydrophobic patch
of calmodulin has imposed some restrictions on the melit-
tin structure. The distance distribution of melittin seems
wider when bound to calmodulin than when in solution.
There are two possible causes of this result. One is structur-
al heterogeneity in the bound state. The second is the result
of using an incorrect model. In Section 14.7 we describe the
effects of donor-to-acceptor diffusion for melittin. In fact,
the distribution shown for α-helical melittin in Figure 14.13
is narrowed by diffusion, and consideration of this effect
results in a somewhat wider distribution for melittin in 80%
methanol (Figure 14.13, top, dashed). Donor-to-acceptor
diffusion tends to narrow the apparent distance distribution
if the analysis is performed without consideration of diffu-
sion.

14.4. DISTANCE-DISTRIBUTION DATA ANALYSIS

14.4.1. Frequency-Domain Distance-Distribution
Analysis

It is informative to describe in detail how the frequency
domain data for dansyl-melittin were analyzed to recover
the distance distribution. A similar approach can be used for
analysis of the time-domain data. The first step in any dis-
tance-distribution analysis is determination of the intensity
decay of the donor alone, followed by use of this decay law
in the distance-distribution analysis. For any form of the
decay law the phase (φcω) and modulation (mcω) at a given
frequency can be calculated from

(14.7)

(14.8)

Using these transforms the phase and modulation values
can be calculated from

(14.9)

(14.10)mcω � (N2
ω � D2

ω) 1/2

φcω � arctan(Nω/Dω)

Dω �
�∞

0  I(t)  cos ωt dt

�∞
0  I(t)  dt

Nω �
�∞

0  I(t)  sin ωt dt

�∞
0  I(t)  dt
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Figure 14.13. Distance distribution of dansyl–melittin in solution and
when bound to calmodulin. Revised from [23]. The dashed line (top)
shows the distance distribution obtained with consideration Trp-to-
dansyl diffusion: D = 6.5 x 10–6 cm2/s. Revised from [24].



If the donor decay is a single exponential then the decay is
given by eq. 14.6, and the transforms are

(14.11)

(14.12)

where the normalization factor J is given by

(14.13)

In these equations the value of τDA is given by

(14.14)

Hence τDA depends on distance r, as can be seen from eq.
14.6. The value of τDA corresponds to the lifetime of the
donor for a particular distance r. As was described above,
these specific molecules cannot be observed. Only the
entire population can be measured, and hence the integrals
over r in eqs. 14.11 and 14.12. Analytical expressions for
Nω and Dω are not available, so these values are calculated
numerically. The parameter values describing the distance
distribution are recovered from nonlinear least squares by
minimization of χR

2:

(14.15)

In this expression φω and mω are the experimental values, ν
is the degrees of freedom, and the subscript c indicates cal-
culated values for assumed values of r� and hw. The values
δφ and δm are the experimental uncertainties in phase and
modulation, respectively.

For most proteins or macromolecules the donor-alone
decays are not single exponentials. Hence we need to con-
sider how to recover the distance distribution for multi-
exponential donors. In this case the donor-alone decays are
described by

(14.16)

where αDi are the pre-exponential factors and τDi the decay
times for the donor in the absence of any acceptor. This

expression was written with the factor ID
0 because this fac-

tor cancels in the frequency-domain analysis. At this point
we need to make some assumptions. What are the transfer
rates and/or Förster distances from each component in the
donor decay? Equation 14.2 gives the decay rate for a fluo-
rophore with a single decay time τD. Hence it seems reason-
able to assume that the transfer rate for each decay time
component is given by

(14.17)

and that the distance-dependent donor decay times are
given by

(14.18)

This assumption seems to yield reasonable results, but the
assumption has not been proven to be correct. Other
assumptions are possible,25 but do not seem to alter the
results. Assuming eq. 14.17 correctly describes the transfer
rate from each component, the intensity decay of D–A pairs
spaced at a distance r is given by

(14.19)

and the intensity decay of the entire sample with many D–A
pairs is given by

(14.20)

The sine and cosine transforms are

(14.21)

(14.22)

where J is given by eq. 14.13 using the multi-exponential
decay law. It is important to notice that a multi-exponential
decay for the donor does not introduce any additional
parameters into the analysis. This is because the intrinsic
decays of the donor are measured in a separate experiment,

DDA
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using samples without acceptor. The data from the donor
are fit to the multi-exponential model, and the parameters
(αDi and τDi) are held constant in eqs. 14.21 and 14.22 dur-
ing the least-squares analysis. It should be remembered that
τDAi depends on distance (eq. 14.18).

14.4.2. Time-Domain Distance-Distribution 
Analysis

The procedure for the distance distribution from the time-
domain data is analogous to that used for the frequency-
domain data. The intensity at any time is described by eq.
14.6. This decay law is used with the convolution integral,
and the measured instrument response function L(t), to
obtain calculated (c) values of IDA(t) for any given time tj:

(14.23)

where IDA(tj – tk) is given by eq. 14.20. Equation 14.23 can
be understood as the intensity at time tj, being the sum of
the intensities resulting from a series of δ-function excita-
tion pulses that in total represents the light pulse L(t).

These calculated values are then compared to the meas-
ured (m) data IDA

m(t) to minimize χR
2. The experimental

IDA
m(t) data are a convolution of the impulse response func-

tion IDA(t) with the instrument function L(t). As for the FD
measurements, a separate measurement of the donor decay
is needed, and this decay law is held constant in the dis-
tance-distribution analysis.

Irrespective of the type of measurement, TD or FD, it
should be noted that the limits of the integral (eqs. 14.11 to
14.13) can also be regarded as a variable parameter. Hence
one can evaluate if there exists a distance of closest D–A
approach (rmin) or a maximum D–A distance (rmax) that is
allowed by the experimental data. If such rmin and rmax are
used then one must be careful to normalize the integrated
P(r) function to unity.

It is apparent from the above description (eqs.
14.11–14.22) that the distance-distribution analysis is mod-
erately complex. A flow chart of the analysis may be easier
to understand (Figure 14.14). The analysis starts with a
model (Förster transfer) and measurements: time-domain or
frequency-domain. For the FD data, measured and calculat-
ed values of φω and mω are compared and the parameters
varied to minimize χR

2. In the case of TD data the calculat-
ed values are obtained using eq. 14.23.

When the analysis is completed it is important to deter-
mine the uncertainties in the desired parameters. This can
be accomplished by analyzing simulated data that contain
an amount of noise similar to that in the experimental data,
using values of r� and hw similar to the recovered values.
Analysis of such simulated data allows one to determine
whether it is possible to resolve the parameters. This is par-
ticularly important for similar distributions. We also recom-
mend examination of the χR

2 surfaces, which reveal the sen-
sitivity of the data to the described parameters, or the uncer-
tainty range of the parameter values. The use of χR

2 surface
was discussed in Chapters 4 and 5.

14.4.3. Distance-Distribution Functions

Several different mathematical functions have been used to
describe donor-to-acceptor distributions. The Gaussian dis-
tribution (eq. 14.5) has been most commonly used. This dis-
tribution has been multiplied by different elements, 2πr and
4πr2, to presumably account for different volume elements
available to the acceptor. Inverted parabolas and other func-
tions have also been used.26 These different functions result
in different parameter values, but the overall distant-
dependent probabilities look similar.26–27 In general, there is
only enough information to recover an estimate of the dis-
tribution, and finer details are not resolved. For most pur-
poses the simple Gaussian (eq. 14.5) is adequate and best
suited to describe D–A distribution in macromolecules. In
some cases bimodal Gaussians have been used to describe
a protein in multiple conformational states.28

The Lorentzian distribution has also been used,4 but in
our experience results in artificially narrow half widths.
This is because the amplitude of a Lorentzian decreases
slowly with distance from the r� value. As a result the half
width is determined more by the ability of the time-resolved
data to exclude these smaller and larger r values than by the
actual width of the distribution. For this reason, half widths
determined using a Lorentzian model are invariably small-
er than those found using a Gaussian model.

14.4.4. Effects of Incomplete Labeling

In studies of distance distributions, or in any study of ener-
gy transfer, it is critically important to consider the extent of
labeling, particularly by the acceptors. Most often one will
measure the donor decay, and paradoxically this means that
it is most important to have complete labeling at the accep-
tor site. The importance of complete acceptor labeling can

ICDA(tj) � ∑
j

k�1
L(tk )IDA(tj � tk ) ∆t
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be understood by considering the effects of incomplete
acceptor labeling. This will result in the donor decay con-
taining components due to both the D–A pairs, and from the
donors that lack acceptors. The donor-alone molecules con-
tribute to the measured emission greater than their mole
fraction. For instance, suppose the donors are quenched ten-
fold by the linked acceptor, and that 10% of the donors lack
acceptors. The donor-alone molecules will contribute ten-
fold more than their 10% mole fraction, so that the donor-
alone signal will be equal to that of the D–A pairs. Hence,
a small fraction of underlabeling by acceptors can result in

severe distortion of the donor decays. We have found that
the presence of a small fraction of donor-alone molecules
usually results in a failure of the Gaussian distance-distribu-
tion analysis to converge. This is a fortunate occurrence,
and preferable to a convergent analysis that may be accept-
ed as correct. We have less experience with the properties of
the other distributions in the presence of a significant
donor-alone population.

The presence of underlabeling by the acceptor can be
accounted for in the least-squares analysis. The donor inten-
sity decay is given by
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Figure 14.14. Flowchart for distance-distribution analysis.



(14.24)

where fA is the fraction of the molecules labeled with accep-
tors.29–30 While it is possible to correct for acceptor under-
labeling, its presence results in decreased information in the
donor decay kinetics, and quickly results in loss of resolu-
tion about the distance distribution. There seems to be
strong correlation between fA, r�, and hw during the least-
squares analysis. If the value of fA is not known, we regard
5% underlabeling by acceptors as the maximum consistent
with reasonable confidence of the distance distribution. If fA

is known, and not a variable in the analysis, then a higher
level of underlabeling can be tolerated. Surprisingly, the
extent of donor underlabeling is not important in the dis-
tance-distribution analysis using the donor emission. Mole-
cules lacking the donor (that is, labeled only with acceptor)
do not contribute to the donor decay. The presence of
acceptor-only molecules is not important since the solutions
are typically too dilute for transfer to acceptors not cova-
lently linked to donors.

14.4.5. Effect of the Orientation Factor κ2

As described in the previous chapter, the rate of energy
transfer depends on the relative orientation of the donor
emission dipole and the acceptor absorption dipole. Fortu-
nately, for studies of distance distributions, the effect of κ2

is likely to be small and use of the dynamic average κ2 = 2/3
is reasonable.31–33 This is because angular displacements of
the donor and acceptor result in averaging the value of κ2

towards 2/3. For a native protein one can expect the donors
and acceptors to be relatively immobile during the excited-
state lifetime. This is less likely in the random-coil state,
where the donor and acceptor, and the peptide itself, can be
expected to rotate and diffuse. For molecules the size of flu-
orophores, the rotational correlation times are typically near
100 ps in water or when located on the surface of a macro-
molecule. The only mechanism by which κ2 could affect the
distance distribution is if the average D–A orientation were
in some way correlated with the D–A distance.31–32 Given
the multitude of conformations accessible to random-coil

peptides, this seems unlikely. In general, rotational probe
motions occur more rapidly than translational diffusion, so
that one can expect rotational averaging even when D–A
translational diffusion is minimal. In general, it seems that
distance distributions should be largely unaffected by κ2,
especially where the solution is fluid enough to allow seg-
mental motions of the probes relative to the biomolecule.

14.4.6. Acceptor Decays

Information about the distance distribution is also contained
in the acceptor decays, so that one may ask why we have
stressed measurements of the donor decays. Although in
principle either the donors or acceptor decays could be used
to recover the distance distribution,34–35 in most circum-
stances there is less information in the acceptor decay than
in the donor decay. This can be seen by examining the
absorption spectra of tryptophan (indole) and dansyl (Fig-
ure 13.9). The acceptors typically absorb light at wave-
lengths used to excite the donors. As a result, the acceptor
is excited by two routes: by direct excitation and by RET
from the donor. Only the latter portion of the acceptor emis-
sion contains information on the distance distribution. Typ-
ically, this is the minor fraction of the acceptor intensity, so
that most of the acceptor emission is due to the intrinsic
decay of the directly excited acceptor. Because of this fact
any analysis of the acceptor-decay kinetics must consider
directly excited acceptors. Depending on the donor and
acceptor emission spectra it may also be necessary to con-
sider contributions of the donor emission at the wavelength
chosen to observe the acceptor. In principle an analysis cor-
recting for donor emission and a directly excited acceptor
can be performed, but such analyses rarely appear in the lit-
erature.

If one can measure the acceptor-decay kinetics due
only to RET it will display the unique properties of an
excited-state reaction. In the time domain the characteris-
tics of an excited-state reaction are a rise time in the time-
dependent intensities, and a negative pre-exponential factor
in the multi-exponential analysis. In the frequency domain
the phase angles of the acceptor can exceed 90E. These
characteristic features are the result of the acceptor being
excited by the donor, rather than directly. These features
can be hidden by spectral overlap of the donor and acceptor
emission spectra and by a directly excited acceptor.

� fAI
0
D � ∞

0 P(r )  ∑
i

αDi exp [ �
t

τDi

�
t

τDi

( R0

r
) 6 ]
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α0i exp(�t/τDi)
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14.5. BIOCHEMICAL APPLICATIONS OF 
DISTANCE DISTRIBUTIONS

14.5.1. Calcium-Induced Changes in the 
Conformation of Troponin C

Troponin C (TnC) is one of several proteins involved in
muscle contraction. The structure of troponin C in solution
is known to be sensitive to calcium. The structure of tro-
ponin C consists of two domains linked by a helical peptide
(Figure 14.15).

Troponin C typically lacks tryptophan residues. This is
fortunate because it allows insertion of tryptophan donors at
any desired location by site-directed mutagenesis. In the
mutant shown in Figure 14.15 a single-tryptophan residue
was placed at position 22 to serve as the donor. As is typi-
cal in the design of mutant proteins, the tryptophan (W) was
a conservative replacement for phenylalanine (F). A unique-
ly reactive site for the acceptor was provided by replacing
asparagine 52 with a cysteine residue (N52C). This site was
labeled with IAEDANS.

The upper panel in Figure 14.16 shows the time-depen-
dent donor decays of the donor-alone and the donor-accep-
tor protein in the absence of bound calcium.8 Without ac-
ceptor the intensity decay of trp-22 is close to a single expo-

nential. The intensity decay of trp-22 becomes strongly het-
erogeneous in the presence of IAEDANS acceptor at posi-
tion 52. This change in the donor decay was used to recov-
er the trp-to-IAEDANS distance distribution, which is seen
to be centered near 11 Å and to be about 10 Å wide (Figure
14.17). The close D–A distance and relatively wide distri-
bution comprise one reason for the strongly heterogeneous
intensity decay. Close inspection of Figure 14.16 shows that
at longer times the intensity decay of the D–A pair is the
same as the donor-only protein. This is due to less than
100% labeling by the acceptor. The extent of acceptor label-
ing is claimed to be about 95%. Because the donor is
strongly quenched by the nearby acceptor, even 5% donor-
alone protein contributes significantly to the measured
intensity decay. The distance distribution shown in Figure
14.17 was corrected for acceptor underlabeling. The data in
Figure 14.16 illustrates how only a small amount of donor-
alone molecules can distort the data. Complete labeling by
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Figure 14.15. The crystal structure of turkey skeletal
2Ca–Troponin C.

Figure 14.16. Tryptophan-22 intensity decays of Troponin C without
(D) and with (DA) an IAEDANS on cysteine 52. Top, without Ca2+.
Bottom, with Ca2+. From [8].



acceptor is perhaps the most important step in measuring a
distance distribution.

Binding of calcium to the troponin C mutant results in
a substantial change in the intensity decay (Figure 14.16,
bottom). When the protein contains bound calcium the
decay of trp-22 appears to be mostly a single exponential in
the absence of acceptors. The presence of acceptor results
in a decrease in donor lifetime, and its decay is no longer a
single exponential. The heterogeneity due to acceptor
appears to be less than observed in the absence of Ca2+.
Analysis of the data in terms of a distance distribution
results in a calcium-dependent increase in the D–A dis-
tance, and a restriction to a narrow range of distances (Fig-

ure 14.17). These results suggest that troponin C adopts a
more rigid and/or more unique structure in the presence of
calcium.

It is informative to examine the multi-exponential
analyses of the donor decays (Table 14.2). In the absence of
acceptor the tryptophan decays are close to single exponen-
tials, especially in the absence of Ca2+. In the presence of
the IAEDANS acceptor the intensity decay becomes
strongly heterogeneous. The extent of heterogeneity can be
judged from the χR

2 value for the single-decay-time fits.
The wider distribution in the absence of Ca2+ results in a
higher value of χR

2 = 192 than in the presence of Ca2+ (χR
2

= 32), where the distribution is more narrow. The intensity
decays in the absence and presence of Ca2+ reveal compo-
nents with decay times close to that of the donor alone. The
αi values typically represent the molecular fraction of the
molecules that display their respective decay time. This
suggests that 6 to 7% of the TnC molecules lack a bound
acceptor, in agreement with the known extent of labeling.8

The fractional intensities of each component (fi values)
represent the fractional contributions to the steady-state
intensity or the time-integrated intensity decay. The frac-
tional intensity of the component with the donor-alone
decay time is nearly 39% in the absence of Ca2+, and 17%
in the presence of Ca2+. The larger fractional contribution in
the absence of Ca2+ is due to the larger extent of energy
transfer and a resulting increased contribution of the donor-
alone molecules. This large contribution (39%) of the
donor-alone molecules, when present at a molecular frac-
tion of 7%, illustrates how the data from strongly quenched
samples are easily corrupted by small impurity contribu-
tions or underlabeling by the acceptor.
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Table 14.2. Tryptophan Intensity Decays in Troponin C F22W/N52C/C101L8

τ1 (ns) α1(f1)a τ2 (ns) α2(f2)             τ3 (ns) α3(f3)             χR
2

Donor-alone 5.74 1.00 1.4
5.27 0.58 6.3 0.42 1.6

Donor-acceptor 1.81 1.0 192.3
(R0 = 22.1 Å) 5.60 0.08 0.76 0.92 1.5

5.74 0.07 1.28 0.26 0.50 0.67 1.3
(0.39)a (0.29) (0.32)

Donor-alone + Ca2+ 4.81 1.0 2.7
5.39 0.59 3.56 0.41 1.1

Donor-acceptor+Ca2+ 2.29 1.0 31.8
(R0 = 23.9 Å) 4.06 0.18 1.59 0.82 1.9

5.16 0.06 2.18 0.57 0.79 0.37 1.2
(0.17) (0.67) (0.16)

aValues in parentheses are the fractional intensities calculated from f1 = α1τ1/Σjαjτj.

Figure 14.17. Trp-22 to IAEDANS-52 distribution in skeletal muscle
TnC mutant (F22W/N52C/C101L) in the absence (solid) and presence
(dashed) of bound calcium. From [8].



These results illustrate the usefulness of time-resolved
measurements for detecting conformational heterogeneity
in proteins. The short decay times of the tryptophan
residues do not allow time for the conformation to be aver-
aged during the excited-state lifetime, so that the individual
conformations contribute to a complex donor decay. This is
a somewhat unique feature of fluorescence, as most physi-
cal methods reveal an average conformation.

As a final point we wish to stress the importance of
time-resolved data for measuring a single distance as well
as for measuring distance distributions. If one measures
only the steady-state intensities, then one cannot detect the
presence of unlabeled or underlabeled molecules. It is easy
to be misled by steady-state data that satisfy preconceived
notions about the system. In contrast, the time-resolved
donor decays contain more information, and will often
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Figure 14.18. Time-resolved donor decays and D–A distance distribution for the hairpin ribozyme. In the lower panels the left side shows the D–A
distributions for the native sequence, and the right side for a single G to A mutation. Revised from [36].



reveal inconsistencies due to incomplete labeling, multiple
labeling or impurity fluorescence. For this reason measure-
ment of the time-resolved donor decays is recommended
for all distance measurements.

14.5.2. Hairpin Ribozyme

In the previous chapter we saw how steady-state RET meas-
urements could be used to study folding of the hairpin
ribozyme. Time-resolved measurements provide additional
detail on this conformational change.36–37 Figure 14.18
shows a schematic of the docking motion of this ribozyme.
Time-resolved measurements show that the donor decay is
more rapid in the docked conformation than in the extend-
ed conformation. These decays were used with eqs. 14.18
and 14.20 to recover the distribution of D–A distances.
These results confirm that the D–A distance is smaller in
the docked conformation. However, in either the extended
or docked conformation there is a distribution of D–A dis-
tances rather than a single distance. Time-resolved RET
was also used to determine the effects of mutations in the
hairpin sequence on its conformation. A single mutation
near the junction site prevented the docking reaction and
resulted in a single wide distribution apparently due to a

flexible extended conformation (lower right). See Repre-
sentative Publications on Measurement of Distance Distrib-
utions (near the end of this chapter) for additional refer-
ences related to RET studies of ribozyme structure.

14.5.3. Four-Way Holliday Junction in DNA

Genetic recombination involves exchange of homologous
strands between two duplex DNA molecules. This process
occurs at a four-way branch point called a Holliday junction
(Figure 14.19). This is a mobile structure that can propagate
along the DNA strands. These sites are ultimately removed
by cellular enzymes, yielding either the parental or recom-
binant DNA product. Time–resolved energy transfer has
been used to study such junctions.38-41

The DNA sequence and sites of labeling of one Holli-
day junction are shown in Figure 14.19.39 The strands were
labeled on the 5' ends with either fluorescein or rhodamine
to provide D–A pairs between sites I and IV. Examination
of the oligonucleotide sequence suggests a rather symmet-
ric structure. However, the time-resolved data reveal differ-
ent rates of energy transfer when the donor (F) and accep-
tor (R) are on sites I and II or sites I and IV. The data sug-
gest that sites I and II are further apart than sites I and IV
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Figure 14.19. DNA Holliday junction. Right: nucleotide sequence; left: solution structure. The 5' ends of each strand contain an aminohexyl moiety
for covalent attachment of donor and acceptor dyes. Revised and reprinted with permission from [39]. Copyright © 1993, American Chemical Society.



(Figure 14.20). This expectation is confirmed from the
recovered distance distributions. There is a narrow distance
distribution between one pair of ends and a wide distribu-
tion between the other pair of ends (Figure 14.20). Results
from other laboratories have suggested somewhat different
structures.40 Nonetheless, these data for a complex macro-
molecular assembly illustrate how resolution of distance
distributions from the time-resolved energy transfer data
has become a widely used tool in structural biology. These
results on the ribozyme and Holliday junction represent just
two examples of a number of studies of distance distribu-
tion in nucleic acids and DNA structure (see Representative
Publications on Measurement of Distance Distributions).

14.5.4. Distance Distributions and Unfolding of
Yeast Phosphoglycerate Kinase

Time-resolved RET was used to measure the distance dis-
tributions between a number of sites on phosphoglycerate
kinase (PGK), which consists of a single peptide chain with
two domains (Figure 14.21).42–43 A number of single- and
double-cysteine mutants were made to provide sites for
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Figure 14.20. Intensity decays and distance distributions in a DNA
Holliday junction. Data revised and reprinted with permission from
[39]. Copyright © 1993, American Chemical Society.

Figure 14.21. Top: Structure of PGK showing the sites of cysteine
insertion. Bottom: Distance distributions recovered between various
sites on PGK. Revised and reprinted with permission from [43].
Copyright © 1997, American Chemical Society.

Figure 14.22. Top: Emission spectra of D–PGK–A, 135–290, in 0 and
2 M GuHCl. Bottom: Time-resolved decay of donor D-PGK and
donor–acceptor D–PGK–A, 135–290. Revised and reprinted with per-
mission from [43]. Copyright © 1997, American Chemical Society.



labeling with an IAEDANS donor and/or an IAF acceptor.
The labeling and purification had to be performed carefully
to obtain protein that was labeled with both the donor and
acceptor, and not doubly labeled with the same fluo-
rophore.44 The emission spectra of the doubly labeled pro-
tein (Figure 14.22) shows a difficulty often encountered
with RET measurements, which is observation of the donor
or acceptor without contributions from the other fluo-
rophore. In this case the fluorescein emission centered at
515 nm is more intense than the donor emission. Careful
selection of emission filters was needed to isolate the rela-
tively small intensity of the donor centered near 470 nm.
For this mutant, energy transfer from the IAEDANS donor
to the fluorescein acceptor decreases in the presence of 2 M
guanidine hydrochloride (GuHCl).

The lower panel in Figure 14.22 shows the time-
resolved decays of the donor alone and the D–A pairs for
transfer between residues 135 and 290. These decays and
other time-resolved donor decays were used to recover the
distance distributions between the six sites on PGK (Figure
14.21, lower panel). In some cases the distribution is nar-
row, and for other D–A pairs the distribution much wider. It
is not completely clear if the different distribution widths
are due to regions of disorder in the native proteins or dif-
ferences in the resolution of the time-resolved measure-
ments. The mean distances between the D–A sites were
consistent with the crystal structure of the protein.

Since the base-pair sequence of the human genome is
known, the amino-acid sequences of many gene products

are also known. However, it is generally not possible to pre-
dict the three-dimensional structure of a protein from its
amino-acid sequence. There is interest in learning the fold-
ing pathways of proteins to gain some predictive ability.
The PGK mutants shown above were used to study the
unfolding pathway of PGK (Figure 14.23).42 These experi-
ments were performed by mixing folded PGK with GuHCl
in a stopped-flow apparatus. To calculate these RET effi-
ciencies it was necessary to measure the donor intensity in
the match pairs D-PGK and D-PGK-A (not shown). Exam-
ination of the time-dependent RET efficiencies shows that
some D–A pairs separate more quickly than others, and that
one D–A pair may move together slightly during the
unfolding process. These data, and the known labeling sites,
can be used to partially determine the pathway PGK takes
during the unfolding process.

14.5.5. Distance Distributions in a Glycopeptide

Whereas fluorescence is widely used to study proteins,
membranes, and nucleic acids, there are relatively few stud-
ies of polysaccharides.45–48 This is because it is difficult to
obtain polysaccharides with a homogeneous structure, and
even more difficult to obtain polysaccharides labeled with
donor and acceptor fluorophores. Complex oligosaccha-
rides are found in many glycoproteins, including antibod-
ies, hormones, and receptors, yet little is known about their
solution conformation. Time-resolved RET was used to
resolve the complex conformational distributions of an
oligosaccharide.45 An oligosaccharide was labeled with a
naphthyl-2-acetyl donor and a dansylethylenediamine
acceptor at one of three locations (Figure 14.24). The
authors used both time-resolved and steady-state measure-
ments of RET. The steady-state data provide an important
control in all energy transfer measurements. The transfer
efficiency determine from the steady-state and time-
resolved data should be the same. If not, something is
wrong with the sample or analysis. Three donor and accep-
tor-labeled oligosaccharides were studied, and the data
resulted in the resolution of the multiple conformations
existing in aqueous solution (Figure 14.25). The Lorentzian
model was used to describe the distance distributions. The
distance distributions of two of the acceptor sites were
bimodal, suggesting that the oligosaccharide branch could
fold back toward the donor site. In contrast, the central
branch existed in only one conformation and was unable to
fold back towards the donor (Figure 14.25).
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Figure 14.23. Unfolding of donor- and acceptor-labeled PGK in 1.23
M GuHCl. Revised and reprinted with permission from [42]. Copy-
right © 1997, American Chemical Society.



14.5.6. Single-Protein-Molecule Distance 
Distribution Advanced Topic

The observation of distance distributions in the ensemble
measurements of proteins or nucleic acids implies that the

individual molecules have different D–A distances. If the
individual molecules could be observed then it should be
possible to detect differences in RET efficiencies. Single-
molecule detection (SMD) is possible under favorable opti-
cal conditions for high-quantum-yield fluorophores (Chap-
ter 23). Figure 14.26 shows the structure of a 64-amino-acid
fragment of a chymotrypsin inhibitor labeled with a TMR
donor and a Cy5 acceptor. A dilute solution of this peptide
was observed using an instrument designed for SMD. The
excitation was a focused laser beam. As the molecule dif-
fused in and out of the laser beam there were bursts of pho-
tons from the donor and acceptor. The relative number of
donor and acceptor photons was used to calculate RET effi-
ciency. These bursts were counted to obtain a histogram of
RET efficiencies (Figure 14.26). In 3 M GuHCl the inhibi-
tor was in the native state with a high RET efficiency near
95%. In 6 M GuHCl there was a wide distribution of RET
efficiencies indicating a longer average D–A distance and a
range of D–A distances. At an intermediate concentration
of 4 M GuHCl there is a bimodal distribution of RET effi-
ciencies.

The RET efficiency histogram in Figure 14.26 shows
that folding of the inhibitor is a two-state process. Other-
wise there would be a unimodal distribution when the mol-
ecule was 50% unfolded. These data also show that the con-
formations did not interchange within the timescale of
the observation, which was about 1 ms for each mole-
cule. It should be noted that these are RET efficiency his-
tograms and not D–A distance histograms, so that the D–A
distance decreases along the x-axis as the RET efficiency
increases.
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Figure 14.24. Structure of triantennary glycopeptide fluorescence energy-transfer probes. D, naphthyl-2-acetyl; A, dansylethylenediamine. GP-
ADanNap glycopeptides all contain D and either A6', A6, or A8. Only one acceptor is present during RET measurements. Revised and reprinted with
permission from [45]. Copyright © 1991, American Chemical Society.

Figure 14.25. Donor/acceptor population distributions. Lorentzian
fits of the donor decay curves are shown for GP–8–DanNap,
GP–6–DanNap, and GP–6'–DanNap. The ratio of populations for
GP–6–DanNap and GP–6'–DanNap were determined to be approxi-
mately 60% of the extended conformation and 40% of the folded
form. Revised and reprinted with permission from [45]. Copyright ©
1991, American Chemical Society.



14.6. TIME-RESOLVED RET IMAGING

RET is beginning to be used with fluorescence-lifetime
imaging microscopy (FLIM) to study association reactions
in cells.50–56 This is a promising approach because within
reasonable limits the lifetimes can be independent of the
local probe concentration. Such measurements require spa-
tially resolved measurements of the donor intensity decays.
One approach is to use a streak camera that provides spatial
resolution along one axis and time resolution along anoth-
er. Such measurements are shown for Vero cells in Figure
14.27. The genes for CFP or YFP were fused with the gene

for thymidine kinase (TK) from herpes simplex virus.55

These two constructs were expressed in Vero cells. The TK
monomers form dimers in solution. The goal of the experi-
ment was to detect intracellular dimers. Figure 14.27 shows
streak-camera measurements of the CFP-TK donor in the
cells. The x-axis represents the boxed region across the
cells. The top panel shows the decay of the donor in the
absence of acceptor, and the middle panel shows the donor
decays for a cell transfected with the genes for both
CFP–TK and YFP–TK. The CFP donor decays move rapid-
ly in the cell transfected with CFP–TK and YFP–TK than in
the cell transfected with only CFP–TK. The lower panel
shows the total counts along the x-axis. The shape of the
decay for the cell with both D and A suggests that a fraction
of the CFP–TK is associated with acceptor and a fraction of
CFP–TK probably does not have a nearby acceptor. This
result is expected because TK forms a homodimer so the
cell will contain D–D, A–A, as well as D–A pairs.
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Figure 14.26. Structure of chymotrypsin inhibitor 2 and single-mole-
cule RET efficiencies. Revised from [49].

Figure 14.27. Intracellular CFP donor decays for RET between CFP
and YFP in Vero cells. CFP and YFP were linked to monomers of
thymidine kinase (TK). The transition from red to blue represents
decreasing intensity. Revised from [55].



Another example of time-resolved RET imaging is
shown in Figure 14.28. The images are of senile plaques,
from a mouse model, of the type found in Alzheimer's dis-
ease. These images were obtained by staining the plaque
with specific antibodies.56 On the left the plaque was
stained with fluorescein-labeled antibody. The lifetime is
constant across the plaque. For the image on the right the
plaque was stained with two antibodies with the same
specificity, one labeled with fluorescein and the other with
rhodamine. The fluorescein lifetime is shorter, showing that
RET has occurred and that the two types of antibodies are
bound near each other on the plaque within the Förster dis-
tance. The fluorescein lifetime is not uniform across the
plaque, indicating that the antigen density is variable across
the plaque. Apparently the antigen density is higher around
the edges of the plaque (shorter lifetime) than near the cen-
ter of the plaque (longer lifetime).

14.7. EFFECT OF DIFFUSION FOR LINKED D–A
PAIRS Advanced Topic

In the preceding sections we considered the donors and
acceptors to be static in space and to remain at the same dis-
tance during the excited-state lifetime. However, depending
on the donor lifetime, and the mutual diffusion coefficient,
D = DD + DA, there can be changes in the D–A distance dur-
ing the excited-state lifetime (Figure 14.29). For lifetimes

from 5 to 20 ns, displayed by most fluorophores, such as
TrpNH2–(gly)6–DNS, with τD = 4.3 ns (Section 14.2.1),
there is little translational displacement, so that the data
could be analyzed in terms of a static distance distribution.
In more fluid solvents diffusion can influence the extent of
energy transfer. The effects of diffusion are complex to cal-
culate, and typically numerical methods are used. We will
attempt to illustrate these effects with a minimum of math-
ematical detail.
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Figure 14.28. FLIM image of senile plaques from a mouse model stained with antibodies specific for the plaque. Left: stained with fluorescein-labeled
antibody. Right: stained with both fluorescein-labeled and rhodamine-labeled antibody. Scale bar = 20 µm. Courtesy of Dr. Brian J. Bocskai from
Massachusetts General Hospital, Charlestown, MA.

Figure 14.29. Donor–acceptor pair with diffusion.



14.7.1. Simulations of FRET for a Flexible 
D-A Pair

The effects of D-to-A diffusion on donor decay can be seen
from the simulated data for a flexible D–A pair. The excit-
ed-state population is given by3,26

(14.25)

where is the distribution of distances for the exci-
ed D–A pairs normalized by time-zero distribution N0(r). At
t = 0 the D–A distribution is the equilibrium distribution.
However, the distribution changes following excitation due
to more rapid energy transfer between the more closely

spaced D–A pairs as compared to the more widely spaced
D–A pairs. Equation 14.25 is basically the diffusion equa-
tion with an added sink term to account for loss of the excit-
ed acceptor. The time-dependent intensity decay is given by

(14.26)

where rmin and rmax are chosen to include the accessible dis-
tances. Calculation of IDA(t) in the presence of diffusion is
moderately complex, and the details can be found else-
where.57–61

To understand the expected effects of diffusion it is
valuable to examine simulated data. Simulated time-domain
and frequency-domain data for an assumed donor decay
time of 5 ns are shown in Figure 14.30. The distribution of
distances at time t = 0 was assumed to be a Gaussian, with
r� = 20 Å, hw = 15 Å, and a Förster distance of 25 Å. If the
value of D is 10–7 cm2/s there is little time for motion dur-
ing the excited-state lifetime. This can be seen from the
near overlap of the simulated data with D = 0 and D = 10–7

cm2/s. The mean D-to-A displacement (∆x2)2 can be calcu-

lated to be = 3.2 Å. While significant, this di-
tance is about half the width of a donor or acceptor mole-
cule, and small compared to the assumed r� = 20 Å. Because
of the range of D–A distances the frequency-domain data
are spread out along the frequency axis, and the intensity
decay is complex (bottom). As the diffusion coefficient
increases the intensity decay becomes more rapid, and the
frequency response shifts to higher frequency. Both effects
are indicative of an increasing amount of energy transfer. It
is important to notice that the frequency response becomes
more like a single exponential with increasing rates of dif-
fusion. The same effect can be seen in the time-domain data
(top). The donor decay becomes more rapid and more like
a single exponential as the diffusion coefficient increases.
These simulated data show that D–A diffusion increases the
extent of energy transfer and alters the shape of the donor
intensity decay. Either the FD or TD data can be used to
recover the rate of D–A diffusion as well as the distribution
of distances.

Why does D–A diffusion result in increased energy
transfer? At first glance it seems that diffusion is just as
likely to move the donor and acceptor further apart as it is
likely to bring them closer together. A more in-depth under-
standing of diffusion and RET can be obtained by examin-
ing the distance distributions in the excited state. The excit-
ed-state distributions evolve with time following pulsed
excitation. These time-dependent distributions are shown in
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Figure 14.30. Effect of D-to-A diffusion in a linked D–A pair as seen
in the time domain and the frequency domain. The dashed line shows
the frequency response for D = 0. Revised from [58].



Figure 14.31 for D = 10–5 cm2/s and the same donor lifetime
and R0 as in Figure 14.30. The upper panel shows the entire
excited-state population for both time and distance. The
donor population decays move rapidly in the presence of
diffusion (dashed). The lower panel in Figure 14.31 shows
the P(r) distributions at t = 0 and t = 1 ns, with (dashed) and
without diffusion (solid). In the absence of diffusion the
excited-state population quickly shifts to longer distances,
as shown for t = 1 ns, t/τD = 0.2. This occurs because the
distance dependence of kT(r) causes the more closely
spaced D–A pairs to transfer more rapidly. For rapid D–A
diffusion the population of D–A pairs at shorter distances is
replenished by diffusion (dashed), and the closely spaced
D–A population displays more rapid transfer. This replen-

ishment of the closely spaced D–A pairs by diffusion re-
sults in increased energy transfer with increasing rates of
diffusion.

14.7.2. Experimental Measurement of 
D–A Diffusion for a Linked D–A Pair

The role of diffusion in energy transfer is best understood
by an example. Figure 14.32 shows the emission spectra for
a linked indole–dansyl D–A pair TU2D.58 The donor-alone
control molecule is TMA. This flexible D–A pair was found
to have the same distance distribution in propylene glycol
irrespective of temperature. The donor is quenched to a
greater extent at higher temperatures (dashed) due to D–A
diffusion during the excited-state lifetime. During the 6-ns
donor lifetime the expected D–A displacement is =
11 Å for a diffusion coefficient near 10–6 cm2/s, so there is
time for donor and acceptor to approach each other while
the donor is excited. This results in an increased rate of
energy transfer for each D–A pair, and an overall higher
transfer efficiency. The increased extent of energy transfer
is also seen from the increased acceptor intensity.

Frequency-domain intensity decays of the donor are
shown in Figure 14.33, along with the reconstructed time-
dependent decays (top panel). A more rapid decay is seen at
higher temperature, and the decay is more like a single
exponential. The distance distributions recovered at each
temperature are the same, so that the differences in the
intensity decays are due to diffusion. Because the extent of
diffusion in propylene glycol is minimal at 20EC, the differ-
ences in the frequency responses at these two temperatures

√2Dτ
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Figure 14.31. Simulated excited-state donor distributions in the
absence and presence of diffusion. The assumed parameters values are
shown on the figure. Reprinted with permission from [58]. Copyright
© 1994, American Society for Photobiology.

Figure 14.32. Emission spectra of the donor alone (TMA), and of the
donor–acceptor pair (TU2D) in propylene glycol from 20 to 80°C.
The emission spectra of TU2D are normalized to the intensity of TMA
at each temperature.



can be regarded as the contribution of diffusion. Clearly
D–A diffusion has a significant effect on the FD data.

14.7.3. FRET and Diffusive Motions in Biopolymers

Time-resolved FRET has been proposed as a method to
measure domain motions in proteins62–63 and lateral diffu-
sion in membranes. Motions between domains in proteins
are known to occur in many proteins, and are thought to be
essential for protein function.64 Unfortunately, measure-
ments of domain motions in proteins have been largely
unsuccessful because of the short decay times of the
donors. Diffusion in membranes has only been measured
using pyrene derivatives that display decay times over 100
ns.65–66 From the perspective of protein dynamics, the ns
decay times of most fluorophores are too short for measure-
ment of site-to-site motions. However, a few measurements
have appeared. Ribonuclease A was studied in a partially
unfolded state.67 In this case the carboxyl terminus was

labeled with a naphthylalanine donor that displayed a donor
decay time from 25 to 44 ns. The acceptor was a coumarin
placed on one of three lysine residues. The time-domain
donor decays yielded site-to-site diffusion coefficients of 2
Å2/ns in the denatured state, but the motions were mostly
undetectable in the native state. Similar results were found
for a zinc finger peptide, where site-to-site diffusion with D
near 10 Å2/ns was found in the random state, but D
decreased to unmeasurable values in the presence of zinc,
which induced folding.15–16 In the case of phosphoglycerate
kinase the rate of domain flexing was too slow to allow esti-
mation of the diffusion coefficient with a 20-ns donor life-
time.63

14.8. CONCLUSION

In this chapter we have attempted to show the use of time-
resolved measurements for determination of the solution
conformations of macromolecules. The determination of
conformational distributions appears to be a rather unique
property of the time-resolved measurements. Most physical
methods reveal only an average conformation. Additionally,
the data contain information on the timescale of conforma-
tional changes. With the introduction of long-lived MLC
and lanthanide probes, conformational dynamics will be
measurable on timescales from nanoseconds to millisec-
onds.

As a final comment we want to emphasize that all the
results described in this chapter were for covalently linked
donor–acceptor pairs, with a single acceptor per donor. Dif-
ferent and somewhat more complex theory is needed to
describe systems with multiple acceptors and unlinked
probes. Such systems occur commonly in membranes and
nucleic acids, which are described in the following chapter.
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PROBLEMS

Intensity Decays for Various Donor–Acceptor Pairs:
Assume that you have three different solutions. All contain
donors that display the same quantum yield, a single-expo-
nential decay time of 5 ns in the absence of acceptor, and
the same Förster distance of 20 Å. One sample (A) consists
of a protein with a single donor and three acceptors at dis-
tances r1 = 15 Å, r2 = 20 Å, and r3 = 25 Å (Figure 14.34).
The second sample (B) contains three equimolar proteins,
each with a single donor and acceptor. However, in each
protein there is a different D–A distance: 15, 20, or 25 Å.
The third sample (C) is a protein with a single acceptor, but
with three donors. Each donor displays the same donor-
alone lifetime (τD = 5 ns), but a different distance (15, 20,
or 25 Å) from the acceptor.

P14.1.  Describe the intensity decays of samples A, B, and C.
Which samples display a single- or multi-exponential
decay law?
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Figure 14.34. Schematic of a protein with three acceptors (A), three proteins each with a single acceptor (B), and a protein with three donors and one
acceptor (C). The distances are r1 = 15 Å, r2 = 20 Å, and r3 = 25 Å. The Förster distance is 20 Å. See Problem 14.1.



P14.2.  Describe the intensity decay law of sample B,
including the decay times, pre-exponential factors
(αi) and fractional intensity (fi) values. Assume each
protein is present in equimolar amounts.

P14.3.  For the three-acceptor protein (sample A), could
you detect the presence of three acceptors from the
intensity decay?

P14.4.  For the three-acceptor protein what is the apparent
D–A distance if you assumed the presence of a sin-
gle acceptor?

P14.5. Acceptor Concentration for FRET for Unlinked
D–A Pairs:

(a)  Suppose you have a donor and acceptor that are
not covalently linked, and that the Förster dis-
tance is 30 Å. Calculate the acceptor concentra-
tion needed to place, on average, one acceptor
within a 60-Å cube containing a donor at the
center. To a first approximation this concentra-
tion is comparable to that for 50% energy trans-
fer. Compare this acceptor concentration with
that calculated using eq. 13.33.

(b)  Consider a D–A pair covalently linked by a 30-
Å linker. Calculate the effective concentration
of acceptors around the donor.
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In the previous two chapters on energy transfer we consid-
ered primarily covalently linked donor–acceptor pairs, or
situations in which there was a single acceptor near each
donor. However, there are numerous situations in which
there exist multiple acceptors, such as donors and acceptors
dissolved in homogeneous solutions. More interesting
examples of the multiple-acceptor case occur in membranes
and nucleic acids. Suppose one has a lipid bilayer that con-
tains both donors and acceptors (Figure 15.1). Each donor
will be surrounded by acceptors in two dimensions. Since
the acceptor distribution is random, each donor sees a dif-
ferent acceptor population. Hence, the intensity decay is an
ensemble average and is typically non-exponential. A simi-
lar situation exists for donors and acceptors that are interca-
lated into double-helical DNA (Figure 15.1), except that in
this case the acceptors are distributed in one-dimension
along the DNA helix.

The theory for these multiple-acceptor cases is com-
plex, even for random distributions in three dimensions. For
a completely homogeneous and random solution, with no
excluded volume, the form of the donor intensity decay and
donor quantum yield is known, and was described by
Förster.1,2 However, consider a protein with a buried fluo-
rophore that serves as the donor. The exact form of the
intensity decay will depend on the acceptor concentration,
and on the distance of closest approach (rC) between the
donor and acceptor, which could be approximated by the
radius of the protein (Figure 15.1, left). The concept of a
minimum D–A distance becomes particularly important for
membrane-bound proteins, where rC may reflect the size of
a membrane-bound protein, the presence of boundary lipid
which excludes the acceptor, or the distance of the donor
above the membrane surface. The theory for resonance
energy transfer (RET) under these conditions is complex.

The theory becomes still more complex if we consider D–A
diffusion. Hence, we cannot present a complete description
of energy transfer for these diverse conditions. Instead we
will present several examples. Additional references are
presented in the section entitled "Additional References on
RET between Unlinked Donor and Acceptor," after the
main reference section.

15.1. RET IN THREE DIMENSIONS

The simplest example of RET to multiple acceptors is a
homogeneous solution of donors and acceptors, without D–
A diffusion. If the concentration of donor is adequately low
so that there is no homotransfer between donors, the inten-
sity decay is well known1–3 and is given by

(15.1)

where τD is the donor decay in the absence of acceptors.
The term with the time dependence is given by

(15.2)

In this expression is the com-
plete gamma function, C is the acceptor concentration, and
C0 is a characteristic acceptor concentration in molecules/
cm3. This concentration is related to the Förster distance by

(15.3)C0 � ( 4

3
πR3

0 ) �1
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The ratio C/C0 is thus seen to be the number of acceptor
molecules in a sphere of volume 4/3πR0

3.
For randomly distributed acceptors in three dimensions

the steady-state intensity of the donor is given by

(15.4)

where the error function erf(γ) was defined in eq. 13.32. In
contrast to a distance distribution between linked D–A
pairs, we have an analytical expression like eqs. 15.1 and
15.4 for energy transfer between donors and acceptors dis-
solved in solution. An important consequence of unlinking
the donors and acceptors is that the extent of transfer
depends on acceptor concentration, and that the acceptor
concentrations must be quite high for significant energy
transfer. The acceptor concentration is often described in
terms of C0, which is the acceptor concentration needed for
72% transfer. The values of C0 can be calculated from R0,
and are typically in the range 2–50 mM. This is the concen-
tration of acceptors needed to statistically place an acceptor
within a distance R0 of the donor. The definition of C0 is
slightly related to A0 in eq. 13.30 by . Both
C0 and A0 are in common use.

The orientation factor κ2 is not shown explicitly in eqs.
15.1–15.4, as a value of 2/3 is usually assumed during cal-
culation of Förster distance R0. In general, fluorophores
rotate faster than they undergo translational diffusion. As
a result it is often possible to find conditions where rota-
tional motions result in dynamic averaging of κ2 to 2/3.
However, if the solution is completely frozen so that rota-
tional motions are slower than the donor decay,3–5 then

for a random three-dimensional solution κ2 = 0.476. Hence
energy transfer is somewhat slower in rotationally frozen
solutions compared to fluorophores that can rotate during
the excited-state lifetime. To obtain the same energy trans-
fer as with κ2 = 2/3, the acceptor concentration needs to be
1.18-fold larger.5

15.1.1. Effect of Diffusion on FRET with 
Unlinked Donors and Acceptors

In Chapter 14 we described how D-to-A diffusion increas-
es the efficiency of energy transfer between covalently
linked D–A pairs. A similar effect occurs for unlinked D–A
pairs in homogeneous solution. However, the theory for
energy transfer for unlinked donors and acceptors becomes
more complex in the presence of diffusion.6–7 In fact, the
theory has not been solved to yield exact analytical expres-
sions to describe the intensity decay. Numerical solutions
have been described,7–8 but for purposes of least-squares
data analysis it is usually more convenient to use approxi-
mate expressions that are available in a closed form. Sever-
al approximations are available. For unlinked donors and
acceptors in homogeneous solution the donor decay can be
described by9

(15.5)

The parameter B is given by

(15.6)B � ( 1 � 10.87x � 15.5x2

1 � 8.743x
) 3/4

IDA � I0D exp [ �
t

τD
� 2Bγ ( t

τD
) 1/2 ]

C0 � 0.5√πA0

FDA

FD
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Figure 15.1. FRET between unlinked donors and acceptors in a protein (left), a lipid bilayer (middle), and in double-helical DNA (right).



where

(15.7)

A second comparable expression is also available10 where

(15.8)

It is claimed that this latter approximation is better for
longer times.10–11 If D = 0 these expressions become equiv-
alent to eq. 15.1. These expressions are thought to be valid
for a wide range of diffusion coefficients and acceptor con-
centrations.12 The important point is that it is complex to
exactly calculate the intensity decay in the presence of D–A
diffusion, but the intensity decay can be predicted with
good accuracy using the approximate expressions.

15.1.2. Experimental Studies of RET in 
Three Dimensions

There have been numerous studies of energy transfer in
three-dimensional solution. It is generally accepted that eqs.
15.1–15.8 provide an accurate description for randomly dis-
tributed donors and acceptors.6 To illustrate energy transfer
in homogeneous solution we have chosen data for indole as
the donor and dansylamide as the acceptor.13 The donor and
acceptor were dissolved in methanol, which is highly fluid,
so that diffusion can be expected to increase the extent of
energy transfer. In order to obtain significant energy trans-
fer the dansyl amide concentration was 5 mM. The high

acceptor concentrations needed for RET in solution
between unlinked D–A pairs makes it difficult to measure
the donor emission. This is seen from Figure 15.2, where
the acceptor emission is much more intense than the donor
emission. Of course the acceptor is excited both by energy
transfer and by direct absorption. Careful optical filtering is
needed to eliminate the acceptor emission, which is essen-
tial for measurement of the donor decay kinetics. Addition-
ally, it is often necessary to use higher than usual concen-
trations of donor to obtain detectable donor emission in the
presence of high acceptor concentrations and high optical
densities. For these reasons, energy-transfer measurements
in homogeneous solution are frequently performed using
front-face observation. Even with front-face observation it
is difficult and error prone to correct the donor intensities
for the large inner filter effect. For this reason it is usually
more convenient to use time-resolved measurements of the
donor (Figure 15.3, solid curve), since the intensity decay is
independent of the total intensity.

Examination of eq. 15.1 predicts that the donor inten-
sity decay becomes non-exponential in the presence of dis-
solved acceptors. At the moment of excitation the solution
contains donors that on average are surrounded by a con-
stant concentration of acceptors at all distances. Some
of the donors are located closer to acceptors than other
donors. Following pulsed excitation these more closely
spaced D–A pairs transfer rapidly, leading to a rapid com-
ponent in the intensity decay, which is the term in eq.
15.1. At longer times the decay becomes dominated by the

√t

B � ( 1 � 5.47x � 4.00x2

1 � 3.34x
) 3/4

x � Dα�1/3t2/3,    α � R6
0/τD
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Figure 15.2. Emission spectra of an unlinked indole donor and 5 mM
dansylamide acceptor in methanol at 20°C. Reprinted with permission
from [13]. Copyright © 1990, American Chemical Society.

Figure 15.3. Frequency-domain intensity decays of indole with 12
mM dansylamide in propylene glycol at 20°C. Reprinted with permis-
sion from [13]. Copyright © 1990, American Chemical Society.



longer-lived donors, which are on average more distant
from the acceptors.

In a fluid solvent like methanol the intensity decay of
indole is influenced by translational diffusion that increases
the extent of energy transfer. To understand the effects of
diffusion it is useful to first consider the indole decay in the
relatively viscous solvent propylene glycol, where little dif-
fusion is expected during the 4.23-ns excited-state lifetime
of indole. The donor decay from indole was examined using
frequency-domain measurements (Figure 15.3). In the
absence of acceptor the indole decay was a single exponen-

tial (Table 15.1). Because diffusion does not increase the
transfer efficiency in this solvent, it was necessary to
increase the acceptor concentration to 12 mM. In the pres-
ence of acceptor (12 mM dansylamide) the decay of indole
can no longer be fit to a single decay time (dotted, χR

2 =
92.8). The donor intensity decay can better fit using eq.
15.1, resulting in a much improved value of χR

2 = 4.1. The
variable parameter in this fit is C0 or R0. In fact, such meas-
urements are a reliable means to experimentally determine
R0, assuming the acceptor concentration is known. In Fig-
ure 15.3 a still better fit was obtained using a model that
accounts for D–A diffusion, because a small amount of D-
to-A diffusion occurs in this solvent.

Figure 15.4 shows FD data for the indole–dansylamide
DA pairs in methanol, which is less viscous than propylene
glycol and allows significant diffusion during the donor's
excited-state lifetime. In this case eq. 15.1 does not fit the
data (Figure 15.4, dashed) because diffusion changes the
shape of the intensity decay. The approximate expression
for IDA(t) can be used to predict the donor intensity at any
time, and thus used for analysis of FD and TD data. Diffu-
sion results in a donor decay which is more like a single
exponential, as can be seen by the deviations of the data
(dot-dashed) from the Förster equation (dashed) toward the
single-exponential model (dotted). The data were well fit by
the approximate intensity decay described by eq. 15.8. The
value of χR

2 = 95.8 obtained using the Förster model is arti-
ficially low because the fitting procedure increases R0 to
account for diffusion enhanced energy transfer. If the
Förster distance is held constant at its known value at the
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Table 15.1. Indole Decay Times and D-to-A Diffusion Coefficients in Propylene Glycol 
and Methanol at 20°Ca

106D
Solvent                                             [A]               eq. no.               τD (ns) R0 (Å)               (cm2/s) χR

2

Propylene 0 b 4.23 1.4
glycol 12 mM b 2.57 92.8

15.1 <4.23> 24.9 4.1
15.1 <4.23> <24.3>c 10.6
15.8 <4.23> 23.9 1.03 0.9
15.8 <4.23> <24.3> 0.62 1.3

Methanol 0 b 4.09 2.4
5 mM b 2.03 30.7

15.1 <4.09> 37.1 95.8
15.1 <4.09> <26.1> 1152.1
15.8 <4.09> 27.8 26.4 1.8
15.8 <4.09> <26.1> 34.0 3.1

aFrom [7]. The acceptor (A) was dansylamide.
bThe data were fit to a single-exponential decay law.
cThe angular brackets < > indicate that the parameter was held fixed during the analysis.

Figure 15.4. Frequency-domain donor decays of indole with 5 mM
dansylamide in methanol at 20°C. Reprinted with permission from
[13]. Copyright © 1990, American Chemical Society.



known value of 26.1 Å, then χR
2 = 1152 (Table 15.1). This

highly elevated χR
2 value indicates the significant influence

of diffusion in this system. When the correct model is used
(eq. 15.8) the variable parameters in the analysis are R0 and
the mutual diffusion coefficient D. Least-squares analysis
yielded R0 = 27.8 Å and D = 2.64 x 10–5 cm2/s (Table 15.1),
which are reasonably close to the expected values in this
solvent.

If the acceptor concentration is known the time-re-
solved data can be used to determine the Förster distance.
In propylene glycol the recovered value of 24.9 Å is in good
agreement with the calculated value of 24.3 Å. For the D–A
pair in methanol it is interesting to consider the value of R0

obtained if diffusion is neglected, which is accomplished by
setting D = 0 during the least-squares analysis. In this case
the apparent value of R0 is larger, 37 Å. This result provides
a useful hint. If the time-resolved data yield a larger than
expected R0 value, the cause could be diffusion during the
donor excited-state lifetime. It should be noted that we have
assumed that the distance of closest approach (rC) is zero. If
rC is a significant fraction of R0, then eqs. 15.1–15.8 are not
appropriate.

The effect of diffusion on the donor intensity decay can
be seen in the time-domain data. The impulse response
functions for the indole–dansylamide mixtures are shown in
Figure 15.5. It is visually evident that the dansyl acceptor
results in a non-exponential indole decay in propylene gly-
col. In methanol the decay is still heterogeneous, but is
closer to a single exponential. This trend towards a single-
exponential donor decay in the presence of diffusion is well
known in the literature,14 and the donor decay becomes sin-
gle exponential in the rapid diffusion limit (Section 15.6).

15.2. EFFECT OF DIMENSIONALITY ON RET

In the previous section we saw that a random distribution of
an acceptor molecules around a donor resulted in a charac-
teristic donor decay. For randomly distributed acceptors the
form of the donor decay depends on the dimensionality of
the acceptor distribution. Different donor decays are
expected for acceptor distributions in a volume, in a plane,
or along a line. Planar distributions are expected for donors
and acceptors in membranes, and linear distribution are
expected for dyes intercalated into double helical DNA
(Figure 15.1). Assuming no diffusion, no excluded volume,
and a random distribution of donors and acceptors in two
dimensions or one dimension, the intensity decays are
known in analytical form. For a random two-dimensional
distribution,15–16

(15.9)

where

(15.10)

and

(15.11)

Hence C/C0 is the number of acceptor molecules in an area
equal to πR0

2, that of a circle with diameter R0.
For a random one-dimensional distribution of accep-

tors the donor intensity decay is given by

(15.12)

where

(15.13)

and

(15.14)C0 �
1

2R0

δ �
Γ(5/6)

2

C

C0
 , Γ(5/6 ) � 1.128787 ...

IDA(t) � I0D exp [ �
t

τD
� 2δ ( t

τD
) 1/6 ]

C0 � (πR2
0 ) �1

β �
Γ(2/3 )

2
 

C

C0
 ,      Γ(2/3) � 1.354177 ...

IDA(t) � I0D exp [ �
t

τD
� 2β ( t

τD
) 1/3 ]
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Figure 15.5. Reconstructed time-domain intensity decays of indole
without acceptor (D) with 5 mM dansylamide in methanol (dashed)
and with 12 mM dansylamide in propylene glycol (solid).



In this particular case the ratio C/C0 is the number of
acceptor molecules within a linear distance R0 of the
donor. For one-, two-, and three-dimensional distributions
of acceptors there exist components that decay as t1/6, t1/3,
and t1/2, respectively. Values of the gamma function can be
found from standard mathematical tables using Γ(α + 1) =
αΓ(α). One may be interested in obtaining the relative
quantum yields of the donor. While such expressions are
available in one and two dimensions, these are infinite
series and not closed-form expressions. With presently
available computers and software it is equally easy to use
numerical integration of eqs. 15.1, 15.9, and 15.12 to obtain
the transfer donor efficiency. For C = C0, where γ = β = δ =
1.0, the energy transfer efficiencies are 72, 66, and 63%,
respectively, in three, two, and one dimensions. A graph of
the relative donor yields is given in Problem 15.3.

Prior to examining experimental data it is of interest to
examine the forms of the donor decays. The effects of
dimensionality on RET are shown using simulated data in
Figure 15.6. For these simulations the acceptor concentra-
tions were taken as equal to the values of C0, which allowed
the forms of intensity decays to be compared. As the dimen-
sionality is reduced the time-domain intensity decays show
an increased contribution of the short-time components,
which are faster in one than in three dimensions. The differ-
ence in the intensity decay can also be seen in the frequen-
cy-domain simulations. These simulations suggest that the
time-resolved decays can be used to determine the dimen-
sionality of the system. In fact, analysis of the simulated
frequency-domain data showed that the decay for one-
dimensional RET could not be analyzed in terms of RET in
two or three dimensions, and vice versa.17–18 That is, the
form of the intensity decays are unique in each dimension.
In such studies the geometry of the system is often
described as a combination of one, two, or three dimen-
sions. Several groups have described the use of RET to
determine the fractal dimensions of molecular surfaces.19–21

15.2.1. Experimental FRET in Two Dimensions

In spite of the considerable interest in membrane organiza-
tion, there have been relatively few time-resolved studies
of RET in two dimensions. We will now describe two
reports, one that confirmed the expected decay in two
dimensions22 (eq. 15.9) and one report that found more
complex behavior.23

Energy transfer in two dimensions was examined using
octadecyl rhodamine B (ORB) as the donor to a membrane-

bound cyanine dye, DiIC1(7), which served as the acceptor
(Figure 15.7). These dyes were dispersed in large unilamel-
lar vesicles of dipalmitoylphosphatidylcholine (DPPC).
The intensity decays of ORB became more rapid in vesicles
containing increasing concentrations of the acceptor (Fig-
ure 15.7). When the temperature was above the lipid transi-
tion temperature the data were adequately fit to the two-
dimensional intensity decay law. The data for temperatures
above and below the phase-transition temperature were fit
to a general expression:

(15.15)

where time-independent c is a constant21 and d depends on
dimensionality. The constant c is related to the surface den-

IDA(t) �  exp [ �
t

τD
� c ( t

τD
) d/6 ]
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Figure 15.6. Effect of FRET in one-, two-, or three-dimension on the
donor intensity decays. From [17].



sity of the acceptors and the dimensionality of the sys-
tems.24–25

The time-resolved ORB donor decays (Figure 15.7)
were used to recover the value of d in eq. 15.15. This was
accomplished by least-squares analysis and examination of
the χR

2 surfaces. For DPPC vesicles at 50EC, which is
above the phase-transition temperature near 37EC, the value
of d was near 2 and the donor decays were consistent with
energy transfer in two dimensions (t1/3 dependence). At

25EC, below the phase transition of the lipids, the time-
resolved data were no longer consistent with 2D RET. In
this case the value of d was found to be between 0.83 to 1.0,
which is expected for energy transfer in one dimension
(t1/6). This effect was explained as co-localization of the
donor and acceptor along defect lines in the bilayers. While
one may argue with the exact interpretation of the results, it
is clear that RET depends on the spatial distribution of
donors and acceptors in the lipids. One can use the time-
resolved decays to determine d in eq. 15.15, and thus the
fractal dimension of the system. This has been accom-
plished for lipid bilayers,26 and for dyes adsorbed to silica
surfaces27–29 and latex spheres.30

An important aspect of the analysis was measurements
of both the steady-state donor intensities and the time-
resolved decays. For the fluid-phase vesicles the intensities
were well fit by theoretical data based on Monte Carlo sim-
ulations (Section 15.4). In contrast, for the gel-phase vesi-
cles at 25EC the extent of donor quenching was greater than
predicted for a random two-dimensional distribution (Fig-
ure 15.8). The direction of the deviations was toward the
prediction for a one-dimensional system. This is what led
the authors22 to conclude that the donors and acceptors were
co-localized around defect lines for the gel phase lipid. The
important point of this comparison is that one can gain
important insight by comparison of both the steady-state
and time-resolved data. Such a comparison is a form of
global analysis, in that multiple types of data are compared
with a given molecular model.

For membrane-bound probes it is not always clear
whether energy transfer is occurring in two or three dimen-
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Figure 15.7. Time-domain intensity decay of ORB in DPPC at 50°C
with DiIC1(7)-to-DPPC ratios of 0 and 1 to 900, 450, 245, and 160,
for numbers 1 to 5, respectively. Insert: ORB emission spectra and
DiIC1(7) absorption spectrum. Revised from [22].

Figure 15.8. ORB donor intensities with increasing concentrations of DIIC1(7) in DPPC vesicles at 50°C (left) and 25°C (right). Left: The line is for
a two-dimensional model48 with R0 = 46.8 Å. φ is the donor quantum yield. Right: The solid and dashed lines are the theoretical predictions for RET
in two and one dimensions with R0 = 52.3 Å,49 respectively. From [22].



sions. Energy transfer to surface-localized fluorophores on
the side of the membrane is likely to be two dimensional.
However, RET may display a different dimensionality for
donors on the surface transferring to acceptors dispersed in
the acyl side chain region. Also, acceptors on the opposite
surface from the donor may contribute a three-dimensional
component to the donor decay. While such systems can be
interpreted in terms of fractal dimensions, the concept of
fractal dimensions is rather abstract and does not always
lead to physical insights. In these cases it is useful to con-
sider a combination of energy transfer in two and three
dimensions.

Energy transfer with a mixed dimensionality was found
for the time-resolved donor decays from rhodamine 6G to
malachite green, when both were bound to vesicles of
dihexadecyl phosphate (DHP).23 The donor decays are
shown in Figure 15.9. In this case it was necessary to fit the
data to a sum of eqs. 15.1 and 15.9. Although not shown,
neither eqs. 15.1 or 15.9 alone provided a good fit to these
data. While the authors interpreted this effect in terms of a
non-random acceptor distribution, energy transfer across
the bilayer could also have provided a component that
appeared to be three dimensional. Once again, comparison
of the steady-state data with predicted donor intensities was
essential for selecting between distinct models.23

15.2.2. Experimental FRET in One Dimension

While there have been numerous studies of the time-
resolved fluorescence of dyes bound to DNA,31 there have
been relatively few studies of RET for dyes intercalated into

DNA.32–35 In Figure 15.6 we showed simulations that indi-
cated a rapidly decaying t1/6 component for donors and
acceptors in one dimension. Such time-dependent decays
have been observed with dyes intercalated into poly d(A-
T).32 The donor was dimethyldiazaperopyrenium (DMPP)
and the acceptor ethidium bromide (EB). Upon binding of
the EB acceptor the DMPP emission was quenched, and the
EB emission was enhanced (Figure 15.10). The time-
domain data clearly show a fast component with increasing
amplitude as the acceptor concentration is increased (Figure
15.11). Due to a lack of software the time-domain data were
not analyzed in terms of eq. 15.12, but the shape of the
decays is visually similar to the simulated data for RET in
one dimension (Figure 15.6).

Useful information can also be obtained by examina-
tion of the steady-state data. For the D–A pair the observed
transfer efficiency (Figure 15.10, insert) was found to be
smaller than that predicted from Monte Carlo simulations.
This result was explained as distortion of the DNA by bind-
ing of DMPP, which excluded EB from binding to nearby
sites.

Energy transfer in one dimension was also studied
using the frequency-domain method.18 In this case the
donor was acridine orange (AO) and the acceptor was the
weakly fluorescent dye Nile blue (NB). Binding of NB at a
low dye-per-base-pair ratio results in significant quenching
of the AO emission (Figure 15.12). The FD intensity decay
data are best fit by the equation for FRET in one dimension
(Figure 15.13), indicating that energy transfer occurs in one
dimension in this system.
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Figure 15.9. Rhodamine 6G donor decays absorbed to dihexadecyl
phosphate vesicles. The acceptor was malachite green with concentra-
tions of 0 M (1), 3.32 x 10–6 M (2), 4.40 x 10–6 M (3), and 5.27 x 10–6

M (4). Revised and reprinted with permission from [23]. Copyright ©
1987, American Chemical Society.

Figure 15.10. Emission spectra of dimethyldiazaperopyrenium bound
to poly d(A-T) with increasing concentrations of ethidium bromide.
The insert shows a comparison of the measured (!) and predicted (")
transfer efficiencies. Revised from [32].



While the values of χR
2 support the 1D model, there are

only minor visual differences between the fitted function
for 1D, 2D, and 3D RET. However, analysis of the data
should also include consideration of the parameter values
and the reasonableness of these values. For eqs. 15.1, 15.9,
and 15.12, once R0 is known, the concentration is the only
variable parameter. The concentrations recovered for NB
from the analysis in Figure 15.13 are 0.058 acceptors/base
pairs, 9.9 x 1011 molecules/cm2, and 1.32 mM for the 1D,
2D, and 3D models, respectively. Based on one's under-
standing of the sample preparation it should be readily pos-
sible to exclude the 3D concentration of 1.32 mM. This is
the concentration of acceptors in a 3D solution needed to
result in energy transfer comparable to that observed for
AO-DNA. The essential point is that one should always
examine the desired parameters for reasonableness using
one's chemical knowledge of the system. In our experience
we found that the failure of parameter values to follow
expected trends is often a sensitive indicator of the validity

of the model, often more sensitive than the values of χR
2

themselves.

15.3. BIOCHEMICAL APPLICATIONS OF RET
WITH MULTIPLE ACCEPTORS

15.3.1. Aggregation of β-Amyloid Peptides

The theory for RET with multiple acceptors is complex, but
it is possible to use this type of RET without using the the-
ory. It is known that deposition of the β-amyloid peptide in
the brain is associated with Alzheimer's disease. This pep-
tide contains about 40 amino acids and is known to under-
go self-assembly or aggregation. This process was studied
using a peptide sequence from the amyloid protein which
contained the aggregation motif KLVFF near the center.

The complete sequence was EVHHQKLVFFAEDVG.
This peptide was labeled with both a donor and acceptor.
Figure 15.14 shows the donor lifetime distribution when the
peptide is exposed to conditions that result in aggregation.
Different lifetime distributions were obtained depending on
the initial concentration of the peptide. The shortest overall
lifetime was observed for an intermediate initial β-amyloid
concentration. This result was interpreted as the effect of
formation of a micelle-like aggregate at these concentra-
tions, and an ordered β-sheet aggregate at higher concentra-
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Figure 15.11. Intensity decay of dimethyldiazaperopyrenium bound
to double stranded poly d (A-T) with increasing concentrations of
ethidium bromide. Revised from [32].

Figure 15.12. Emission spectra of acridine orange (AO) bound to
DNA with increasing concentrations of Nile blue (NB) acceptor per
DNA base pair. From [18]: Maliwal BP, Kusba J, Lakowicz JR. 1994.
Fluorescence energy transfer in one dimension: frequency-domain
fluorescence study of DNA-fluorophore complexes. Biopolymers
35:245–255. Copyright © 1994. Reprinted with permission from John
Wiley and Sons Inc.



tions. In this example useful information was obtained from
the RET data without using the theory needed to account
for a distribution of multiple acceptors around the donors.

15.3.2. RET Imaging of Fibronectin

Fibronectin is a large protein that consists of globular
regions connected by flexible linkers. Fibronectin (Fn) is
secreted by cells such as fibroblasts and plays a role in
assembly of extracellular matrix during development and

wound healing. Fn is thought to exist in a compact form that
is not reactive with other extracellular matrix proteins, and
in an extended form that interacts with collagen. RET was
used to image the two forms of Fn without measuring D–A
distances.

Fibronectin was labeled randomly with both Oregon
green (OG) as the donor and TMR as the acceptor. In the
compact form RET occurred between OG and TMR. Figure
15.15 shows emission spectra of the doubly labeled Fn. In
the absence of GuHCl the Fn is in the compact state and
there is obvious RET from TMR to OG. As the concentra-
tion of GuHCl is increased the acceptor emission decreases
due to less efficient RET in the extended protein. The dou-
bly labeled Fn was then incubated with 3T3 fibroblasts. In
order to avoid RET between adjacent Fn molecules, labeled
Fn was diluted tenfold with unlabeled Fn. The protein
bound diffusely to the cell and to matrix fibrils (Figure
15.16). The cell was imaged with filters that transmitted the
donor (green) or acceptor (orange) emission. These sepa-
rate images were assigned colors and then overlaid. This
image shows that the Fn that displays RET is diffusely
bound to the cell. The Fn displaying stronger donor emis-
sion is found in the fibrils. This result shows that Fn can
coexist in the compact or extended form depending upon its
interaction with extracellular molecules.

15.4. ENERGY TRANSFER IN RESTRICTED
GEOMETRIES

The theory described in Section 15.1 assumed a random
distribution of acceptors, in one-, two-, or three-dimen-
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Figure 15.13. Frequency-domain intensity decay of AO-DNA with
0.058 NB/base pair. From [18]: Maliwal BP, Kusba J, Lakowicz JR.
1994. Fluorescence energy transfer in one dimension: frequency-
domain fluorescence study of DNA-fluorophore complexes.
Biopolymers 35:245–255. Copyright © 1994. Reprinted with permis-
sion from John Wiley and Sons Inc.

Figure 15.14. Lifetime distribution and aggregation schematic for β-
amyloid. The donor was TMR and the acceptor was DABMI. Revised
from [36].

Figure 15.15. Emission spectra of fibronectin labeled with both
Oregon green and TMR. From top to bottom at 570 nm the GuHCl
concentrations are 0, 1.0, and 4.0 M. Revised from [37].



sions. One can imagine other situations when the acceptor
distribution is non-random. For instance, consider a donor-
labeled protein that is bound to a membrane. Depending on
the size of the protein the acceptors may be excluded from
a region directly around the donor. In this case the acceptor
distribution would be random in two dimensions, but with a
minimum distance between the donor and the nearest
acceptor (Figure 15.17, insert). Many other non-random
distributions can be imagined, such as DNA dyes with pre-
ferred binding to particular base sequences and distribu-
tions of charged acceptors around charged donors.

There have been several attempts to provide analytical
expressions for a variety of geometric conditions. These
attempts have resulted in complex expressions, which typi-
cally are valid under a limited range of conditions. For
instance, an analytical solution for 2D RET was given, but
this solution only applies when the distance of closest
approach is (rC) much less than R0.38 Another approximate
solution was presented for the case where rC/R0 > 0.7.39

Other solutions have been given,40–48 but these complex for-
mulas do not include D–A diffusion. Given the complexity
of the equations and the range of possible conditions, there
is merit in directly calculating the data for the desired
geometry and D–A distribution. This can be accomplished
by Monte Carlo49 simulations or by use of numerical meth-
ods with general expressions.50

Monte Carlo simulations provide an ideal way to sim-
ulate the data for complex systems. The basic idea is to sim-
ulate data for one assumed configuration of the system,

such as for a given number of acceptor molecules at given
distances from the donor. This process is repeated many
times, for random configurations generated for the assumed
model. As stated by the authors, such simulations can be
performed for systems of arbitrary complexity, and to any
desired precision.49 Another positive feature is that one does
not need to derive an equation for the donor decay or donor
intensity, but rather simply write the differential equation
describing the donor. However, the necessary simulations
can be time consuming even with modern computers, par-
ticularly if multiple Monte Carlo simulations must be done
during the least-square fits.

Fortunately, there exists a general solution that can be
used in systems of almost any complexity, in the absence of
diffusion.50 The basic idea is to use an integral equation to
predict the intensity decay. In two dimensions these equa-
tions are

(15.16)

where

(15.17)S(t) � �∞
rC

{1 �  exp��(t/τD ) (R0/r ) 6�}  2πr dr

IDA(t) � I0D exp(�t/τD )  exp��σS(t) �
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Figure 15.16. Psuedo-color image of fibronectin labeled with Oregon
green and TMR on 3T3 fibroblasts. Scale bar is 10 µm. Revised from
[37].

Figure 15.17. Relative donor yields for a random distribution of
acceptors in two dimensions. rC is the distance of closest approach of
the donor and acceptor. Calculated according to [38] (see Table 15.2).



The term exp[–σS(t)] describes that portion of the donor
decay due to energy transfer, σ is the surface density of the
acceptor, and rC is the distance of closest approach between
the donors and acceptors. The expressions appropriate to
one or three dimensions can be written by substituting the
surface element 2πr, with 2.0 or 4πr2, for a line or sphere,
respectively. The donor intensity at time t can be calculated
for any assumed probability distribution by numerical inte-
gration of the appropriate equation. The efficiency of trans-
fer can be calculated from

(15.18)

While the use of these equations will be moderately com-
plex, the approach is general and can be applied to most cir-

cumstances. For instance, the existence of an excluded vol-
ume around the donor is readily tested by changing the
lower limits on the integral over distance. Example calcula-
tions using eqs. 15.16 and 15.17 were shown in Figures
13.28 and 13.31. The transfer efficiency was predicted
using eqs. 15.16–15.18 as evidence for non-random distri-
butions of donors and acceptors in membranes.51–53 The
basic idea is to compare the efficiency of energy transfer
(eq. 15.18) with that calculated for a random distribution.
Larger or smaller transfer efficiencies are taken to indicate
co-localization or exclusion of the probes from areas con-
taining the donor. It should be noted that the intensity
decays of membrane-bound donors do not always agree
with the model for RET in two dimensions.53

15.4.1. Effect of Excluded Area on Energy 
Transfer in Two Dimensions

Energy transfer from a donor to an acceptor in two dimen-
sions is a frequently encountered model in membrane bio-
physics. Hence it is valuable to visualize how the donor
intensities depend on the surface density of the acceptor and
the distance of closest approach (rC). These values can be
obtained from approximation to the exact theory (Table
15.2).38 The data in Table 15.2 provide a means to calculate
the relative quantum yield of the donor using simple numer-
ical equations. These data show that an excluded area
results in a significant decrease in the transfer efficiency as
soon as rC exceeds 0.5R0. One can use the calculated values
in Figure 15.17 for comparison with experimental data to
estimate rC.

Integrins are cell surface receptors that are present in
all multicellular animals. Integrins provide adhesion of cells
to each other and to extracellular matrices. Figure 15.18

E � 1 �
�∞

0 IDA(t)  dt

�∞
0 ID(t)  dt
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Table 15.2. Numerical Parameters to Calculate the Relative Donor Quantum Yields in Membranesa

rC/R0 A1 k1 A2 k2

0.0 0.6463 4.7497 0.3537 2.0618
0.25 0.6290 4.5752 0.3710 1.9955
0.5 0.6162 4.0026 0.3838 1.4430
0.7 0.6322 3.1871 0.3678 0.7515
0.8 0.6344 2.7239 0.3656 0.4706
0.9 0.6336 2.2144 0.3664 0.2909
1.0 0.6414 1.7400 0.3586 0.1285
1.1 0.6327 1.3686 0.3673 0.04654b

1.3 0.6461 0.4899 0.3539 0.005633b

aFrom [38]. The relative quantum yields are given by FDA/FD = A1 exp(–k1C) + A2 exp(–k2C), where C is the concen-
tration of acceptor per R0

2.
bThese values seem to be incorrect in [38]. We decreased the published k2 values by a factor of 10 and 100, for rC/R0

= 1.1 and 1.3, respectively. B. Hudson and P. Wolber confirmed that k2 = 0.04654 at rC/R0 = 1.1.

Figure 15.18. Schematic of a FITC-labeled peptide bound to the inte-
grin αβ heterodimer in a plasma membrane. The red dots are the R18
acceptors. Reprinted with permission from [54].



shows a schematic of the integrin αβ heterodimer bound to
a plasma membrane. Integrin changes from a low-affinity
state in the presence of Ca2+ to a high-affinity state in the
presence of Mn2+. It was thought that the low-affinity state
was bent against the membrane and that the high-affinity
state was extended away from the membrane. The approach
shown in Figure 15.17 was used to study the conformation
of membrane-bound integrin in each state.

Integrins are known to bind a short peptide (LDV) with
high affinity. This peptide was labeled with FITC. The pep-
tide bound to integrin and served as the donor. The accep-
tor was octadecylrhodamine (R18). The RET efficiency, as
seen from the extent of donor quenching, was examined for
a range of acceptor concentrations. The integrin was put
into a high-, medium-, or low-affinity state by changing the
concentrations of Ca2+ and Mn2+ (Figure 15.19). The extent
of quenching was compared with that calculated for ran-
domly distributed acceptors, but with an excluded area
around the donor.54 In the low-affinity state (") the extent of
donor quenching is consistent with the calculated values
with no excluded area. In the high-affinity state the data are
consistent with an excluded area with a radius rC near 0.8R0,
where R0 is near 53 Å. The results suggested that the
decrease in RET in the high-affinity state was due to both
an excluded area and elevation of the donor above the mem-
brane. These results show how the conformation of a mem-
brane-bound protein can be studied using acceptors not
directly linked to the protein.

15.5. RET IN THE PRESENCE OF DIFFUSION

In the previous examples we did not consider the effects of
diffusion or the extent of energy transfer. For nanosecond-
decay-time donors there is little effect on diffusion on ener-
gy transfer. However, if the donor lifetime exceeds about
100 ns then diffusion can result in increased transfer effi-
ciency. One example is shown using simulated data in Fig-
ure 15.20. The figure shows simulated frequency-domain
data for donors and acceptors randomly distributed in two
dimensions.55–57 These simulations were performed using a
single acceptor concentration and a single lateral diffusion
coefficient so that the changes are due to differences in the
assumed donor lifetime. A diffusion coefficient of 5 x 10–8

cm2/s was selected as typical for lipid diffusion in mem-
branes. When the donor lifetime is 300 ns there is a small
effect of diffusion indicated by the shaded area in Figure
15.20 (top panel). If the donor lifetime is 3 µs then diffusion
can have a large effect, as seen from the shift in the frequen-
cy response to higher frequencies. These simulations show
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Figure 15.19. RET efficiency from the fluorescein label on integrin to
membrane-bound R18. The lines are calculated from the theory in
[38]. High affinity, 1 mM Mn2+. Medium affinity, 1 mM Mn2+ and 1
mM Ca2+. Low affinity, 1 mM Ca2+. Revised from [54].

Figure 15.20. Simulated frequency-domain intensity decay for a
donor and acceptor randomly distributed in two dimensions. For the
simulations R0 = 25 Å, rmin = 7 Å, 75 Å2/lipid, 5 x 10–3 acceptors/lipid,
and D = 5 x 10–8 cm2 /s. The dashed lines show the expected donor
decays without lateral diffusion, and the dotted lines show the donor
decays in the absence of acceptors. Revised from [56].



that lipid diffusion in membranes will not affect the RET
efficiency from ns-decay-time donors.

During the past 10 years a new class of probes has
become available with decay times a fraction of a microsec-
ond to several microseconds long (Chapter 20). These are
transition metal–ligand complexes. One such rhenium com-
plex synthesized as a lipid derivative is shown in Figure
15.21. The lifetime of this complex in the absence of accep-
tor can be longer than 2 µs, but is near 1 µs at 35EC in
DOPC vesicles. The presence of 2 moles of acceptor
decreases the mean decay time from 1.08 to 0.492 µs, with
a recovered diffusion coefficient of 2 x 10–7 cm2/s. If the

diffusion coefficient is set to zero, with the acceptor con-
centration fixed at its known value, one obtains the dashed
line. The shaded area represents the contribution of diffu-
sion to decreasing the lifetime of the donor. The predicted
donor decay is given by the dashed line. These results show
that information on long-range diffusion can be obtained if
long-decay-time donors are used.

15.6. RET IN THE RAPID DIFFUSION LIMIT

The theory for energy transfer in restricted geometries is
complex, with or without diffusion. However, if the donor
decay time is very long then the rapid diffusion limit is
reached where the theory once again becomes relatively
simple.58–59

The basic idea of energy transfer in the rapid diffusion
limit is to use a donor lifetime (τD) and acceptor concentra-
tion such that the diffusion distance of the donor during τD

is greater than the mean distance(s) between the donor and
acceptor molecules. The rapid diffusion limit is reached
when DτD/s2 >> 1, where D = DD + DA is the mutual diffu-
sion coefficient and s is the mean distance between D and
A. There are several valuable consequences of being in the
rapid diffusion limit.58 The concentration of acceptors need-
ed for RET can be 1000-fold less than in the static limit
(DτD/s2 << 1), that is, µM rather than mM concentrations
(Section 15.1). The donor intensity decays are single expo-
nential because the acceptor distribution is averaged by dif-
fusion, so that all donors see the same distribution. And,
finally, the extent of transfer becomes limited by the dis-
tance of closest approach of the donor and acceptor, and can
thus provide structural information about the investigated
system.

What donor decay times are needed to reach the rapid
diffusion limit? This question was addressed by numerical
solution of the differential equations describing energy
transfer in three dimensions.7,58 Figure 15.22 shows the cal-
culated transfer efficiencies for donors with various life-
times when the acceptor concentration is 0.1 mM.59 If the
decay time is 1 ns there is little effect of diffusion on ener-
gy transfer, even for the highest possible diffusion coeffi-
cient of 10–5 cm2/s in aqueous solution at room temperature.
This is why D-to-A diffusion is often neglected in measure-
ments of D–A distances, and why RET with ns-lifetime
donors has not been used to measure domain dynamics in
proteins.

If the donor lifetime is near 1 µs, the transfer efficien-
cy becomes sensitive to diffusion. As shown above, such
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Figure 15.21. Re-PE donor decays in DOPC in the presence of a 0.02
mol fraction of Tr-PE acceptor. The solid line shows the best fit with
the diffusion coefficient and acceptor density as variable parameters.
The dashed line shows the predictive response at the known acceptor
density and the diffusion coefficient set equal to zero. The thin solid
line on the left is the donor in the absence of acceptor. Revised from
[56].



decay times are available using transition metal–ligand
complexes. As the donor lifetime becomes longer, 1 ms to
1 s, the transfer efficiency reaches an upper limit. This is the
rapid diffusion limit, which can be reached for diffusion
coefficients exceeding 10–7 cm2/s if the donor lifetimes are
on the ms timescale. Such decay times are found in such
lanthanides as europium or terbium, which display lifetimes
near 2 ms.

Examination of Figure 15.22 reveals that the transfer
efficiency reaches a limiting value less than 100% for high
diffusion coefficients. This rapid diffusion limit is sensitive
to the distance of closest approach of the donor to the
acceptors. The transfer efficiency is given by

(15.19)

where kT is the sum of the transfer rates to all available
acceptors. The transfer rate kT can be calculated from the
decay times measured in the absence (τD) and presence of
acceptors (τDA):

(15.20)

Because of diffusive averaging, it is relatively simple to cal-
culate predicted values of kT. The precise form of kT

depends on the geometric model, many of which have been
described in detail.58–62 For spherical donors and acceptors
the diffusion-limited value of kT is given by58

(15.21)

where ρA is the density of acceptors (molecules/Å3) and rC

is the distance of closest approach. Equation 15.21 can be
understood as the sum of all transfer rates to acceptors ran-
domly distributed in three dimensions starting at rC. The
diffusion-limited transfer rate is thus dependent on rC

–3 and
acceptor concentration. These values are shown in Figure
15.23 (top) for various acceptor concentrations. For rC val-
ues less than 10 Å the transfer efficiencies can exceed 50%
for an acceptor concentration of 10 µM, considerably lower
than in the absence of diffusion (Section 15.1). This model
can be used to measure the distance at which an acceptor is
buried in a protein, using a long-lived donor. One such
study measured transfer from terbium to the iron metal
binding sites in protein transferrin.61 From the transfer rates
the iron sites were determined to be deeply buried in the
protein, 17 Å below the surface.

Suppose one had a long-lived lipid derivative that
served as the donor within a membrane also containing
acceptors. In two dimensions the diffusion-limited rate con-
stant is given by

(15.22)

where σA is in acceptors/Å2. Hence in two dimensions the
transfer efficiency is proportional to rC

–4, whereas in three
dimensions it is proportional to rC

–3. Given the simplicity of
calculating kT, these expressions have been obtained for a
variety of geometric models.59

15.6.1. Location of An Acceptor in Lipid Vesicles

Diffusion-limited energy transfer has also been applied to
membrane-bound fluorophores, but to a case different from
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Figure 15.22. Calculated dependence of the transfer efficiency on the
diffusion coefficient in three-dimensions for donor lifetimes τD of 1
ns, 1 µs, 1 ms, and 1 s. D is the sum of diffusion coefficients of the
donor and acceptor. In this calculation, R0 = 50 Å, rC = 5 Å, and the
acceptor concentration is 0.1 mM. Revised and reprinted with permis-
sion from [59]. Copyright © 1982, Annual Review Inc.



lateral diffusion (eq. 15.22). One example shown in Figure
15.23 (bottom) is for donors trapped in the internal aqueous
region of a vesicle of radius b. The acceptors are at a known
surface density (σA in molecules/Å2) located at a distance rC

below the surface. The diffusion-limited transfer rate is
given by

(15.23)

These values are shown in Figure 15.23 (bottom) for vari-
ous surface densities of the acceptor. Energy transfer can be
50% efficient for only 1 acceptor per 5000 phospholipids, if
the distance of closest approach is 10 Å.

This model was applied to egg phosphatidylcholine
vesicles labeled with eosin-phosphatidylethanolamine
(eosin-PE) as the acceptor. The donor was Tb(DPA)3, where
DPA is dipicolinic acid. The donor was trapped in the inter-
nal aqueous volume of the vesicles. Energy transfer from
the Tb(DPA)3 to the eosin acceptor was about 50% efficient
at just one acceptor per 1000 phospholipid molecules (Fig-
ure 15.24). The distance of closest approach of Tb(DPA)3 to
eosin was determined by comparison with curves calculat-
ed using eq. 15.23. The overall diameter of the vesicles was
estimated by electron microscopy, allowing b to be fixed at
150 Å. The extent of energy transfer was consistent with a
distance of closest approach of 10 Å (Figure 15.24), sug-
gesting the eosin was localized just under the surface of the
membrane. It was not necessary to consider eosin in the
outer bilayer since the distance of closest approach deter-
mined the transfer efficiency.

15.6.2. Location of Retinal in Rhodopsin:
Disc Membranes

The model of a long-lived donor trapped in vesicles was
applied to rhodopsin, the photoreceptor protein in retinal
rods. This membrane-bound protein contains a retinal chro-
mophore, which serves as the acceptor (Figure 15.25).60,63 It

�
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Figure 15.23. Effect of the distance of closest approach (rC) between
the donor and acceptor on the transfer efficiency in the rapid-diffusion
limit. R0 = 50 Å in this calculation. Top: Solution of donors and accep-
tors. The acceptor concentrations are 1.0, 0.1, and 0.01 mM. Bottom:
Solution of donors trapped in the inner aqueous space of a membrane
vesicle containing a spherical shell of acceptors at radius b = 150 Å.
The surface densities of acceptor are 0.02, 0.002, and 0.0002 per phos-
pholipid (acceptors per 70 Å2). Revised from [58].

Figure 15.24. Diffusion-limited energy transfer from Tb(DPA)3

trapped in the inner volume of egg PC vesicles labeled with eosin-
phosphatidylethanolamine as the acceptor. The solid lines were calcu-
lated using eq. 15.23 assuming R0 = 45.6 Å and b = 150 Å, and assum-
ing an area of 70 Å2 per phospholipid. Revised from [58].



was possible to prepare vesicles containing rhodopsin that
had the same sidedness as native disc membranes.

The absorption spectrum of the acceptor is shown in
Figure 15.26. Fortunately, retinal can be photobleached,
thus decreasing the acceptor concentration in the disc mem-
branes. Prior to photobleaching its absorption spectrum
overlaps with that of the Tb3+ donor. The emission spectrum
of terbium is typical of the lanthanides. The emission is
from f orbitals of the atom, and typically consist of highly
structured line spectra. Also, it is common to use lanthanide
chelates, rather than lanthanides alone. This is because the
lanthanides are extremely weak absorbers, with extinction
coefficients near 0.1 M–1 cm–1. Fortunately, lanthanides can
be chelated with aromatic absorbers such as dipicolinate
(Figure 15.26). Light absorbed by the ligand is efficiently
transferred to the Tb3+, resulting in effective absorption
coefficients orders of magnitude larger than the uncom-
plexed lanthanides.

In order to localize the retinal in membranes, terbium
was added to the inside or outside of vesicles. Intensity
decays for Tb3+ trapped inside the disc vesicles are shown
in Figure 15.27. The intensity decay is a single exponential
in the absence and presence of rhodopsin as predicted for
diffusive averaging. The Tb3+ decays as a single exponential
in the presence of acceptors because all of the Tb3+ donor
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Figure 15.25. Schematic diagram of rhodopsin in a membrane. The
single retinal moiety is placed midway between the membrane sur-
faces, roughly consistent with the energy transfer data. Reprinted with
permission from [60]. Copyright © 1982, Academic Press Inc.

Figure 15.27. Emission kinetics of terbium dipicolinate trapped inside
disc membrane vesicles. The fluorescence intensity (plotted on a log-
arithmic scale) is shown as a function of time after a 1-µs exciting
light pulse. Circles (fastest decay), unbleached membranes; triangles,
partially bleached; squares, completely bleached. Revised from [60].

Figure 15.26. Top: Emission spectrum of the donor terbium dipicoli-
nate. Bottom: Absorption spectrum of the retinal acceptor, before
(solid) and after (dashed) photobleaching. Reprinted with permission
from [60]. Copyright © 1982, Academic Press Inc.



experience the same diffusion-limited rate of transfer. Pho-
tobleaching of the retinal decreases its effective concentra-
tion, and the Tb3+ lifetime increases.

The decay times found for Tb3+ within the vesicles can
be used to determine the transfer efficiency. Since the inten-
sity decays are single exponentials, the efficiency can be
calculated from

(15.24)

where τDA and τD are the Tb3+ decay times in the presence
and in the absence of energy transfer. The transfer efficien-
cy is then compared with that predicted using eq. 15.23 to
determine the retinal distance below the inner membrane
surface. The distance of retinal from the inner membrane
surface was estimated to be 22 Å.

15.7. CONCLUSIONS

The phenomenon of Förster transfer is simultaneously sim-
ple and complex. While the theory describing the mecha-
nism of dipolar transfer is complex, the result is dependable
and robust. Förster distances can be predicted with good
accuracy from the spectral properties of the donor and
acceptor. There are no known exceptions to Förster transfer,
so that RET can be reliably assumed to occur whenever the
donors and acceptors are in close proximity. Hence, RET is
a reliable method to study the proximity and geometric dis-
tributions of donor–acceptor pairs.

The complexity of energy transfer arises from the
occurrence of distance distributions, non-random distribu-
tions, and donor-to-acceptor diffusion. These phenomena
result in complex theory, not because of Förster transfer, but
because of the need to average the distance dependence
over various geometrics and timescales.
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PROBLEMS

P15.1. Estimation of the Distance of Closest Approach (rC)
for Donor and Acceptor Lipids in Vesicles: Egg yolk
phosphatidylethanolamine (PE) vesicles were pre-
pared containing donors and acceptors. The donor
was N-(7-nitrobenz-2-oxa-1,3-diazol-4-yl)-phos-
phatidylethanolamine (NBD-PE). The acceptor was
N-(lissamine-rhodamine-â-sulfonyl)-phosphatidyl
ethanolamine (Rh-PE).64 Emission spectra are shown
in Figure 15.28.

Estimate the distance of closest approach of NBD-
PE and Rh-PE. Assume a phospholipid molecule
(PE) occupies 70 Å2 and that the Förster distance is
50 Å. How could the measured donor quenching

exceed the maximum predicted quenching in Fig-
ure 15.17?

P.15.2.  Calculation of the Maximum Transfer Rate for Diffu-
sion-Limited Quenching: Wensel et al.62 examined
quenching of a positively charged terbium chelate by
ethidium bromide bound to double-helical DNA. In
the presence of DNA alone the decay time was 0.844
ms, and in the presence of DNA ethidium bromide the
decay time was 0.334 ms (Figure 15.29).

For a donor in an infinite cylinder like DNA the dif-
fusion limited transfer rate is given by

(15.25)

Calculate the observed value of kT
b, and compare it

with the maximum theoretical value assuming R0 =
30.2 Å = 3.02 nm and rc = 1.1 nm due to the combined
radii of the donor and DNA. Explain the difference
between the values of kT

b.

P.15.3.  Acceptor Concentrations for 50% Energy Transfer
in One, Two, and Three Dimensions: The equations
describing the intensity decays in one, two, and
three dimensions (eqs. 15.12, 15.9, and 15.1) were
numerically integrated over time to obtain the rela-
tive donor quantum yields versus normalized con-
centrations (C/C0). Using this graph (Figure 15.30)
calculate the acceptor concentration for 50% trans-
fer in a homogeneous solution (mM), for a mem-

kbT �
1.672R6

0

τDr
3
C

   (in M�1 sec�1)
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Figure 15.28. Emission spectra of egg yolk phosphatidylethanol-
amine vesicles containing 1 mole% NBD-PE and the indicated mole%
of Rh-PE. Excitation wavelength 455 nm. Revised from [64].

Figure 15.29. Intensity decays of TbBED2A+ in the presence of DNA,
or DNA with ethidium bromide (EB). The concentration of EB was
2.77 µM. Revised from [62].



brane (acceptor per phospholipid), and for DNA
(acceptor per base pair). For the membranes
assume 70 Å2 per phospholipid, and for DNA
assume 3.4 Å per base pair. Use R0 = 50 Å. Are
these acceptor concentrations practical for proteins,
membranes or nucleic acids?

P15.4. Calculation of R0 from the Extent of Donor Quench-
ing: Figure 15.31 shows calculated donor decays for
membrane-bound donors and acceptors.50 The sim-
ulations were performed using 70 Å2 per lipid mol-

ecule and the acceptor densities (A/PL) shown in
Figure 15.31. Calculate the R0 value for this
donor–acceptor pair.
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Figure 15.30. Relative donor quantum yield versus C/C0 in one (1D),
two (2D), and three (3D) dimensions.

Figure 15.31. Calculated time-resolved decays of donor fluorescence
for membrane-bound donors and acceptors. The area per lipid (PL)
molecule was taken as 70 Å2 per lipid. Revised from [50].



The biochemical applications of fluorescence often utilize
intrinsic protein fluorescence. Among biopolymers, pro-
teins are unique in displaying useful intrinsic fluorescence.
Lipids, membranes, and saccharides are essentially nonflu-
orescent, and the intrinsic fluorescence of DNA is too weak
to be useful. In proteins, the three aromatic amino acids—
phenylalanine, tyrosine, and tryptophan—are all fluores-
cent. These three amino acids are relatively rare in proteins.
Tryptophan, which is the dominant intrinsic fluorophore, is
generally present at about 1 mole% in proteins. The small
number of tryptophan residues is probably the result of the
metabolic expense of its synthesis. A protein may possess
just one or a few tryptophan residues, facilitating interpre-
tation of the spectral data. If all twenty amino acids were
fluorescent then protein emission would be more complex.

A valuable feature of intrinsic protein fluorescence is
the high sensitivity of tryptophan to its local environment.
Changes in the emission spectra of tryptophan often occur
in response to conformational transitions, subunit associa-
tion, substrate binding, or denaturation. These interactions
can affect the local environment surrounding the indole
ring. Tyrosine and tryptophan display high anisotropies that
are often sensitive to protein conformation and the extent of
motion during the excited-state lifetime. Also, tryptophan
appears to be uniquely sensitive to collisional quenching,
apparently due to a tendency of excited-state indole to
donate electrons. Tryptophan can be quenched by external-
ly added quenchers or by nearby groups within the proteins.
There are numerous reports on the use of emission spectra,
anisotropy, and quenching of tryptophan residues in pro-
teins to study protein structure and function.

A complicating factor in the interpretation of protein
fluorescence is the presence of multiple fluorescent amino
acids in most proteins. The environment of each residue is
distinct and the spectral properties of each residue are gen-
erally different. However, the absorption and emission
spectra of tryptophan residues in proteins overlap at most

usable wavelengths, and it is difficult to separate the spec-
tral contributions of each tryptophan in a multi-tryptophan
protein. Complex time-resolved intensity decays are found
even for proteins that contain a single-tryptophan residue.
Most single-tryptophan proteins display multi-exponential
intensity decays. For this reason one cannot simply inter-
pret the multiple decay times of a multi-tryptophan protein
in terms of the individual tryptophan residues in a protein.

As a further complicating factor, tryptophan displays
complex spectral properties due to the presence of two
nearly isoenergetic excited states, 1La and 1Lb. The electron-
ic transitions display distinct absorption, emission, and ani-
sotropy spectra, and are differently sensitive to solvent
polarity. The complexity of indole photophysics has stimu-
lated detailed studies of protein fluorescence, but has also
inhibited interpretation of the data.

Protein fluorescence can be complex, but considerable
progress has been made in the past decade. The origin of the
multi-exponential decay of tryptophan in water is now
largely understood as due to the presence of rotational con-
formational isomers (rotamers). These rotamers have differ-
ent orientations of the amino and carboxyl groups relative
to the indole ring. Studies of single-tryptophan proteins
have provided information on the spectral properties of
tryptophan in unique environments. Widely different spec-
tral properties have been observed for single-tryptophan
proteins. The highly variable tryptophan quantum yields of
proteins appear to be the result of nearby quenchers in the
protein, which include lysine and histidine residues. Under
appropriate conditions it appears that even amide groups in
the peptide backbone can act as quenchers. The use of site-
directed mutagenesis has allowed creation of mutants that
contain one instead of several tryptophan residues, insertion
of tryptophan at desired locations in the protein, and modi-
fication of the environment around a tryptophan residue.
Examination of single-tryptophan proteins and engineered
proteins has provided a more detailed understanding of how
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the local environment determines the spectral properties of
tryptophan. It is also possible to insert tryptophan ana-
logues into proteins. These analogues display unique spec-
tral features, and are observable in the presence of other
tryptophan residues.

In summary, a growing understanding of indole photo-
physics, the ability to place the tryptophan residues at
desired locations, and the availability of numerous protein
structures has resulted in increased understanding of the
general factors that govern protein fluorescence. The high

sensitivity of the emission from tryptophan to the details of
its local environment have provided numerous opportuni-
ties for studies of protein functions, folding, and dynamics.

16.1. SPECTRAL PROPERTIES OF THE 
AROMATIC AMINO ACIDS

Several useful reviews and monographs have summarized
the spectral properties of proteins.1–9 Proteins contain three
amino-acid residues that contribute to their ultraviolet fluo-
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Figure 16.1. Absorption (A) and emission (E) spectra of the aromatic amino acids in pH 7 aqueous solution. Courtesy of Dr. I. Gryczynski, unpub-
lished observations.



rescence which are usually described by their three- or one-
letter abbreviations. These are tyrosine (tyr, Y), tryptophan
(trp, W), and phenylalanine (phe, F). The absorption and
emission spectra of these amino acids are shown in Figure
16.1. Emission of proteins is dominated by tryptophan,
which absorbs at the longest wavelength and displays the
largest extinction coefficient. Energy absorbed by pheny-
lalanine and tyrosine is often transferred to the tryptophan
residues in the same protein.

Phenylalanine displays the shortest absorption and
emission wavelengths. Phenylalanine displays a structured
emission with a maximum near 282 nm. The emission of
tyrosine in water occurs at 303 nm and is relatively insensi-
tive to solvent polarity. The emission maximum of trypto-
phan in water occurs near 350 nm and is highly dependent
upon polarity and/or local environment. Indole is sensitive
to both general solvent effects (Section 16.1.2). Indole dis-
plays a substantial spectral shift upon forming a hydrogen
bond to the imino nitrogen, which is a specific solvent
effect (Section 6.3). Additionally, indole can be quenched
by several amino-acid side chains. As a result, the emission
of each tryptophan residue in a protein depends on the
details of its surrounding environment.

Protein fluorescence is generally excited at the absorp-
tion maximum near 280 nm or at longer wavelengths. Con-
sequently, phenylalanine is not excited in most experiments.
Furthermore, the quantum yield of phenylalanine in pro-
teins is small—typically near 0.03—so emission from this
residue is rarely observed for proteins. The absorption of
proteins at 280 nm is due to both tyrosine and tryptophan
residues. At 23EC in neutral aqueous solution the quantum
yields of tyrosine and tryptophan are near 0.14 and 0.13,
respectively,10 the reported values being somewhat variable.
At wavelengths longer than 295 nm, the absorption is due
primarily to tryptophan. Tryptophan fluorescence can be
selectively excited at 295–305 nm. This is why many papers
report the use of 295-nm excitation, which is used to avoid
excitation of tyrosine.

Tyrosine is often regarded as a rather simple fluo-
rophore. However, under some circumstances tyrosine can
also display complex spectral properties. Tyrosine can
undergo excited-state ionization, resulting in the loss of the
proton on the aromatic hydroxyl group. In the ground state
the pKA of this hydroxyl is about 10. In the excited state the
pKA decreases to about 4. In neutral solution the hydroxyl
group can dissociate during the lifetime of the excited state,
leading to quenching of the tyrosine fluorescence. Tyrosi-
nate is weakly fluorescent at 350 nm, which can be con-

fused with tryptophan fluorescence. Tyrosinate emission is
observable in some proteins, but it appears that excited-
state ionization is not a major decay pathway for tyrosine in
proteins.

Because of their spectral properties, resonance energy
transfer can occur from phenylalanine to tyrosine to trypto-
phan. Energy transfer has been repeatedly observed in
many proteins and is one reason for the minor contribution
of phenylalanine and tyrosine to the emission of most pro-
teins. Also, blue-shifted tryptophan residues can transfer the
excitation to longer wavelength tryptophan residues. The
anisotropies displayed by tyrosine and tryptophan are sen-
sitive to both overall rotational diffusion of proteins, and the
extent of segmental motion during the excited-state life-
times. Hence, the intrinsic fluorescence of proteins can pro-
vide considerable information about protein structure and
dynamics, and is often used to study protein folding and
association reactions. We will present examples of protein
fluorescence that illustrate the use of intrinsic fluorescence
of proteins. In Chapter 17 we describe time-resolved stud-
ies of protein fluorescence.

16.1.1. Excitation Polarization Spectra of 
Tyrosine and Tryptophan

The emission maximum of tryptophan is highly sensitive to
the local environment, but tyrosine emission maximum is
rather insensitive to its local environment. What is the rea-
son for this distinct behavior? Tryptophan is a uniquely
complex fluorophore with two nearby isoenergetic transi-
tions. In contrast, emission from tyrosine appears to occur
from a single electronic state.

Information about overlapping electronic transitions
can be obtained from the excitation anisotropy spectra
(Chapter 10). The anisotropy spectrum is usually measured
in frozen solution to prevent rotational diffusion during the
excited-state lifetime. For a single electronic transition the
anisotropy is expected to be constant across the absorption
band. The anisotropy of tyrosine (Figure 16.2) is relatively
constant across the long-wavelength absorption band
(260–290 nm). Most fluorophores display some increase in
anisotropy as the excitation wavelength increases across the
S0 → S1 transition (260–290 nm), but such an anisotropy
spectrum is usually regarded as the result of a single transi-
tion. The anisotropy data in Figure 16.2 are for N-acetyl-L-
tyrosinamide (NATyrA) instead of tyrosine. Neutral deriva-
tives of the aromatic amino acids are frequently used
because the structures of these derivatives resemble those of
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the residues found in proteins. The quantum yield and life-
times of tyrosine and tryptophan can be affected by the ion-
ization state of the amino and carboxyl groups in tyrosine
and tryptophan. These effects can be avoided by use of the

neutral analogues, but it is now known that amide groups
can sometimes act as quenchers.14–15

Interpretation of the anisotropy or anisotropy decay is
aided by knowledge of the direction of the electronic tran-
sition in the fluorophore. The lowest electronic transition of
tyrosine, with absorption from 260 to 290 nm, is due to the
1Lb transition oriented across the phenol ring16 (Figure
16.3). The 1La transition is the origin of the stronger absorp-
tion below 250 nm. The anisotropy of tyrosine decreases for
shorter-wavelength excitation (Figure 16.2) and becomes
negative below 240 nm (not shown). This indicates that the
1La transition is nearly perpendicular to the 1Lb emitting
state. For longer-wavelength excitation, above 260 nm, the
anisotropy is positive, indicating the absorption transition
moment is mostly parallel to the 1Lb emission transition
moment. For excitation above 260 nm the absorption and
emission occur from the same 1Lb state.

In contrast to tyrosine, indole and tryptophan do not
display constant anisotropy across the long-wavelength
absorption band (Figure 16.4).17–18 On the long-wavelength
side of the absorption tryptophan displays a high value of r0

near 0.3. This indicates nearly collinear absorption and
emission dipoles. The anisotropy decreases to a minimum
at 290 nm, and increases at excitation wavelengths from
280 to 250 nm. This complex behavior is due to the pres-
ence of two electronic transitions to the 1La and 1Lb states in
the last absorption band (Figure 16.3). These transition
moments are oriented nearly perpendicular to each
other,19–23 so that the fundamental anisotropy (r0) is strong-
ly dependent on the fractional contribution of each state to
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Figure 16.2. Excitation spectrum and excitation anisotropy spectra of
N-acetyl-L-tyrosinamide (NATyrA). The fluorescence anisotropies
(O) were measured in a mixture of 70% propylene glycol with 30%
buffer at –62°C. The emission was observed at 302 nm. Data from
[11–13].

Figure 16.3. Electronic absorption transitions in tyrosine and trypto-
phan. Data from [16–17].

Figure 16.4. Excitation anisotropy spectra of tryptophan in propylene
glycol at –50°C. Also shown are the anisotropy-resolved spectra of the
1La (dotted) and 1Lb (dashed) transitions. Data from [18].



the absorption. The minimum anisotropy near 290 nm is
due to a maximum in the absorption of the 1Lb state. The
emission of tryptophan in solution and of most proteins is
unstructured and due to the 1La state. The anisotropy is low
with 290-nm excitation, because the emission is from a
state (1La), which is rotated 90E from the absorbing state
(1Lb). This is another reason why protein fluorescence is
often excited at 295 to 300 nm. For these excitation wave-
lengths only the 1La state absorbs and the anisotropy is high.
If emission occurs from the 1Lb state the emission spectrum
frequently displays a structured emission spectrum.

The excitation anisotropy spectra can be used to
resolve the absorption spectra of the 1La and 1Lb states.24

This procedure is based on the additivity of anisotropies
(Section 10.1). This resolution assumes that the maximal
anisotropy is characteristic of absorption to and emission
from a single state, the 1La state. A further assumption is
that the transitions to the 1La and 1Lb states are oriented at
90E. Using these assumptions the 1La absorption is found to
be unstructured and to extend to longer wavelengths than
the structured 1Lb absorption (Figure 16.4). The dominance
of 1La absorption at 300 nm, and emission from the same
1La state, is why proteins display high anisotropy with long-
wavelength excitation.

The possible emission from two states can complicate
the interpretation of time-resolved intensity decays. For
example, the intensity decay of tryptophan at pH 7 is a dou-
ble exponential, with decay times near 0.5 and 3.1 ns. At
first it was thought that the two decay times were due to
emission from the 1La and 1Lb states.25 However, it is now
thought26–27 that the two decay times have their origin in the
rotamer populations, and that tryptophan emits only from
the 1La state unless the local environment is completely
nonpolar. An early report of 2.1 and 5.4 ns for the two decay
times of tryptophan28 is an error due to photodecomposition
of the sample. Time-resolved protein fluorescence will be
discussed in more detail in Chapter 17.

16.1.2. Solvent Effects on Tryptophan Emission
Spectra

In order to understand protein fluorescence it is important
to understand how the emission from tryptophan is affected
by its local environment.30–35 One factor affecting trypto-
phan emission is the polarity of its surrounding environ-
ment. The emission spectrum of tryptophan is strongly
dependent on solvent polarity. Depending upon the solvent,
emission can occur from the 1La or 1Lb states, but emission

from the 1Lb state is infrequent. This is because the emis-
sion of tryptophan is sensitive to hydrogen bonding to the
imino group. This sensitivity is shown by the emission
spectra of indole in cyclohexane, which are sensitive to
trace quantities of hydrogen bonding solvent (Figure 16.5).
These spectra show the presence of specific and general sol-
vent effects.29 In pure cyclohexane, in the absence of hydro-
gen bonding, the emission is structured, and seems to be a
mirror image of the absorption spectrum of the 1Lb transi-
tion (compare Figures 16.4 and 16.5). In the presence of a
hydrogen-bonding solvent (ethanol) the structured emission
is lost and the emission mirrors the 1La transition. These
structured and unstructured emission spectra indicate the
possibility of emission from either the 1La or 1Lb state. The
1La state is more solvent sensitive than the 1Lb state. The 1La

transition shifts to lower energies in polar solvents. The
higher solvent sensitivity for the 1La state seems reasonable
since the 1La transition more directly involves the polar
nitrogen atom of indole (Figure 16.3). Furthermore, the
excited-state dipole moment of the 1La state is near 6 debye,
but the excited-state dipole moment is smaller for the 1Lb

state.36 In a completely nonpolar environment the 1Lb state
can have lower energy and dominate the emission. In a
polar solvent the 1La state has the lower energy and domi-
nates the emission. The electrical field due to the protein, or
the solvent reaction field, may also influence the emission
spectrum of indole.36–37

The different solvent sensitivities of the 1La and 1Lb

states of indole can be seen in the absorption spectra of
indole in the cyclohexane–ethanol mixtures (Figure 16.6).
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Figure 16.5. Emission spectra of indole in cyclohexane, ethanol and
their mixtures at 20°C. From [29].



As the ethanol concentration is increased the vibrational
structure at 288 nm decreases. Similar results have been
observed for indole derivatives.38–39 These spectral changes
can be understood as a red shift of the 1La absorption spec-
trum due to interaction of indole with the polar solvent.
This energy shift is probably due to both hydrogen bonding
interactions with the imino group and the general effects of
solvent polarity. The 1Lb state is less sensitive to solvent,
and its absorption is less affected by polar solvent.

The properties of the 1La and 1Lb states explain the
complex emission spectra displayed by indole (Figure
16.5). In a completely nonpolar solvent the structured 1Lb

state can be the lowest energy state, resulting in structured
emission. The presence of polar solvent decreases the ener-
gy level of the 1La state, so that its unstructured emission
dominates. At higher ethanol concentrations these specific
solvent interactions are saturated, and indole displays a
polarity-dependent red shift consistent with general solvent
effects. Very few proteins display a structured emission,
which suggests few tryptophan residues are in completely
nonpolar environments.

16.1.3. Excited-State Ionization of Tyrosine

Tyrosine displays a simple anisotropy spectrum, but it is
important to recognize the possibility of excited-state ion-
ization. Excited-state ionization occurs because the pKA of
the phenolic hydroxyl group decreases from 10.3 in the

ground state to about 4 in the excited state. Ionization can
occur even at neutral pH, particularly if the solvent contains
proton acceptors such as acetate. Tyrosinate emission is
most easily observed at high pH, where the phenolic OH
group is ionized in the ground state (Figure 16.7). In 0.01
M NaOH (pH 12) the emission of tyrosine is centered near
345 nm.6,40 The emission from tyrosinate can be mistaken
for tryptophan. The decay time of tyrosinate at pH 11 has
been reported to be 30 ps.41

In Figure 16.7 the tyrosine hydroxyl group is ionized in
the ground state. Tyrosinate emission can also be observed
at neutral pH, particularly in the presence of a base that can
interact with the excited state. One example is shown in
Figure 16.8, which shows the emission spectra of tyrosine
at the same pH, but with increasing concentrations of
acetate buffer. The emission intensity decreases with
increased acetate concentrations. This decrease occurs
because the weakly basic acetate group can remove the phe-
nolic proton, which has a pKa of 4.2 to 5.3 in the first sin-
glet state.40–43 If the tyrosinate form does not emit, the
acetate behaves like a collisional quencher, and the extent
of excited-state ionization and quenching depends on the
acetate concentration. Tyrosine can also form ground-state
complexes with weak bases such as phosphate.44–45

Because of its low quantum yield the emission from
tyrosinate is not easily seen in Figure 16.8. This emission is
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Figure 16.6. Absorption spectra of indole in cyclohexane
with increasing amounts of ethanol. Data courtesy of Dr. Ignacy Gryc-
zynski.

Figure 16.7. Normalized emission spectra of tyrosine at pH 7 and in
0.01 M NaOH (pH 12). Modified from [16].



more easily seen in the peak-normalized emission spectra
(Figure 16.9). In 2.0 M acetate tyrosine displays the usual
emission maximum slightly above 300 nm. However, there
is also increased intensity at 340 nm. This component is
shown in the difference emission spectrum that displays a
maximum near 345 nm. The important point is that the phe-
nolic group of tyrosine can ionize even at neutral pH, and
the extent to which this occurs depends on the base concen-
tration and exposure of tyrosine to the aqueous phase.

In the example shown in Figure 16.9, tyrosinate was
formed in the excited state, following excitation of un-ion-
ized tyrosine. More complex behavior is also possible. The
extent of excited-state ionization is limited by the short
decay time of tyrosine and occurs to a limited extent under
most conditions. Tyrosine can form a ground-state complex
with weak bases.46–47 In these complexes the hydroxyl
group is not ionized, but is prepared to ionize immediately
upon excitation. Quenching of tyrosine by phosphate and
other bases can thus proceed by both static complex forma-
tion and by a collisional Stern-Volmer process.46–47

16.1.4. Tyrosinate Emission from Proteins

Tyrosinate emission has been reported for a number of pro-
teins that lack tryptophan residues.48–52 Several examples
are shown in Figure 16.10. Crambin contains two tyrosine
residues that emit from the un-ionized state. Purothionines
are toxic cationic proteins isolated from wheat. α1- and β-
purothionin have molecular weights near 5000 daltons and
do not contain tryptophan. The emission spectrum of β-
purothionin is almost completely due to the ionized tyrosi-
nate residue, and the emission from α1-purothionin shows
emission from both tyrosine and tyrosinate. The emission
from cytotoxin II, when excited at 275 nm, shows contribu-
tions from both the ionized and un-ionized forms of tyro-
sine. For three proteins the tyrosinate emission is thought to
form in the excited state, but may be facilitated by nearby
proton acceptor side chains. Examination of the emission
spectra in Figure 16.10 shows that tyrosinate emission can
appear similar to and be mistaken for tryptophan emission,
or conversely that tryptophan contamination in a sample
can be mistaken for tyrosinate emission.

16.2. GENERAL FEATURES OF 
PROTEIN FLUORESCENCE

The general features of protein fluorescence have been
described in several reviews.53–56 Most proteins contain
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Figure 16.8. Corrected fluorescence emission spectra of tyrosine in
acetate/acetic acid buffer solutions of differing ionic strength. pH =
6.05. Revised from [42].

Figure 16.9. Corrected fluorescence emission spectra of tyrosine in
0.009 and 2 M acetate solutions at pH = 6.05. The difference spectrum
with a maximum near 340 nm is due to tyrosinate. Revised from [42].



multiple tryptophan residues, and the residues contribute
unequally to the total emission. There have been attempts to
divide proteins into classes based on their emission spec-
tra.56–59 The basic idea is that the tryptophan emission spec-
trum should reflect the average environment of the trypto-
phan. For tryptophan in a completely apolar environment a
blue-shifted structured emission characteristic of indole in
cyclohexane can be observed. As the tryptophan residue
becomes hydrogen bonded or exposed to water, the emis-
sion shifts to longer wavelengths (Figure 16.11). In fact,
individual proteins are known that display this wide range
of emission spectra.60–61 For example, later in this chapter
we will see that azurin displays an emission spectrum char-
acteristic of a completely shielded tryptophan residue. The
emission from adrenocorticotropin hormone (ACTH) is
characteristic of a fully exposed tryptophan residue.

The emission maximum and quantum yield of trypto-
phan can vary greatly between proteins. Denaturation of
proteins results in similar emission spectra and quantum
yields for the unfolded proteins. Hence, the variations in
tryptophan emission are due to the structure of the protein.
We are not yet able to predict the spectral properties of pro-
teins using the known structures, but some efforts are
underway.61 One might expect that proteins that display a
blue-shifted emission spectrum will have higher quantum
yields (Q) or lifetimes (τ). Such behavior is expected from
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Figure 16.10. Emission spectra of proteins that lack tryptophan
residues. Neutral pH. Revised from [48–49].

Figure 16.11. Effect of tryptophan environment on the emission spectra. The emission spectra are those of apoazurin Pfl, ribonuclease T1, staphylo-
coccal nuclease, and glucagon, for 1 to 4, respectively. Revised from [59] and [60].



the usual increase in quantum yield when a fluorophore is
placed in a less polar solvent. For instance, the lifetime of
indole decreases from 7.7 ns in cyclohexane to 4.1 ns in
ethanol.29 However, for single-tryptophan proteins there is
no clear correlation between quantum yields and lifetimes
(Figure 16.12). As described in Chapter 1, the natural life-
time (τN) of a fluorophore is the reciprocal of the radiative
decay rate, which is typically independent of the fluo-
rophore environment. The value of τN can be calculated
from the measured lifetime (τ) and quantum yield (Q), τN =
τ/Q. Surprisingly, the apparent values of τN vary consider-
ably for various proteins. Apparently, the complexity of the
protein environment can override the general effects of
polarity on the lifetime of tryptophan.

Why should the natural lifetimes of proteins be vari-
able? One explanation is that some tryptophan residues are
completely quenched in a multi-tryptophan protein, and

thus do not contribute to the measured lifetime and the
emission maximum. For instance, indole is known to be
partially quenched by benzene. Hence, indole may be
quenched by nearby phenylalanine residues in proteins. The
nonfluorescent residues still absorb light, and thus result in
highly variable quantum yields for the different proteins.
The residues that are completely quenched will not con-
tribute to the measured lifetime. As a result the apparent
value of the natural lifetime τN will be larger than the true
value. The lack of correlation between emission spectra and
lifetimes of proteins is probably due to the effects of specif-
ic protein environments that quench particular tryptophan
residues. One can imagine the proteins to be in slightly dif-
ferent conformations that bring the residue closer or further
from a quenching group. Under these conditions only a
fraction of the protein population would be fluorescent.
This fluorescent fraction would display a longer lifetime
than expected from the quantum yield.

The variability of the lifetimes and quantum yields of
proteins has been a puzzle for the last several decades. The
reasons for this variability are now becoming understood,
but there is no single factor that explains the spectral prop-
erties summarized in Figure 16.12. There are several factors
that determine the emission from tryptophan residues.62–70

These are:

! quenching by proton transfer from nearby charged
amino groups,

! quenching by electron acceptors such as protonat-
ed carboxyl groups,

! electron transfer quenching by disulfides and
amides,

! electron transfer quenching by peptide bonds in the
protein backbone, and

! resonance energy transfer among the tryptophan
residues.

These interactions are strongly dependent on distance,
especially the rate of electron transfer, which decreases
exponentially with distance. The extent of electron transfer
quenching can also depend on the location of nearby
charged groups that can stabilize or destabilize the charge
transfer state.64 The rates of electron transfer and resonance
energy transfer can be large, so that some tryptophan resi-
dues can be essentially nonfluorescent. Additionally, a pro-
tein may exist in more than a single conformation, with
each displaying a different quantum yield. Proteins are
known in which specific tryptophan residues are quenched,
and examples where normally fluorescent tryptophan resi-
dues transfer energy to nonfluorescent tryptophan residues
(Chapter 17). In summary, the variability in the quantum
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Figure 16.12. Relationship of the emission maximum of proteins to
the quantum yield Q (top), mean lifetime τ� (middle), and natural life-
time τN (bottom). Courtesy of Dr. Maurice Eftink, University of
Mississippi.



yields and lifetimes of proteins is due to a number of inter-
actions, all of which depend on the details of the protein
structure.

16.3. TRYPTOPHAN EMISSION IN AN 
APOLAR PROTEIN ENVIRONMENT

Interpretation of protein fluorescence is hindered by the
presence of multiple-tryptophan residues in most proteins.
This has resulted in studies of single-tryptophan proteins.
Fluorescence studies of azurins have been uniquely inform-
ative. These are small copper-containing proteins with
molecular weights near 15,000 daltons. These proteins are
involved in the electron transfer system of denitrifying bac-
teria. Some of the azurins contain a single-tryptophan
residue that displays the most blue-shifted emission
observed for a tryptophan residue in proteins.

Emission spectra of the single-tryptophan azurin Pfl
from Pseudomonas fluorescens is shown in Figure 16.13. In
contrast to the emission from most proteins, the emission
spectrum of the wild-type (WT) proteins shows structure
characteristic of the 1Lb state.71–74 In fact, the emission spec-
trum of native azurin is nearly identical with that of the
tryptophan analogue 3-methyl-indole in the nonpolar sol-
vent methylcyclohexane (!). This indicates that the indole

residue is located in a completely nonpolar region of the
protein, most probably without a polar group for a hydro-
gen bond. These results agree with x-ray studies, which
show the indole group is located in the hydrophobic core of
the protein.75

If the structure of azurin is responsible for the trypto-
phan emission, then disruption of the protein structure
should result in a more typical emission spectrum. In the
presence of 6 M guanidine hydrochloride the tryptophan
emission loses its structure and shifts to 351 nm, character-
istic of a fully exposed tryptophan residue. The emission
spectra of denatured azurin (Figure 16.13) illustrate anoth-
er typical spectral property of proteins. The emission spec-
tra are different for excitation at 275 and 292 nm. For 275-
nm excitation a peak is observed near 300 nm, which is due
to the tyrosine residue(s). The occurrence of tyrosine emis-
sion indicates that resonance energy transfer from tyrosine
to tryptophan is not complete in denatured azurin. In the
native conformation there is no tyrosine emission with 275-
nm excitation. Either the tyrosines are quenched in the
native structure or energy transfer to the tryptophan residue
is highly efficient. For the denatured protein, excitation at
292 nm results in emission from only the tryptophan
residue. These spectra demonstrate the wide range of tryp-
tophan spectral properties that can be observed for proteins,
and show that changes in the emission spectra can be used
to follow protein unfolding.

16.3.1. Site-Directed Mutagenesis of a 
Single-Tryptophan Azurin

Molecular biology provides a powerful tool for unraveling
the complexities of protein fluorescence. Site-directed
mutagenesis and expression of mutant proteins allow the
amino-acid sequence of proteins to be altered.76–77 Amino-
acid residues in the wild-type sequence can be substituted
with different amino acids. Site-directed mutagenesis was
used to determine the effects of amino acids near the tryp-
tophan 48 (W48) on the emission spectra of azurin Pae
from Pseudomonas aeruginosa.78 The three-dimensional
structure of the protein consists of an α-helix plus eight β-
strands that form a hydrophobic core, the so called β-barrel
(Figure 16.14). The single-tryptophan residue W48 is locat-
ed in the hydrophobic region. The wild-type protein, with
no changes in the amino-acid sequence, displays the struc-
tured emission characteristic of indole in a nonpolar solvent
(Figure 16.15).
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Figure 16.13. Emission spectra of Pseudomonas fluorescens (ATCC-
13525-2) azurin Pfl. The solid lines show emission spectra for native
(0.01 M cacodylate, pH 5.3) and denatured (6 M GuHCl) azurin Pfl
for λex = 292. Also shown is the emission spectrum of denatured
azurin excited at 275 nm. The dots show the emission spectrum of 3-
methyl-indole in methylcyclohexane. Data from [73].



Site-directed mutagenesis of azurin was used to change
amino acids located near the tryptophan residue. A single
amino acid substitution was found to eliminate the struc-
tured emission spectrum of tryptophan. In a mutant protein
the nonpolar amino acid isoleucine (I) at position 7 was
replaced with serine (S). This mutant protein is referred to
as I7S. The amino acid serine contains a hydroxyl group,
which might be expected to form a hydrogen bond to indole
and thus mimic ethanol in cyclohexane (Figure 16.5). This
single amino acid substitution resulted in a complete loss of
the structured emission (Figure 16.15). The emission max-
imum is still rather blue shifted (λmax = 313 nm), reflecting
the predominantly nonpolar character of the indole environ-
ment. The emission of tryptophan 48 was also found to be
sensitive to substitution of the phenylalanine residue at
position 110 by serine (F110S, Figure 16.15). These studies
demonstrate that just a single hydrogen bond can eliminate
the structured emission of indole, and that the emission
spectra of indole are sensitive to small changes in the local
environment.

16.3.2. Emission Spectra of Azurins with One or
Two Tryptophan Residues

The azurins also provide examples of single-tryptophan
proteins with the tryptophan residues located in different
regions of the protein.79 Azurins isolated from different
microorganisms have somewhat different sequences.
Azurin Pae has a single buried tryptophan residue at posi-
tion 48. Azurin Afe has a single tryptophan on the surface
at position 118, and azurin Ade has tryptophan residues at
both positions 48 and 118. Each of these azurins displays
distinct emission spectra (Figure 16.16). The emission of
the buried residue W48 is blue shifted, and the emission of
the exposed residue W118 displays a red-shifted featureless
spectrum. The emission spectrum of azurin Ade with both
residues is wider and shows emission from each type of
tryptophan residue. Hence, a wide range of environments
can exist within a single protein.

16.4. ENERGY TRANSFER AND INTRINSIC 
PROTEIN FLUORESCENCE

Resonance energy transfer can occur between the aromatic
amino acids in proteins. Transfer is likely to occur because
of spectral overlap of the absorption and emission spectra
of phe, trp, and trp (Figure 16.1). The local concentrations
of these residues in proteins can be quite large. Consider a
typical globular protein with a molecular weight near
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Figure 16.14. α-Carbon backbone of wild-type azurin from
Pseudomonas aeruginosa. The environment around the single-trypto-
phan residue (W48) was varied by mutating isoleucine (I7) or pheny-
lalanine (F110).

Figure 16.15. Corrected steady-state fluorescence spectra of
holoazurin Pae: WT (solid), I7S (dotted), F110S (dashed). Data were
collected at 298°K in 20 mM Hepes buffer at pH 8.0. The excitation
wavelength was 285 nm. Reprinted with permission from [79].
Copyright © 1987, American Chemical Society.



50,000 daltons. Such a protein contains approximately 450
amino-acid residues (about 110 daltons per amino-acid
residue), about 10 of which will be one of the aromatic
amino acids. Using a typical density of proteins near 1.4
g/ml, one can calculate a protein radius near 24 Å. The con-
centration of aromatic amino acids in this protein is near
0.28 M = 280 mM.

Typical Förster distances (R0) and characteristic con-
centration values (A0) for energy transfer between the aro-
matic amino acids are listed in Table 16.1. These values
illustrate the range of distances and concentrations typical
of RET between the fluorescent amino acids. For any given
donor–acceptor pair the actual distances will depend on the
quantum yield and emission spectrum of the donor, which
can vary in different protein environments. Absorption
spectra are typically less sensitive to the environment, so
the emission spectrum and quantum yield of the donor are
the dominant origin of the range of R0 values. From the val-
ues in Table 16.1 it is evident that RET can be expected
between the aromatic amino acids in proteins.

The Förster distance for tryptophan-to-tryptophan
homotransfer is particularly variable. This is because the
extent of spectral overlap is strongly dependent on solvent
polarity. In polar solvents the emission spectrum of trypto-
phan is shifted away from the absorption spectrum and the
Förster distances are smaller. For instance, for the fully
exposed tryptophan residues in melittin the Förster distance
was estimated to be just 4 Å.80–81 At low temperature in vis-

cous solvent, where the Stokes shift was smaller, the R0

value for tryptophan homotransfer12 was found to be as
large as 16 Å. Hence trp-to-trp transfer can be expected in
proteins, particularly if some of the residues display a blue-
shifted emission.

16.4.1. Tyrosine to Tryptophan Energy Transfer in
Interferon-γ

The most commonly observed resonance energy transfer in
proteins is from tyrosine to tryptophan. This is because
most proteins contain both of these amino acids, and both
are readily excited at 275 nm. One example of tyr-to-trp
transfer is human interferon-γ, whose emission spectrum
depends on the extent of self-association. Interferon-γ is
produced by activated lymphocytes and displays antiviral
and immunoregulator activity. Its activity depends on the
extent of association to dimers. The intrinsic fluorescence
of interferon-γ was used to study its dissociation into
monomers.

Interferon-γ is usually a dimer of two identical 17, kDa
polypeptides, each containing one tryptophan residue at
position 36 and four tyrosine residues (Figure 16.17).90 The
emission spectrum of the interferon-γ dimer (Figure 16.18,
top) displays emission from both tyrosine and tryptophan
when excited at 270 nm. Only tryptophan emission is seen
for 295-nm excitation. To compare the relative intensities of
tyrosine and tryptophan the spectra were normalized at long
emission wavelengths where only tryptophan emits, fol-
lowed by subtraction of the spectrum with 295-nm excita-
tion from the spectrum with 270-nm excitation. This differ-
ence spectrum is seen to be that expected for tyrosine.
When incubated under the appropriate conditions, interfer-
on-γ dissociates into monomers. The relative intensity of
the tyrosine increases in the monomeric state (Figure 16.18,
lower panel). In the monomeric state the relative tyrosine
intensity is about half that of tryptophan. In the dimer the
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Figure 16.16. Fluorescence spectra of apo Pae azurin, apo Ade azurin,
apo Afe azurin. The fluorescence spectra of the holoproteins only dif-
fer from that of the apoproteins in that they have a reduced intensity.
Data reprinted with permission from [79]. Copyright © 1987, Ameri-
can Chemical Society.

Table 16.1. Förster Distances and Critical Concentrations
for Resonance Energy Transfer in Proteins

Donor              Acceptor             R0 (Å) A0 (M)a Ref.

Phe Tyr 11.5–13.5 0.29–0.18 82–84
Tyr Tyr 9–16 0.61–0.11 12, 13
Tyr Trp 9–18 0.61–0.08 12, 85–88
Trp Trp 4–16 7.0–0.11 12, 89

aThe critical concentration (A0) in moles/liter can be calculated from A0

= 447/R0
3, where R0 is in Å. See Chapter 13.



relative tyrosine intensity is about 20%. The relative in-
crease in tyrosine fluorescence in the monomeric state
occurs because the four tyrosines are more distant from the
tryptophan acceptors that are on the dissociated subunit.
This result shows that RET can occur between the subunits;
otherwise, the extent of tyr-to-trp energy transfer would be
independent of association.

16.4.2. Quantitation of RET Efficiencies in 
Proteins

In the previous paragraph we explained the emission spec-
tra of interferon-γ in terms of energy transfer, but we did not
consider the effect of dimer dissociation on the fluores-
cence intensity of the tryptophan residue. In fact, the tryp-
tophan emission intensity decreases approximately twofold

on dissociation.90 Fortunately, there is a means to measure
the efficiency of tyrosine-to-tryptophan energy transfer that
is independent of the tryptophan quantum yield. This ap-
proach depends on the relative absorbance of the aromatic
amino acids at various wavelengths85 (Figure 16.19). The
fraction of total absorbance due to each type of amino acid
can be calculated from the extinction coefficients in Figure
16.1. Above 295 nm only tryptophan absorbs, and its frac-
tional absorbance is 1.0. This is the basis for selective exci-
tation of tryptophan for wavelengths of 295 nm and longer.
As the wavelength decreases the fractional absorption of
tryptophan decreases and the fractional absorption of tyro-
sine increases. At a higher relative concentration of tyrosine
its fractional absorbance is larger.

The extent of tyr-to-trp energy transfer can be found by
measuring the relative tryptophan quantum yield for various
excitation wavelengths. The relative quantum yield is deter-
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Figure 16.17. Schematic of the interferon-γ dimer. Each monomer contains one tryptophan and four tyrosines.

Figure 16.18. Emission spectra of human recombinant interferon-γ
(hrIFN-γ), 10 mM tris, pH 7.7. Revised from [90].

Figure 16.19. Fractional absorption of tyrosine, tryptophan and
phenylalanine in a mixture of amino acids. The molar ratio of Tyr:Trp:
Phe (Y:W:P) are 1:1:1 (solid) and 2:1:1 (dashed). Revised from [85].



mined from the intensity observed with a given excitation
wavelength, divided by the absorbance at the excitation
wavelength. If energy transfer is 100% efficient, then the
tryptophan emits irrespective of whether tyrosine or trypto-
phan is excited. In this case the relative quantum yield Q(λ)
is independent of excitation wavelength. If there is no tyr-
to-trp energy transfer then the relative tryptophan quantum
yield decreases at shorter wavelengths. This decrease
occurs because light absorbed by the tyrosine does not
result in emission from the tryptophan. This can be under-
stood by recognizing that the absorbance is below 290 nm
due to both tyrosine and tryptophan. In the absence of ener-
gy transfer only absorption by tryptophan results in trypto-
phan emission.

The fractional absorbance of each type of amino acid
can be calculated from the absorbance due to each amino
acid. The fractional absorbance due to tryptophan is given
as follows:

(16.1)

where εi(λ) is the absorbance of the individual residues at
wavelength λ. For simplicity we deleted from this expres-
sion the minor term due to absorption by phenylalanine.
Figure 16.19 shows that only tryptophan absorbs at wave-
lengths longer than 295 nm. The relative quantum yield at
295-nm excitation is taken as a reference point at which all
the light is absorbed by tryptophan. The fluorescence is
monitored at 350 nm or longer to avoid tyrosine emission.
The relative quantum yield at any excitation wavelength is
given by

(16.2)

If E is 100% then the relative quantum yield of tryptophan
fluorescence is independent of excitation wavelength. If E
is zero then the relative quantum yield is given by the frac-
tional absorption due to tryptophan.

Equation 16.1 is written in terms of absorbance due to
each type of residues. If the number of tyrosine and trypto-
phan residues is known the fractional absorbance of trypto-
phan can be approximated from

(16.3)

where εi(λ) are the extinction coefficients, n is the number
of tryptophan residues per protein, and m is the number of
tyrosine residues per protein. This expression can be slight-
ly in error due to shifts in the absorption of the residues in
different environments.

The use of the relative quantum yield to determine the
energy transfer efficiency is illustrated by data for a dipep-
tide—tyr–trp—and for an equimolar mixture of tyrosine
and tryptophan (Figure 16.20). In the dipeptide the donor
and acceptor are well within the Förster distance and the
transfer efficiency is expected to be near 100%. This predic-
tion is confirmed by the independence of the tryptophan
quantum yield from the excitation wavelength. All the ener-
gy absorbed by tyrosine or tryptophan appears as trypto-
phan fluorescence. For the mixture of unlinked tyrosine and
tryptophan the relative quantum yield closely follows the
fractional absorbance due to tryptophan (E = 0), indicating
the absence of significant energy transfer.

Such data can be used to estimate the efficiency of
tyrosine–tryptophan energy transfer in proteins. The excita-
tion wavelength-dependent tryptophan quantum yields are
shown for interferon-γ in Figure 16.21. These values are
measured relative to the quantum yield at 295 nm, where
only tryptophan absorbs. The relative quantum yield
decreases with shorter excitation wavelengths in both the
monomeric and dimeric states. The quenching efficiency
(E) is estimated by comparison with curves calculated for
various transfer efficiencies. Using this approach the trans-

ftrp(λ) �
nεtrp(λ)

nεtrp(λ) � mεtyr(λ)

Q(λ) �
atrp(λ) � Eatyr(λ)

atrp(λ) � atyr(λ)

ftrp(λ) �
atrp(λ)

atrp(λ) � atyr(λ)
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Figure 16.20. Excitation wavelength dependence of the relative quan-
tum yield of the dipeptide tryptophanyltyrosine and an equimolar mix-
ture of tyrosine and tryptophan. The lines correspond to transfer effi-
ciencies of 0, 50, and 100%. Reprinted with permission from [85].
Copyright © 1969, American Chemical Society.



fer efficiency is estimated to be 20 and 60% in the monomer
and dimer, respectively. The decrease in relative quantum
yield is less in the dimeric state, indicating more efficient
tyr-to-trp energy transfer in the dimer. This implies that the
tyrosine residues in one subunit transfer to the tryptophan
residue in the other subunit. The larger decrease in relative
quantum yield for the monomer at 270 nm can be under-
stood as due to the lower transfer efficiency, so that fewer
of the photons absorbed by tyrosine appear as tryptophan
emission.

16.4.3. Tyrosine-to-Tryptophan RET in a 
Membrane-Bound Protein

Tyrosine-to-tryptophan RET was used to study folding of
the M13 procoat protein when bound to membranes. The
final M13 coat protein is inserted into the inner membrane
of E. coli prior to assembly of the M13 phage particle. The
procoat protein is thought to form two closely spaced α-
helices when bound to membranes (Figure 16.22). In order
to use tyr-to-trp RET the two natural tyrosine residues and
one tryptophan residue were mutated to phenylalanines. Tyr
and trp were then inserted at desired locations in the
sequence near the ends of the α-helical segments. The
residues are numbered relative to a residue above the left-
hand helix, which is taken as zero.

Emission spectra of three mutants are shown in Figure
16.23 for excitation at 280 and 295 nm.91 In the W21Y24
mutant, where the tyrosine and tryptophan are located only
three residues apart, there is no detectable tyrosine emis-
sion. For the W21Y(-15) mutant a tyrosine component is
seen on the short-wavelength side of the tryptophan emis-
sion. The W39Y(-15) mutant shows a smaller tyrosine com-
ponent.

It is difficult to use the emission spectra to determine
the tyr-to-trp RET efficiencies. The RET efficiencies were
determined from the excitation spectra (Figure 16.24).
These spectra (top panel) show higher amplitude at 280 nm
for the peptide that showed the lowest tyrosine emission
(W21Y24), and a lower intensity for 280-nm excitation for
the W21Y(-15) mutant. The transfer efficiencies can be
determined by comparison with normalized intensities
(lower panel). These results show the RET efficiency varies
from 0 to 100% depending on the location of the tyrosine
and tryptophan residues. The results of this analysis are
shown in Figure 16.25. The 0% transfer efficiency for
W21Y(-15) and the 50% transfer efficiency for W39Y(-15)
shows that this protein binds to membranes as a pair of
helices. Otherwise there would have been less efficient
transfer between W39 and Y(-15).

16.4.4. Phenylalanine to Tyrosine Energy Transfer

Resonance energy transfer can also occur from phenylala-
nine to tyrosine. Such transfer is rarely reported because
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Figure 16.21. Wavelength-dependence of the relative quantum yield
Q (λ) of 1 µM hrIFN-γ in the monomer and dimer states. All theoret-
ical and experimental data are normalized to absorbance at 295 nm.
Revised and reprinted with permission from [90]. Copyright © 1996,
American Chemical Society.

Figure 16.22. Schematic structure of membrane-bound M13 procoat
protein. The numbers refer to the positions in the sequence related to
residue 0 near the top of the left-side helix. Reprinted with permission
from [91]. Copyright © 2001, American Chemical Society.



tyrosine and tryptophan dominate the emission of most pro-
teins, and proteins are usually not excited at 260 nm where
phenylalanine absorbs. Phenylalanine emission was detect-
ed from an unusual histone-like protein, HTa, from the ther-
mophilic archaebacterium Thermoplasma acidophilum.82

HTa associates strongly with DNA to protect it from ther-
mal degradation. This highly unusual protein is a tetramer,
with five phenylalanine residues and one tyrosine residue in
each monomer, and no tryptophan residues (Figure 16.26).
In this class of organisms the more thermophilic variants
have higher phenylalanine contents in their histone-like
proteins. An experimentally useful property of this protein
is the ability to remove the tyrosine residues, located at the

third position from the carboxy terminus, by digestion with
carboxypeptidase A.

The emission spectrum of HTa excited at 252 nm is
shown in Figure 16.26 (solid, top panel). The emission
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Figure 16.23. Emission spectra of the M13 procoat protein. The posi-
tions of the tyrosine and tryptophan residues are shown on the figure.
Excitation at 280 (dashed) or 295 nm (dotted). The difference spectra
are shown as solid lines. Revised from [91].

Figure 16.24. Excitation spectra of mutant M13 procoat proteins. The
lower panel shows the quantum yields normalized according to eq.
16.2. Revised from [91].

Figure 16.25. Structure and RET efficiencies for the mutant M13 pro-
coat proteins. Data reprinted with permission from [91]. Copyright ©
2001, American Chemical Society.



appears to be similar to that of tyrosine with an emission
maximum near 300 nm. However, the spectrum also shows
a shoulder at 280 nm that is too blue-shifted to be due to
tyrosine. The origin of the dual emission was determined by
a comparison with the emission from tyrosine (dotted) and
phenylalanine (dashed) at equivalent concentrations. These
spectra show that the emission spectrum of HTa is due to
contributions from both the phe and tyr residues. Assign-
ment of the 280-nm emission to phenylalanine was also
accomplished by removal of the tyrosine residue by diges-
tion with carboxypeptidase A. This emission spectrum (Fig-
ure 16.23, lower panel) is identical to that found for pheny-
lalanine, identifying the emission at 280 nm as due to
phenylalanine.

The presence of phe-to-tyr energy transfer in HTa was
detected from the excitation spectra. Figure 16.27 shows
the corrected excitation spectrum of HTa, which was super-
imposed on the absorption spectra of tyrosine alone and a
5-to-1 mixture of phenylalanine and tyrosine. The emission
was measured at 330 nm, where only tyrosine emits. If
there were no phe-to-tyr energy transfer the excitation spec-
trum would be the same as the absorption spectrum of tyro-
sine. If phe-to-tyr RET was 100% efficient then the excita-
tion spectrum would be the same as the 5-to-1 phe-tyr mix-

ture. Hence the transfer efficiency is near 50%. Given R0 =
13.5 Å for phe-to-tyr energy transfer,82 and the diameter
expected for a protein with a molecular weight of 9934 dal-
tons, which is near 28 Å, it is not surprising that phenylala-
nine fluorescence is partially quenched in HTa. While most
proteins are larger, they may also contain multiple pheny-
lalanine and tyrosine residues. Phenylalanine-to-tyrosine
energy transfer is probably a common occurrence in pro-
teins when excited at 260 nm.

Removal of tyrosine from HTa provided a protein with-
out tyrosine or tryptophan and an opportunity to study the
emission of phenylalanine in a protein. The lifetime of
phenylalanine was near 22 ns, which is considerably longer
than the 2- to 5-ns values typical of tyrosine and tryptophan.
This lifetime of 22 ns is comparable to a measured value of
20 ns for a constrained analogue of phenylalanine.92 In HTa
and in the presence of tyrosine the lifetime of phenylalanine
is decreased to near 12 ns. This value is consistent with 50%
energy transfer from phenylalanine to tyrosine. It is inter-
esting to notice that the 12-ns decay time is observed at all
emission wavelengths, even those where only tyrosine is
expected to emit.82 Such long decay times are unlikely for
directly excited tyrosine. In this protein the excited pheny-
lalanines continue to transfer to tyrosine during their decay,
resulting in an apparent 12-ns tyrosine lifetime. This phe-
nomenon was described in Chapter 7 on excited-state reac-
tions.

16.5. CALCIUM BINDING TO CALMODULIN
USING PHENYLALANINE AND TYROSINE 
EMISSION

Calmodulin functions as a calcium sensor in all vertebrate
cells and regulates a large number of target enzymes. Cal-
modulin consists of a single polypeptide chain folded into
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Figure 16.26. Top: Emission spectra of archaebacterial histone-like
protein (HTa) excited at 252 nm (solid). Also shown are the emission
spectra of equivalent concentrations of phenylalanine (dashed) or
tyrosine (dotted). Bottom: Emission of HTa following removal of the
tyrosine by carboxypeptidase A digestion. Revised from [82].

Figure 16.27. Corrected fluorescence excitation spectrum of HTa
superimposed upon the ultraviolet absorbance spectra of a mixture of
phenylalanine and tyrosine (5 to 1) or of tyrosine alone. Fluorescence
emission was measured at 330 nm. Revised from [82].



two domains connected by a flexible α-helical linker (Fig-
ure 16.28). Each domain contains two calcium-binding sites
(I-IV). Most calmodulins lack tryptophan residues. Rat
calmodulin contains five phenylalanines in the N-terminal
domain (N) and three in the C domain, which also contains
two tyrosine residues. When calmodulin is excited at 250
nm, in the absence of calcium, emission from both phe and
tyr is observed (Figure 16.29, bottom panel). This emission

spectrum shows components similar to that observed for a
mixture of these two amino acids (top panel). Addition of
calcium to calmodulin (1–145) results in disappearance of
the phe emission and an increase in the tyr emission.93,94 At
first glance it appears that energy transfer is increased in the
presence of calcium, which is expected to decrease the phe
emission and increase the tyr emission. However, an
increase in RET was not expected because calmodulin is
more elongated in the presence of calcium than in the
absence of calcium. The middle panel shows studies of the
individual domain. The N domain consisting of residues
1–75 shows only phe emission, which is quenched upon
addition of calcium. The C domain consists of residues
76–145 and showed an increase in tyrosine emission upon
binding calcium but no phe emission. Hence the intensity
changes seen for the entire molecule CaM 1–145 are prob-
ably not due to changes in RET. This is not a disappoint-
ment, but in fact an advantage, because calcium binding to
each domain can be studied independently using the intrin-
sic phe and tyr emission of calmodulin.

16.6. QUENCHING OF TRYPTOPHAN RESIDUES
IN PROTEINS

Collisional quenching of proteins is used to determine the
extent of tryptophan exposure to the aqueous phase.95–102

The basic idea is shown in Figure 16.30, which depicts
quenching by a water-soluble quencher that does not easily
penetrate the protein matrix. Collisional quenching is
essentially a contact phenomenon, so that the fluorophore
and quencher need to be in molecular contact for quenching
to occur. Consequently, if the tryptophan residue is buried
inside the protein (W1), quenching is not expected to occur.
If the tryptophan residue is on the protein surface (W2), then
quenching is expected.

One example of selective quenching is shown for
apoazurin Ade, which is azurin lacking copper. Apoazurin
Ade has two tryptophan residues: one surface residue and
one buried residue.101 The emission spectra of this protein,
along with those of its single-tryptophan variants, are
shown in Figure 16.16. For our present purposes the prop-
erties of the protein with or without (apo) copper are the
same.

Emission spectra were recorded in the absence and
presence of 0.45 M iodide, which is a collisional quencher
(Figure 16.31). The intensity decreases in the presence of
iodide. The emission spectrum changes in the presence of
iodide, and resembles the structured emission seen from the
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Figure 16.28. Ribbon structure for rat calmodulin saturated with cal-
cium. The phenylalanine residues are shown in red and the tyrosine
residues in green. Figure from [94] provided by Dr. Madeline A. Shea
from the University of Iowa.

Figure 16.29. Emission spectra for excitation at 250 nm. Top: phe or
tyr. Middle and bottom: rat calmodulin (CaM) with and without calci-
um. The numbers indicate the amino-acid residues in the calmodulin
fragments. Revised from [94].



single-tryptophan azurin Pae. The spectrum of the
quenched tryptophan residue can be seen from the differ-
ence spectrum, and is characteristic of an exposed residue
in a partially hydrophobic environment. In this favorable
case, one residue is quenched and the other is not, provid-
ing resolution of the two emission spectra.

16.6.1. Effect of Emission Maximum on Quenching

Water-soluble quenchers, including iodide and acrylamide,
do not readily penetrate the hydrophobic regions of pro-
teins. There is a strong correlation between the emission
maximum and quenching constant.101–102 Blue-shifted tryp-
tophan residues are mostly inaccessible to quenching by
acrylamide, and red-shifted residues are nearly as accessi-
ble as tryptophan in water. This correlation can be seen in
the acrylamide quenching of several proteins (Figure

16.32). The emission of azurin is essentially unchanged in
up to 0.8 M acrylamide. In contrast, the exposed tryptophan
residue in adrenocorticotropin hormone (ACTH) is almost
completely quenched at 0.4 M acrylamide (Figure 16.32,
left panel).

Quenching data are typically presented as Stern-
Volmer plots, which are shown for several single-trypto-
phan proteins (Figure 16.32, right panel). In these plots the
larger slopes indicate larger amounts of quenching and can
be used to calculate the bimolecular quenching constant
(kq). The buried single-tryptophan residue in azurin Pae is
not affected by acrylamide. In contrast, the fully exposed
residue in ACTH is easily quenched by acrylamide. ACTH
is quenched nearly as effectively as NATA. A plot of the
bimolecular quenching constant (kq) for acrylamide versus
emission maximum for a group of single-tryptophan pro-
teins is shown in Figure 16.33. These data show that kq
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Figure 16.30. Collisional quenching of buried (W1) and surface accessible (W2) tryptophan residues in proteins.



varies from almost completely inaccessible for azurin and
asparaginase to completely accessible for glucagon.
Glucagon is a relatively small peptide with 29 amino acids
that opposes the action of insulin. Glucagon has a random
structure in solution.103–105 Hence, there is little opportunity
for the protein to shield the single trp-25 residue from acry-
lamide quenching.

The extent of collisional quenching can also be
dependent on protein conformation and/or the extent of
subunit association. This effect has been observed for melit-

tin, which is a small peptide of 26 amino acids containing a
single-tryptophan residue at position 19. Depending on
ionic strength, melittin can exist as a monomer or tetramer.
In the tetramer, the four tryptophan residues, one per mono-
mer, are located in a hydrophobic pocket between the he-
lices.106 The tryptophan residues in melittin are more easily
quenched when melittin is in the monomer state (Figure
16.33).

Acrylamide and iodide are polar molecules, and do not
readily penetrate the nonpolar regions of proteins. Howev-
er, small nonpolar oxygen molecules readily penetrate all
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Figure 16.31. Fluorescence emission spectra of apoazurin Ade from
Alcaligenes denitrificans in the absence (top curve) and presence (bot-
tom curve) of 0.45 M Kl. The middle line is the difference spectrum
(DS) and is due to the easily quenched emission (presumably from
Trp-118). The buffer was 0.05 M sodium acetate, pH 5.0. Revised
from [101].

Figure 16.32. Acrylamide quenching of representative single-tryptophan proteins and NATA. Left: intensity versus acrylamide concentration. Right:
Stern-Volmer plots. Data from [80], [86], and [99].

Figure 16.33. Dependence of the apparent acrylamide bimolecular
quenching constant (kq) on the emission maximum for single-trypto-
phan proteins: 1, glucagon; 2, adrenocorticotropin; 3, melittin
monomer; 4, melittin tetramer; 5, gonadotropin; 6, phospholipase A2;
7, human luteinizing hormone; 8,9, monellin; 10, gonadotropin; 11,
human serum albumin, N form; 12, human serum albumin, F form;
13, myelin basic protein; 14, elongation factor Tu-GDP; 15, nuclease;
16, fd phage; 17, ribonuclease T1; 18, parvalbumin; 19, calcium-
depleted parvalbumin; 20, asparaginase; 21, apoazurin Pae; 22,
mastopartan X. Revised from [101].



regions of proteins. The oxygen bimolecular quenching
constants for a number of proteins show weaker correlation
with the emission maxima (Figure 16.34). It is known from
the x-ray structures of proteins that the interiors are dense-
ly packed, similar to crystals of organic molecules, so that
there is little room for oxygen within the center of most pro-
teins. Surprisingly, the bimolecular quenching constants for
oxygen are 20 to 50% of the value for tryptophan in water
(near 1 x 1010 M–1 s–1). These results indicate that proteins
undergo rapid structural fluctuations that allow the oxygen

molecules to penetrate during the ns excited-state life-
time.107–109 Structural fluctuations on the ns timescale are
consistent with the anisotropy decays of most proteins,
which typically show ns or subnanosecond compo-
nents.110–111 Acrylamide and iodide are less effective
quenchers than oxygen because it is energetically unfavor-
able for them to enter nonpolar regions of proteins. Also,
acrylamide is larger than oxygen or iodide, which also plays
a role in its more selective quenching.

16.6.2. Fractional Accessibility to Quenching in
Multi-Tryptophan Proteins

The selective quenching of surface tryptophan residues sug-
gests the use of quenching to resolve the contributions of
surface and buried tryptophans to the total fluorescence of
a protein.112–113 One example is apomyoglobin, which con-
tains two tryptophan residues (Figure 16.35). Apomyoglo-
bin refers to myoglobin without the heme group, which
quenches tryptophan fluorescence by RET. In this protein
W7 appears to be exposed to the aqueous phase, and W14
appears to be buried among the helices. The Stern-Volmer
plots for quenching by iodide or trichloroethanol (TCE)
both show downward curvature, indicating that some frac-
tion of the total emission may be inaccessible to quenching
(Figure 16.36).

The fraction of accessible fluorescence (fa) can be
obtained from a modified Stern-Volmer plot, in which
F0/∆F is plotted versus reciprocal quencher concentration
(Section 8.8). The y-intercept represents extrapolation to
infinite quencher concentration. Complete quenching is
expected for an accessible fluorophore, so the extrapolated
value of F0/∆F is unity. If a portion of the fluorescence is
not accessible, ∆F is smaller than F0, and the intercept (fa

–1)
is greater than unity. Figure 16.36 shows an intercept near
2, so that about half of the total fluorescence is assessable
to quenching.

The fractional accessibility to quenchers can be meas-
ured for each emission wavelength (Figure 16.37, lower
panel). The fractional accessibility is higher on the long-
wavelength side of the emission spectrum. These fractions,
when multiplied by the total intensity at each wavelength,
yield the emission spectra of the quenched and unquenched
components from apomyoglobin (top panel). The higher
accessibility at longer wavelengths results in a red-shifted
spectrum for the accessible fraction. It seems probable that
the accessible and inaccessible components are from W7
and W14, respectively.
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Figure 16.34. Correlation of emission maxima of multi-tryptophan
proteins with the oxygen bimolecular quenching constants. Data from
[107].

Figure 16.35. Ribbon structure of horse myoglobin showing the loca-
tion of tryptophans 7 and 14. The letters denote the helices.



16.6.3. Resolution of Emission Spectra by
Quenching

Selective quenching of tryptophan residues allows resolu-
tion of the emission spectra of the quenched and un-
quenched components. For apomyoglobin we assumed that
some fraction of the emission was completely inaccessible
to quenching. A more general procedure allows the emis-
sion spectra to be resolved even when both residues are par-
tially accessible to quenching.114–116 The basic approach is
to perform a least-squares fit to the quenching data to recov-
er the quenching constant and fractional intensity at each
wavelength (λ):

(16.4)

In this expression the values of fi(λ) represent the fraction
of the total emission quenchable at wavelength λ with a
value Ki(λ) (Section 8.8).

This procedure was applied to a metalloprotease from
S. aureus that contains two tryptophan residues.116 For all
emission wavelengths the Stern-Volmer plot is curved due
to the different accessibilities of each residue (Figure
16.38). The data are fit by least-squares methods to obtain
the values of Ki(λ) and fi(λ). Similar data are collected for a
range of emission wavelengths. These data can be used to
calculate the emission spectra of each component:

(16.5)

where F0(λ) is the unquenched emission spectrum. For met-
alloprotease this procedure yielded two well-resolved emis-
sion spectra (Figure 16.39).

The use of quenching-resolved spectra may not always
be successful. One possible reason for failure would be if a
tryptophan residue was not in a unique environment. In this
case each tryptophan residue may display more than one
emission spectrum, each of which would be quenched to a
different extent. Quenching-resolved spectra have been
obtained for proteins that contain a single-tryptophan resi-
due.116–117 These results have been interpreted as due to the
protein being present in more than a single conformational

Fi(λ) � F0(λ)fi(λ)

F(λ)
F0

� ∑
i

fi(λ)

1 � Ki(λ) �Q�
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Figure 16.36. Stern-Volmer and modified Stern-Volmer plots for
apomyoglobin quenching by iodide or trichloroethanol (TCE). The
data in the upper panel was reconstructed from the data in the lower
panel. Data from [113].

Figure 16.37. Emission spectra of apomyoglobin and of the accessi-
ble and inaccessible components. The lower panel shows the wave-
length-dependent fractional accessibility to quenching. Revised from
[113].



state. A single-tryptophan residue can display a multi-expo-
nential decay, and the decays can depend on wavelength.
Hence, there is no a priori reason to assume the residue is
quenched with the same quenching constants at all emission
wavelengths.

16.7. ASSOCIATION REACTION OF PROTEINS

An important use of intrinsic protein fluorescence is to
study binding interactions of proteins.118–120 Such measure-
ments take advantage of the high sensitivity of fluorescence

and the ability to perform measurements on dilute protein
solutions. Detection of protein association reactions by flu-
orescence is made possible by the high sensitivity of tryp-
tophan to its local environment. A change in exposure to
solvent or a change in proximity to a quenching group can
often change the emission maximum or quantum yield of
tryptophan residues.

16.7.1. Binding of Calmodulin to a Target Protein

Intrinsic protein fluorescence was used to study binding of
calmodulin to a target protein. The target protein was a pep-
tide fragment from a glutamate receptor. Glutamate is the
dominant neurotransmitter in the human brain. The neu-
ronal receptor peptide (NRP) contains a single-tryptophan
residue. Calmodulin does not contain tryptophan, which
allowed emission from the NRP to be observed selectively
using 297-nm excitation. The intrinsic tryptophan emission
of the NRP was used to study its binding to calmodulin in
the absence and presence of calcium. It is frequently
assumed that calmodulin does not interact with target pro-
teins until it binds calcium. However, the absence of any
interaction in the absence of calcium could result in a slow
cellular response to calcium because of the time needed for
diffusive encounters to occur. Pre-association of target pro-
teins with calmodulin could increase the response speed to
calcium transients.

Emission spectra of the NRP are shown in Figure
16.40. Upon addition of calcium and calmodulin to the
NRP there was an increase in intensity and a blue shift of its
tryptophan emission,120 showing that calcium-saturated cal-
modulin binds to the NRP (lower left). Surprisingly, there
was also an increase in intensity and blue shift of the NRP
emission with calmodulin in the absence of calcium (upper
left), showing that binding occurs without calcium. This
result indicated that calmodulin pre-associates with the
receptor, presumably to provide a more rapid response to
calcium transients.

If calmodulin binds to the receptor without calcium
then how does calcium trigger the receptor? This question
was partially answered by studies of the N and C domains
of calmodulin. The C domain alone was found to interact
with the NRP in the absence of calcium (Figure 16.40,
upper right). Interaction between the C domain and calmod-
ulin was increased by calcium. The N domain was found to
interact with the NRP only in the presence of calcium (mid-
dle panels). These results suggest that the C domain is
responsible for pre-association and the N domain for signal-
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Figure 16.38. Stern-Volmer plot for acrylamide quenching of S.
aureus metalloprotease (dotted). Excitation wavelength was 297 nm
and emission was observed at 336 nm. The solid line shows the least-
squares fit with parameters K1 = 14.1 M–1, K2 = 0.52 M–1, f1 = 0.52,
and f2 = 0.48. Revised from [116].

Figure 16.39. Resolution of the two tryptophan emission spectra from
S. aureus metalloprotease. ", component with K1 = 0.52 M–1; ∆, com-
ponent with K2 = 14.1 M–1; !, steady-state spectrum. Revised from
[116].



ing. The high sensitivity of tryptophan emission to its local
environment can provide detailed information on
protein–protein interactions.

16.7.2. Calmodulin: Resolution of the Four 
Calcium-Binding Sites Using Tryptophan- 
Containing Mutants

Site-directed mutagenesis allows single-tryptophan resi-
dues to be placed at desired locations in the protein. This
approach was applied to calmodulin and resulted in an abil-
ity to detect binding of calcium to each of the four binding
sites. Calmodulin has four binding sites for calcium, but lit-
tle was known about the sequence of binding and possibili-
ty of cooperativity between the four binding sites. Other
studies of calcium binding were not adequate to distinguish
between various models for Ca2+ binding. Bulk measure-
ments of binding can reveal only the total amount of bound
calcium and do not indicate the sequence of calcium bind-
ing.

This problem was solved by the creation of single-tryp-
tophan mutants.121 Calmodulin contains several tyrosine
residues, but it does not contain tryptophan. This allowed
the insertion of tryptophan residues into the sequence to

probe various regions of the protein, and the use of these
residues to probe local regions of the calmodulin structure.
The tryptophan residues were inserted near each of the four
Ca2+ binding sites, one trp residue per mutant. The normal-
ized intensity changes for each tryptophan residue are
shown in Figure 16.41. These measurements revealed the
sequence of calcium binding to calmodulin, and revealed
interactions between the various binding sites. Protein engi-
neering and fluorescence spectroscopy can provide detailed
information on the solution behavior of a protein. Similar
tryptophan-containing calmodulin mutants were used to
study binding of peptides to calmodulin.122

16.7.3. Interactions of DNA with Proteins

Intrinsic protein fluorescence can be used to study binding
of DNA to proteins.123–129 These studies typically rely on
quenching of intrinsic tryptophan fluorescence by the DNA
bases. One example is the single-stranded DNA binding
protein (SSB) from E. coli (Figure 16.42). This protein is a
member of a class of proteins that bind ssDNA with high
affinity but low specificity. Proteins that destabilize double-
helical DNA are required for DNA replication and repair.
SSB is a homotetramer that binds about 70 nucleotides.
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Figure 16.40. Emission spectra of a neuronal receptor peptide NRP in the presence of calmodulin and the N and C domains of calmodulin. Excitation
was at 297 nm. Revised from [120].



DNA is tightly packed in chromatin, but DNA replica-
tion occurs rapidly nonetheless. Hence it is of interest to
determine the rates of DNA folding around the SSB. This
can be accomplished using rapid mixing stopped-flow
measurements, while monitoring the intrinsic tryptophan
fluorescence of SSB (Figure 16.43). Upon mixing with
(dT)70 there is a rapid decrease in the tryptophan emis-
sion.128 By studies with various concentrations of DNA and
different lengths of DNA it was possible to determine the
rate constants for initial DNA binding and subsequent fold-
ing of DNA around the protein. The rates of DNA folding

around the protein were also measured using RET between
DNA oligomers labeled with Cy5 and Cy3 at the 5' and 3'
ends, respectively. These probes were brought into closer
contact when DNA wrapped around SSB (not shown). The
changes in RET and intrinsic protein fluorescence occurred
on the same timescale, indicating that wrapping of DNA
around the protein proceeds very rapidly after binding
occurs.

The intensity changes can be used to determine the
fraction of the total emission that is quenched by DNA. The
Myb oncoprotein is associated with chromatin and appears
to function as a regulator of gene expression. The N-termi-
nal region of this protein, which contains the DNA binding
region, consists of three domains: R1, R2, and R3. The sub-
scripts refer to the domain number, not the number of
domains. Each domain contains three highly conserved
tryptophan residues, which suggests these residues are
involved in binding to DNA.

The intrinsic protein fluorescence of the R2R3 fragment
of the Myb oncoprotein is partially quenched by DNA.129
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Figure 16.41. Relative changes in the fluorescence intensity of Trp 99
(!), Trp 135 (Q), Trp 26 (∆), and Trp 62 (O) in single-tryptophan
mutants of calmodulin with changes in the amount of bound calcium.
The arrows show the location of the tryptophan residues and the
orange dots are calcium atoms. Reprinted with permission from [121].
Copyright © 1992, American Chemical Society.

Figure 16.42. Ribbon structure for the E. coli single-stranded binding
protein (SSB) with a bound 70-mer. Figure from [128] and provided
by Dr. Alexander Kozlov and Dr. T. Lohman, Washington University,
MO.



This fragment contains six tyr residues, three in each
domain. Addition of a 16-mer results in quenching of the
emission of R2R3 and a small blue shift in the emission
(Figure 16.44). The tryptophan intensities were measured
for a number of 16-mer concentrations, and plotted in mod-
ified Stern-Volmer format. Extrapolation to high DNA con-
centrations shows that a fraction of 0.67 of the total intensi-
ty was quenched by DNA. Assuming all the tryptophans
have the same quantum yield, this result indicates that 2 of
the 3 trp residues in each domain are quenched by contact
with DNA.

16.8. SPECTRAL PROPERTIES OF GENETICALLY
ENGINEERED PROTEINS

Interpretation of intrinsic protein fluorescence is complicat-
ed by the presence of multiple-tryptophan residues. When
the intrinsic fluorescence of a multi-tryptophan protein is
first measured it is not known whether all the trp contributes
equally to the emission and the emission maxima of the
emitting residues. Site-directed mutagenesis provides an
approach to determining the spectral properties of each trp
residue. For example, suppose the protein of interest con-
tains two tryptophan residues in the wild-type sequence.
One can attempt to use quenching or time-resolved methods

with the wild-type protein to resolve the emission spectra of
the two residues. However, success requires that the
residues have very different lifetimes or accessibilities to
quenchers. Even if the resolution appears to be successful it
may not reveal interactions between the two residues. That
is, the emission from the wild-type protein may not be the
same as the sum of the emission from the two single-tryp-
tophan mutants.

A powerful approach to resolving the contributions of
each tryptophan, and the interactions between the trypto-
phans, is by examination of the two single-tryptophan
mutants. Each tryptophan residue is replaced in turn by a
similar residue, typically phenylalanine. This approach to
resolving protein fluorescence has been used in many labo-
ratories.130–137 It is not practical to describe all these results.
Rather, we have chosen a few representative cases. These
examples show simple non-interactive tryptophans and the
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Figure 16.43. Stopped-flow intrinsic tryptophan emission of SSB
upon mixing with (dT)70. Revised from [128].

Figure 16.44. Emission spectra and modified Stern-Volmer plot for
quenching of the tryptophan emission of the R2R3 domain of the Myb
oncoprotein by DNA. Revised from [129].



more complex cases in which there is trp-to-trp energy
transfer.

16.8.1. Single-Tryptophan Mutants of 
Triosephosphate Isomerase

Triosephosphate isomerase (TPI) is a protein that catalyzes
isomerization of dihydroxyacetone phosphate and glycer-
aldehyde phosphate. The enzyme from the malarial parasite
Plasmodium falciparum contains two tryptophan residues,
at positions 11 and 168. The enzyme exists as a homodimer
with each monomer containing W11 and W168 (Figure
16.45). The monomer structure consists of a central β-sheet
surrounded by α-helices, which is a common structural fea-
ture in this class of enzymes. It is difficult to judge the
degree of exposure of each residue to water. Depending on
the viewing angle, W168 appears to be either exposed to
water (left monomer) or shielded from water (right
monomer).

The contributions of each tryptophan emission to the
total emission of TPI were determined by construction of
the single-tryptophan mutants.138 In each mutant one of the
tryptophans was replaced with phenylalanine (F). The
W168F mutant contains only W11 and the W11F mutant
contains only W168. Emission spectra of the wild-type and
mutant proteins are shown in Figure 16.46 (top panel). The
emission from W168 is strongly blue shifted with an emis-
sion maximum at 321 nm, and the emission maximum of
W11 is 332 nm. In this example the emission of the wild-
type protein appears to be the sum of the emission from the
two single-tryptophan mutants. This result indicates the

tryptophan residues do not interact with each other. Denat-
uration of the protein in 6 M GuHCl equalized the emission
maxima of both tryptophan residues to 357 nm (lower
panel). The red shifts upon unfolding show that both
residues are shielded from water to some extent in the
native protein structure.

The emission spectra of the TPI mutants showed that
both tryptophans are sensitive to the protein structure, and
that these residues do not interact in the native protein. This
result suggests that each tryptophan residue could be used
to detect the effects of the trp-to-phe mutation on stability
of TPI. Figure 16.47 shows the effects of the denaturant
guanidine hydrochloride (GuHCl) on the emission maxima
of the wild-type TPI and the two single-tryptophan mutants.
The W168F mutant with W11 has the same stability as TPI.
In contrast, the W11F mutant with W168 denatures more
rapidly in GuHCl, which indicates lower protein stability.
Hence, substitution of W11 with a phenylalanine destabi-
lizes the protein. This is a surprising result because the
emission spectra (Figure 16.46) showed that W168 is buried
more deeply in the protein. One may have expected the
buried residue to contribute more to the protein stability.
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Figure 16.45. Structure of triosephosphate isomerase. Courtesy of Dr.
Hema Balaram from the Jawaharlal Nehru Center for Advanced Sci-
entific Research, India.

Figure 16.46. Emission spectra of wild-type triosephosphate iso-
merase and the two single-tryptophan mutants. Revised from [138].



16.8.2. Barnase:A Three-Tryptophan Protein

Barnase is an extracellular ribonuclease that is often used as
a model for protein folding. It is a relatively small protein:
110 amino acids, 12.4 kDa. The wild-type protein contains
three tryptophan residues (Figure 16.48), one of which is
located close to histidine 18 (H18). Examination of the
three single-tryptophan mutants of barnase provides an
example of energy transfer between tryptophan residues
and the quenching effects of the nearby histidine.139

The emission intensity of wild-type barnase, which
contains all three tryptophan residues, increases nearly
twofold as the pH is increased from 7 to 8.5 (Figure 16.49).
This increase in fluorescence is due to the presence of W94
and the histidine. Only mutants containing both his-18 and
trp-94 showed pH dependent intensities. Tryptophan resi-
dues are known to be quenched by the protonated form of
histidine.140–141 This is not surprising given the sensitivity of
indole to electron deficient molecules.

Emission spectra of barnase and its mutants at pH 5.5
and 9.4 are shown in Figure 16.50. At first glance these
spectra appear complex. First consider the contribution of
W71. Substitution of W71 with tyrosine (W71Y) has little
effect on the spectra. Hence, W71 is weakly fluorescent. It
appears that weakly fluorescent or nonfluorescent trp
residues is a common occurrence in proteins. Such effects
may contribute to the frequent observation of longer-than-
expected lifetimes of proteins that display low quantum
yields and long apparent natural lifetimes (Figure 16.12).

The effect of H18 is immediately apparent from the
glycine mutant H18G. The intensity at pH 5.5 increases 2.6-
fold over that for the wild-type protein (Figure 16.50), and
the intensity at pH 9.4 increases by about 70%. This result
indicates that both the protonated and neutral forms of his-
tidine quenched W94, but that quenching by the electron-
deficient protonated form present at pH 5.5 is more efficient
quencher.

Surprising results were found when W94 was replaced
with leucine in W94L. The intensity of the protein in-
creased even though the number of tryptophan residues
decreased. These effects were not due to a structural change
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Figure 16.47. Effect of guanidium hydrochloride on the wild-type
triosephosphate isomerase and the two single-tryptophan mutants.
Revised from [138].

Figure 16.48. Structure of barnase showing the positions of the three
tryptophan residues and histidine 18.

Figure 16.49. pH-dependent intensity of the tryptophan emission of
wild-type barnase. Excitation, 295 nm; emission, 340 nm. Revised
and reprinted with permission from [139]. Copyright © 1991,
American Chemical Society.



in the protein.139 The increase in intensity upon removal of
W94 is due to energy transfer from the other trp residues to
W94. Tryptophan 94 serves as an energy trap for the other
trp residues. The emission spectrum of trp94 is red shifted
relative to W35 and W71, as seen in the H18G mutants.
When W94 is removed (W94L), the blue-shifted emission
from the other residues increases since they no longer trans-
fer energy to the quenched residue W94. Examination of
the structure (Figure 16.48) suggests that W94 is located on
the surface of barnase, whereas W71 and W35 appear to be
buried. Tryptophan 94 is red shifted and serves as an accep-
tor for the other two tryptophan residues. Trp-94 is also
quenched by the presence of a nearby histidine residue.
Hence, the overall quantum yield of barnase is strongly
influenced by just one tryptophan residue. These results for
barnase illustrate the complex spectral properties of multi-

tryptophan proteins, and how these properties can be under-
stood by site-directed mutagenesis.

16.8.3. Site-Directed Mutagenesis of 
Tyrosine Proteins

The concept of engineered proteins has also been applied to
tyrosine–only proteins.142-143 One example is ∆5-3-ketos-
teroid isomerase (KSI), which catalyzes the isomerization
of steroids. The protein is a dimer and each subunit contains
three tyrosine residues (Y14, Y55, and Y88). The three dou-
ble tyrosine deletion mutants were prepared by substitution
with phenylalanine.143 One of the residues—Y14—dis-
played a normal tyrosine emission (Figure 16.51) and a
good quantum yield (0.16). The other two mutants (Y55
and Y88) displayed lower quantum yields (0.06 and 0.03,
respectively) and long-wavelength tails on the tyrosine
spectra. These spectra were interpreted as quenching due to
hydrogen-bonding interactions with nearby groups. In this
protein, the emission is dominated by one of the tyrosine
residues.

16.9. PROTEIN FOLDING

The intrinsic tryptophan emission of proteins has proved to
be particularly valuable in studies of protein folding.144–157

It is widely recognized that proteins must fold by a particu-
lar pathway because the process is too fast to be explained
by a random conformational search. The sensitivity of tryp-
tophan to its local environment usually results in changes in
intensity or anisotropy during the folding process. One
example (not shown) are kinetic studies of the refolding of
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Figure 16.50. Fluorescence emission spectra of the wild-type (WT)
barnase and its mutants in buffer at pH 5.5 (top), where histidine 18 is
protonated and at pH 9.4 where histidine is neutral (bottom). Also
shown are the emission spectra of the single-tryptophan mutants at
these pH values. Revised and reprinted with permission from [139].
Copyright © 1991, American Chemical Society.

Figure 16.51. Normalized emission spectra of the single-tyrosine
mutants of ∆5-3-ketosteroid isomerase. The wild-type enzyme has
three tyrosine residues per subunit. Y14, Y55F/Y88F (solid); Y55,
Y14F/Y88F (dashed); Y88, Y14F/Y55F (dotted). Revised from [143].



apomyoglobin.151–152 In this case one of the tryptophan
residues is quenched as two helices of myoglobin come into
contact. This quenching is due to contact of tryptophan 14
on one helix with methionine 131 on another helix. Methio-
nine is known to quench tryptophan fluorescence.141

Figure 16.52 shows stopped-flow measurements for a
mutant nuclease from Staphylococcal aureus. This nuclease
contains a single-tryptophan residue at position 140 near
the carboxy terminus. This residue is mostly on the surface
of the protein, but its intensity and anisotropy are sensitive
to protein folding. Folding and unfolding reactions were
initiated by jumps in pH from 3.2 to 7.0, and from 7.0 to
3.2, respectively. For a pH jump to 7.0 the intensity increas-
es over several minutes, indicating the intensity is larger in
the folded state. A time-dependent decrease was observed
for unfolding following a pH jump from 7.0 to 3.2, showing
that unfolding proceeds more rapidly than folding.

Protein folding can be followed using fluorescence
intensities, anisotropies, or lifetimes. It is important to rec-
ognize that the percent completion of the unfolding transi-
tions may not be accurately represented by the percentage
change in the lifetimes or anisotropies.153 Suppose that the
intensity and anisotropy both decrease when the protein is
unfolded by denaturant. Then the folding transition seen by
the anisotropy data will be weighted more toward the fold-
ed state than the unfolded state (Figure 16.53). A decrease
in intensity was seen for unfolding of the staphylococcal
nuclease. When the intensity decrease indicates unfolding
is half complete, the anisotropy change is less than 50%
because of the larger contribution of the folded state to the
steady-state anisotropy. This is why the folding transition
observed from the anisotropy data precedes that observed
from the intensities (Figure 16.52, top). When performing
measurements of protein folding it is important to remem-
ber that the anisotropy and mean lifetime are intensity-
weighted parameters. For an intensity-weighted parameter
the measured value depends on the relative fluorescence
intensity of each state, as well as the fraction of the protein
present in each state.

16.9.1. Protein Engineering of Mutant 
Ribonuclease for Folding Experiments

Since the classic refolding experiments of Christian Anfin-
sen on ribonuclease A (RNase A), this protein has been a
favorite model for studies of protein folding. RNase A nor-
mally contains only tyrosine residues and no tryptophan. In
order to create a unique probe to study folding,158 a single-
tryptophan residue was inserted at position 92. This posi-
tion was chosen because, in the wild-type protein, the tyro-
sine residue at position 92 is hydrogen bonded to aspartate
38 (D38). This suggested the possibility that a tryptophan
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Figure 16.52. Time-dependent intensity (I) and anisotropy (r) of the
single tryptophan in staphylococcal nuclease following a pH jump
from 3.2 to 7.0 (top) or 7.0 to 3.2 (bottom). Revised from [150].

Figure 16.53. Unfolding of staphylococcal nuclease as observed by
the steady-state intensity (!) or anisotropy ("). From [150].



residue inserted at position 92 would be quenched by the
nearby carboxyl group in the folded state.

Emission spectra of RNase A with the W92 insertion
are shown in Figure 16.54. The excitation wavelength was
280 nm, so that both tyrosine and tryptophan are excited.
The surprising feature of these spectra is that the relative
tyrosine contribution is highest in the native protein. This is

the opposite of what is observed for most proteins. This
unusual result occurs because W92 is quenched in the fold-
ed state by the nearby aspartate residue. The large amount
of quenching by D38 suggests the carboxyl group is in the
protonated form, which is known to quench tryptophan.

16.9.2. Folding of Lactate Dehydrogenase

In order to determine the folding pathway it is important to
examine multiple positions in a protein.149,159 This is possi-
ble using mutant proteins. One example is the folding–
unfolding transition of lactate dehydrogenase from Bacillus
stearothermophilus. This protein typically contains three
tryptophans that were replaced by tyrosines. Nine single-
tryptophan mutants were produced with the residues dis-
persed throughout the protein matrix (Figure 16.55). These
mutant proteins were studied in increasing concentrations
of guanidium hydrochloride. Three of the nine unfolding
curves are shown (Figure 16.56). The unfolding transitions
occur at different denaturant concentrations for each of the
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Figure 16.54. Emission spectra of the trp-92 mutant of RNase A in the
native and denatured state at pH 5. Excitation at 280 nm. Revised from
[158].

Figure 16.55. Positions of tryptophan probes in the lactate dehydro-
genase subunit from B. stearothermophilus. The backbone of the pro-
tein is shown as a ribbon, and the positions of each single change of
tyrosine to tryptophan are indicated by the residue number. Reprinted
with permission from [149]. Copyright © 1991, American Chemical
Society.

Figure 16.56. Equilibrium unfolding of a single-tryptophan mutants
of lactate dehydrogenase monitored by tryptophan fluorescence inten-
sity. Tryptophan fluorescence was excited at 295 nm and measured at
345 nm. Revised and reprinted with permission from [149]. Copyright
© 1991, American Chemical Society.



three residues. For instance, the structure surrounding
W248 persists to higher guanidium concentrations than the
structured around residues W279 and W285. From such
data it is possible to reconstruct which regions of the pro-
tein are more stable, and which are first disrupted during
protein unfolding.

16.9.3. Folding Pathway of CRABPI

The folding pathway and kinetics can be studied using
mutant proteins.160–161 This was accomplished using cellu-
lar retinoic acid binding protein I (CRABPI). This protein
has three tryptophan residues at positions 7, 87, and 109
(Figure 16.57). In the native state the emission spectra are
strongly dependent on the excitation wavelength (not
shown). This occurs because each of the tryptophan

residues are present in different environments, and the
absorption and emission spectra of the residues depend on
the local environment. When the protein is denatured, the
emission spectra becomes independent of the excitation
wavelength because the three tryptophan residues are all in
a similar environment.

CRABPI mutants were used to study refolding of the
denatured protein. This was accomplished by initially dena-
turing the protein in urea. The urea was then rapidly dilut-
ed in a stopped-flow instrument, followed by measurement
of the tryptophan emission (Figure 16.57). These traces
show that the region surrounding W7 folds most rapidly,
followed by folding of the regions around W87 and W109,
which occurs several-fold more slowly.

16.10. PROTEIN STRUCTURE AND 
TRYPTOPHAN EMISSION

Numerous protein structures are known and it is now
becoming possible to correlate the environment around the
tryptophan residues with their spectral properties. One
example is human antithrombin (Figure 16.58). Human
antithrombin (AT) responds to heparin with a 200- to 300-
fold increase in the rate of inhibition of clotting factor Xa.
Wild-type AT contains four tryptophan residues. The contri-
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Figure 16.57. Structure (top) and refolding kinetics (bottom) of the
three single-tryptophan mutants of CRABPI. Courtesy of Dr. Lila M.
Gierasch from the University of Massachusetts.

Figure 16.58. Structure of human antithrombin showing the four tryp-
tophan residues and serine residue present in the wild-type protein.
Courtesy of Dr. Peter G. W. Gettins from the University of Illinois.



butions of each tryptophan to the total emission was deter-
mined indirectly using mutants, with a single tryptophan
being substituted with phenylalanine.162 Hence, each
mutant protein contained three tryptophan residues. Since
only a single mutation occurred in each protein it was more
likely that AT retained its native structure than if more of
the tryptophan residues were removed.

Figure 16.59 show the emission spectra recovered for
each tryptophan residue in AT. These were not recorded
directly but were calculated from the spectra of the mutants
with three tryptophan residues. Also shown is a closeup
image of each tryptophan residue as seen from outside the

protein. The most exposed residue W49 has the longest-
wavelength emission maximum, and the most buried
residue W225 has the most blue-shifted emission. While
this result may seem obvious it is only recently that such
correlations of a detailed three-dimensional structure with
emission spectra have been published.

Another example of correlating the structure and sol-
vent exposure to the tryptophan emission maxima is shown
in Figure 16.60. Adrenodoxin (Adx) is a 14-kD single-chain
protein that plays a role in electron transport. Wild-type
Adx does not contain any tryptophan residues, but contains
one tyrosine and four phenylalanine residues (Figure
16.60). These aromatic residues were substituted one by
one with tryptophan.163 The closeup view of W11 shows it
is buried in the protein and the closeup view of W82 shows
it is on the surface of the protein. The emission spectra of
these two mutants (Figure 16.61) correlate with the visual
degree of exposure of each residue. The acrylamide
quenching constants also correlate with the degree of expo-
sure seen in Figure 16.60.

16.10.1. Tryptophan Spectral Properties and
Structural Motifs

Intrinsic protein fluorescence with site-directed mutagene-
sis provides an opportunity to correlate the spectral proper-
ties of tryptophan with its location in a structural
motif.164–167 Such experiments can also provide a test of the
similarity of a protein structure in solution and in a crystal.
This type of experiment was performed using tear lipocalin
(TL). This protein is found in tears. TL binds a wide range
of hydrophobic molecules such as fatty acids, cholesterol,
and phospholipids. The structure of lipocalin shows regions
of α-helix and β-sheet, and regions of undefined structure
(Figure 16.62). Wild-type lipocalin contains a single-trypto-
phan residue that was removed by making the W17Y
mutant. Then about 150 mutant proteins were made with a
single-tryptophan residue inserted sequentially along the
sequence.166-167

Figure 16.63 shows the emission spectra of the mutants
with tryptophan at positions 99 to 105. The emission maxi-
ma shift from shorter to longer wavelengths as the trypto-
phan is moved by one position along the peptide chain.
Such an oscillating behavior is expected for a β-sheet struc-
ture. Lipocalin contains a β-sheet in this region. These
mutant proteins were also analyzed using acrylamide
quenching. The extents of quenching also oscillated with
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Figure 16.59. Emission spectra and local environment of each trypto-
phan residue in human antithrombin. Tryptophan is blue, acidic
residues are red, hydrophobic residues are yellow and other residues
are white. Revised from [162].



each step along the sequence (Figure 16.64). Hence,
residues from positions 94 to 105 are alternately exposed or
shielded from the solvent.

Figure 16.65 shows a summary of the tryptophan emis-
sion maxima for about 150 mutants. Also indicated are
regions of α-helical and β-sheet structure. In β-sheet
regions the emission maxima oscillate with each step along
the sequence. For the α-helical region the emission maxima
oscillates with a periodicity of about 3.6 residues per cycle.
These data showed a close correlation between tryptophan
emission and the x-ray structures of lipocalin.

16.11. TRYPTOPHAN ANALOGUES
Advanced Topic

For calmodulin and other tyrosine-only proteins a geneti-
cally inserted tryptophan residue can serve as a useful
probe. However, most proteins contain several tryptophan
residues that must all be removed to selectively observe the
inserted tryptophan. It is useful to have tryptophan ana-
logues that could be selectively observed in the presence of
tryptophan-containing proteins. This can be accomplished
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Figure 16.61. Emission spectra and acrylamide Stern-Volmer plots
for adrenodoxin mutants F11W and Y82W. Revised from [163].

Figure 16.60. Structure of bovine adrenodoxin (top) and closeup views of W11 and W82 in the mutant proteins. Courtesy of Dr. Rita Bernhardt from
Saarlandes University, Germany.
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Figure 16.62. Structure of tear lipocalin. Red indicates α-helical
structure, green is β-sheet and grey is undefined structure. Courtesy of
Dr. Ben J. Glasgow from the University of California, Los Angeles.

Figure 16.63. Emission spectra of tear lipocalin with single-trypto-
phan insertions. Revised from [166].

Figure 16.64. Acrylamide quenching of lipocalin with single-trypto-
phan insertions. Revised from [166].

Figure 16.65. Emission maxima of lipocalin with single-tryptophan
insertions. The letters indicate the amino acid in the wild-type protein.
Red indicates α-helix, green indicates β-sheet, and grey indicates
undefined structure. Courtesy of Dr. Ben J. Glasgow from the
University of California, Los Angeles.



using tryptophan or amino-acid analogues that absorb at
longer wavelengths than tryptophan. These analogues must
be inserted into the protein sequence. This can be accom-
plished in three ways. The entire protein can be synthesized

de novo. However, this approach is limited to small pep-
tides and proteins that will fold spontaneously after synthe-
sis. The second approach is by incorporation into protein
grown in bacteria or a cell-free system. This is typically
done using tryptophan auxotrophs, which cannot synthesize
their own tryptophan. The amino-acid analogue is chemi-
cally attached to the tRNA, which is then added to the sam-
ple during protein synthesis. The inserted amino acids are
typically selected to have a structure similar to tryptophan.
The third and most elegant approach is modification of the
genetic code and protein synthesis machinery to include a
new amino acid.

16.11.1. Tryptophan Analogues

A group of tryptophan analogues have been synthesized
and incorporated into proteins using tryptophan auxo-
trophs168–181 (Figure 16.66). These analogues were designed
to retain a size close to tryptophan itself. Except for 4-fluo-
rotryptophan (4FW) these analogues absorb at longer wave-
lengths than tryptophan (Figure 16.67).

The spectral properties of 5HW and 7AW are different
from tryptophan.178 In water, 5HW displays a higher quan-
tum yield than tryptophan (0.275 for 5HW versus 0.13 for
W). 5HW is less sensitive to solvent polarity than trypto-
phan, and displays an emission maximum near 339 nm
(Figure 16.67). The quantum yield of 7AW is highly
dependent on solvent polarity and decreases upon contact
with water.182 In water its quantum yield is low, near 0.017,
with an emission maximum near 403 nm. This property of
7AW is somewhat problematic. The use of 7AW was origi-
nally proposed as an alternative to tryptophan because 7AW
was thought to display a simple single exponential de-
cay.183–184 Unfortunately, 7AW and azaindole display com-
plex decay kinetics due to the presence of several solvated
states.185–187 A non-exponential decay has also been
observed for an octapeptide that contains a 7AW residue.188

7AW is a useful tryptophan analogue, but it can display
complex decay kinetics.

These tryptophan analogues have been incorporated
into a number of proteins. One example is substitution of
5HW and 7AW for the single-tryptophan residue in staphy-
lococcal nuclease (Figure 16.68). In this case the emission
maxima of tryptophan and 5HW are similar. The advan-
tages of 5HW and 7AW can be seen by their use in studies
of more complex biochemical mixtures. 5HW was used to
replace the tyrosine residue in insulin. This allowed the flu-
orescence of 5HW-insulin to be used to study its binding to
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Figure 16.66. Structures of tryptophan analogues. The numbers under
the structures are the quantum yields in neutral buffer [168].

Figure 16.67. Absorption (top) and emission spectra (bottom) of tryp-
tophan analogues. Revised from [168].



the insulin receptor.179 Such studies would not be possible
using the tyrosine fluorescence of insulin because this emis-
sion is masked by the tryptophan emission of the insulin
receptor protein. 5HW has proven valuable in measuring an
antigen–antibody association.173 5HW was incorporated
into the calcium-binding protein oncomodulin. Binding of

this protein to antibodies could be detected even though the
antibody possessed numerous tryptophan residues.

These tryptophan analogues can be used to study pro-
tein association reactions, which are often studied using
anisotropy measurements. For these purposes it is valuable
to know the excitation anisotropy spectra. The anisotropy of
both analogues is lower than that of tryptophan itself (Fig-
ure 16.69). The low anisotropy of 7AW is another indica-
tion of its complex spectral properties.

Another useful tryptophan analogue is 4-fluorotrypto-
phan (4FW). This analogue is useful because it has a simi-
lar size and shape as tryptophan, but is almost nonfluores-
cent (Figure 16.70).189 This analogue provides a means to
eliminate the emission from a tryptophan while retaining
almost the same size and shape.

16.11.2. Genetically Inserted Amino-Acid 
Analogues

During the past several years, a new method appeared to
incorporating non-natural amino acids into proteins. This is
accomplished by identifying a unique tRNA and aminoa-
cyl-tRNA synthetase that will act independently of the other
tRNAs and other enzymes.190–195 In some cases an unused
three-base codon is used, and in other cases a unique four-
base codon is used.196–198 This approach is general and can
introduce a variety of amino-acid analogues, some of which
are shown in Figure 16.71.

This approach was used to introduce amino-acid ana-
logues into streptavidin.199–200 Figure 16.72 shows the struc-
ture of a single subunit of streptavidin showing the portion
of the mchAla or the 2,6-dnsAF analogues. These amino-
acid analogues can be excited at wavelengths longer than
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Figure 16.68. Absorption and emission spectra of wild-type staphylo-
coccal nuclease (W140) and mutant proteins when W140 is replaced
with a tryptophan analogue. Revised from [168].

Figure 16.69. Low-temperature excitation anisotropy spectra of tryp-
tophan, 5HW, and 7AW in 50% glycerol-phosphate buffer, 77°K.
Revised and reprinted with permission from [178]. Copyright © 1997,
Cambridge University Press.

Figure 16.70. Relative fluorescence spectra in aqueous solution of
tryptophan (solid) and 4-fluorotryptophan (dashed) at 25°C and 285-
nm excitation. Revised from [189].



320 nm so that intrinsic tryptophans do not interfere with
this probe. The mutant streptavidin with mchAla showed a
change in emission intensity upon binding biotin (Figure
16.73). Streptavidin was also synthesized with the anthra-
cene-like amino acid, yielding an unusual protein with the
emission of anthracene. It seems probable that these meth-
ods for synthesis of labeled proteins will become more
widely used as the methodology becomes more available.

16.12. THE CHALLENGE OF 
PROTEIN FLUORESCENCE

The intrinsic fluorescence of proteins represents a complex
spectroscopic challenge. At the initial level one has to deal
with multiple fluorophores with overlapping absorption and
emission spectra. The presence of multiple fluorophores is
itself a significant challenge. However, the actual situation
is still more complex. The dominant fluorophore tryptophan
displays complex spectral properties due to the presence of
two overlapping electronic states. It is now accepted that
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Figure 16.72. Structures of streptavidin containing mchAla at position 120 or streptavidin with 2,6-dnsAF at position 44. From [199–200].

Figure 16.71. Amino-acid analogues inserted using a modified genet-
ic code. From [196–200].



even for single-tryptophan proteins the emission often con-
tains multiple spectral contributions due to either multiple
conformations or the intrinsic heterogeneity of tryptophan
itself. Tryptophan is uniquely sensitive to a variety of
quenchers, many of which are present in proteins. Trypto-
phan is also sensitive to quenching by nearby peptide
bonds. Small motions of the amino-acid side chains or
backbone can apparently result in changes in tryptophan
emission, and some of these motions may occur during the
excited-state lifetime. And, finally, the fluorescent amino
acids in proteins can interact by energy transfer. In some
cases a quenched tryptophan residue can serve as a trap for
normally fluorescent residues. Such effects will be highly
sensitive to the conformation of the proteins and relative
orientation of the fluorescent amino acids.

Given the complexity of tryptophan fluorescence, it is
not surprising that the details remained elusive from studies

of multi-tryptophan proteins. It was recognized that trypto-
phan could be quenched by nearby groups and that energy
transfer could occur. However, it was not until the availabil-
ity of engineered proteins of known structure that we were
able to identify convincing examples of these phenomena.
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PROBLEMS

P16.1. Determination of Protein Association and Unfolding
by Fluorescence: Suppose you have a protein that con-
sists of a single subunit with a molecular weight of
25,000 daltons. The protein contains a single-trypto-
phan residue near the central core of the protein and
several tyrosine residues. The protein also contains a
single reactive sulfhydryl residue on the surface.

A. Assume that the monomeric protein can be
unfolded by the addition of denaturant. Explain
how the fluorescence spectral properties of the
unmodified protein could be used to follow the
unfolding process.

B. Describe the use of collisional quenchers to
probe the accessibility of the tryptophan residue
to the solvent.

C. Assume that the unmodified protein self-associ-
ates with another subunit to form a dimer. How
could fluorescence spectroscopy be used to fol-
low the association process?

D. Describe how you would use fluorescence spec-
troscopy to measure the distance from the tryp-
tophan residue to the reactive sulfhydryl group.

Be specific with regard to the experiments that
you would perform and how the data would be
interpreted.

E. Describe how you would use energy transfer to
measure self-association of the protein after the
protein has been modified on the sulfhydryl
groups with dansyl chloride.

P16.2. Detection of Protein Dimerization: Suppose you
have a small protein with a single-tryptophan
residue that displays r0 = 0.30, and that the protein
associates to a dimer. The correlation times of the
monomer and dimer are θM = 1.25 and θD = 2.5 ns,
respectively. Upon dimer formation the lifetime
increases from τM = 2.5 to τD = 5.0 ns, and the rela-
tive quantum yield increases twofold. Describe how
you would detect dimer formation using the:

A. steady-state intensity,

B. intensity decay,

C. steady-state anisotropy, or

D. anisotropy decay.

E. What fraction of the emission is due to the
monomers and dimers when 50% of the
monomers have formed dimers? What is the
steady-state anisotropy? What are the intensity
and anisotropy decays?

P16.3. Effect of Excitation Wavelength on Protein Fluores-
cence: Section 16.9.3 described kinetic studies of
the refolding of cellular retinoic acid biding protein
I (CRABPI). The wild-type protein contains three
tryptophan residues (Figure 16.57). Figure 16.74
shows emission spectra of the native and denatured
forms of CRABPI for various excitation wave-
lengths. The emission spectra of native CRABPI
shift to longer wavelengths with increasing excita-
tion wavelength. The emission spectra of denatured
CRABPI do not depend on excitation wavelength.
Explain these emission spectra. There may be more
than one explanation.

P16.4. Binding Between Calmodulin and a Protein Kinase
C: Myristoylated protein kinase (MRP) is a kinase
that binds to calmodulin. MRP and CaM both lack
tryptophan with wild-type sequence MRP. Emission
spectra of wild-type and single-tryptophan mutants
of MRP are shown in Figure 16.75. Explain these
spectra.
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P16.5. Quenching of LADH and Its Mutants: Liver alcohol
dehydrogenase (LADH) contains two tryptophan
residues at positions 15 and 314. Table 16.2 lists
steady-state intensity quenching data for wild-type
LADH and the mutant W314L containing only

W15. Interpret these data in terms of the accessibil-
ity of each tryptophan residue to quenching, the
Stern-Volmer quenching constants, and fractional
accessibilities to quenching.
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Figure 16.74. Emission spectra of cellular retinoic acid binding protein I (CRABPI) for various excitation wavelengths. Revised from [160].

Figure 16.75. Emission spectra of wild-type myristoylated protein kinase
C and single-tryptophan containing mutants, in the absence and presence
of calmodulin. Revised from [119].
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Table 16.2. Acrylamide and Iodide Quenching Data for the Wild-Type 
LADH and the W314F Mutant

Wild-type LADH

[Acrylamide] F/F0 ∆F/F0 [I–]               F/F0 ∆F/F0

0 1.00 0 0 1.00 0
0.025 0.86 0.14 0.061 0.96 0.04
0.050 0.77 0.23 0.122 0.93 0.07
0.074 0.71 0.29 0.181 0.89 0.11
0.098 0.67 0.33 0.238 0.863 0.137
0.120 0.63 0.36 0.294 0.856 0.144
0.146 0.60 0.40 0.349 0.84 0.16
0.170 0.57 0.43 0.402 0.83 0.17
0.190 0.55 0.45 0.455 0.82 0.18
0.238 0.51 0.49 0.506 0.80 0.20
0.280 0.49 0.51 0.556 0.77 0.23
0.370 0.45 0.54 0.604 0.76 0.23
0.450 0.42 0.58 0.652 0.75 0.25
0.550 0.40 0.60 0.700 0.74 0.26
0.650 0.38 0.62 0.745 0.73 0.27
0.745 0.34 0.66 0.790 0.72 0.28
0.830 0.33 0.67 0.833 0.71 0.29
1.000 0.31 0.69 0.876 0.70 0.296

0.918 0.69 0.30
0.960 0.69 0.31
1.000 0.68 0.32

W314F LADH

[Acrylamide] F/F0 ∆F/F0 [I–]               F/F0 ∆F/F0

0 1 0 0 1 0
0.025 0.85 0.15 0.063 0.94 0.058
0.050 0.70 0.29 0.124 0.88 0.115
0.075 0.62 0.38 0.184 0.83 0.17
0.098 0.54 0.45 0.243 0.79 0.21
0.122 0.50 0.50 0.300 0.75 0.25
0.146 0.45 0.54 0.355 0.71 0.29
0.170 0.41 0.59 0.410 0.70 0.31
0.190 0.38 0.62 0.463 0.67 0.33
0.215 0.33 0.67 0.515 0.63 0.37
0.240 0.32 0.68 0.566 0.61 0.39
0.260 0.27 0.73 0.615 0.60 0.40
0.280 0.27 0.73 0.664 0.58 0.42
0.305 0.26 0.74 0.711 0.56 0.44
0.327 0.24 0.76 0.756 0.55 0.45
0.370 0.21 0.79 0.803 0.54 0.46
0.410 0.18 0.81 0.847 0.52 0.48
0.450 0.17 0.83 1.016 0.46 0.54
0.500 0.15 0.85
0.540 0.14 0.86
0.570 0.13 0.87
0.650 0.11 0.89
0.745 0.09 0.90
0.833 0.08 0.92
0.920 0.07 0.93
1.080 0.05 0.95

aFrom [201].



The previous chapter described the general features of
intrinsic protein fluorescence. We described the spectral
properties of the aromatic amino acids and how these prop-
erties are influenced by the surrounding protein structure.
We now describe time-resolved measurements of protein
fluorescence. Such measurements have become increasing-
ly common because of the increased availability of time-
domain (TD) and frequency-domain (FD) instrumenta-
tion.1,2 However, time-resolved studies of intrinsic protein
fluorescence are made challenging by the lack of simple
pulsed light sources. Pulsed laser diodes are not yet avail-
able for excitation of protein fluorescence. Pulsed LEDs for
excitation of protein fluorescence have just been an-
nounced, but the pulse widths are over one nanosecond.
Single-photon excitation of protein fluorescence requires
wavelengths in the range from 280 to 305 nm. Prior to about
2000, the dominant pulsed light source for this range of
wavelengths was a synchronously pumped cavity-dumped
dye laser, typically rhodamine 6G, which was doubled to
obtain the UV wavelengths. The synchronously pumped
dye lasers require an actively mode-locked pump laser, typ-
ically an argon ion or Nd:YAG laser. At present the active-
ly mode-locked lasers are becoming less available because
of the widespread use of Ti:sapphire lasers. These lasers
spontaneously mode lock and may not use an active mode
locker. Wavelengths suitable for excitation of protein fluo-
rescence can be obtained by frequency tripling the long-
wavelength output of a Ti:sapphire laser. Tripling the output
at 840 nm yields 280 nm. The femtosecond pulse widths
from Ti:sapphire lasers make it practical to generate such
harmonics. Excitation of intrinsic protein fluorescence can
also be accomplished with synchrotron radiation. Many of
the recent studies of time-resolved intrinsic protein fluores-
cence used the frequency-tripled output of a pulsed Ti:sap-
phire laser or synchrotron radiation.

Even with the best available instrumentation it is chal-
lenging to interpret the time-dependent data from proteins.

The intensity decays of proteins are usually complex and
often depend on observation wavelength. The complexity is
due to both the presence of multiple-tryptophan residues in
a single protein and the complex decay kinetics displayed
by even single-tryptophan residues in proteins. High time
resolution and high signal-to-noise measurements are need-
ed to resolve the multiple components in these decays.
Once the multi-exponential intensity decays are resolved, it
is tempting to assign the various components to the individ-
ual tryptophan residues in multi-tryptophan proteins. How-
ever, even proteins with a single tryptophan residue typical-
ly display two or more decay times.3,4 Hence, there is no
reason to believe that the individual decay times represent
individual trp residues, until this fact is demonstrated by
additional experiments. In some cases, where the decay
times are very different, it has been possible to assign decay
times to individual tryptophan residues. This assignment
typically relies on the use of mutant proteins containing one
tryptophan or a fewer number of tryptophans than are pres-
ent in the wild-type protein.

An additional complication is that tryptophan itself in
solution at neutral pH displays a multi-exponential or non-
exponential decay. The heterogeneity is moderately weak.
Most of the emission from tryptophan occurs with a decay
time near 3.1 ns. There is also a second component with a
decay time near 0.5 ns. For some time the origin of this
component was not known. It appears that most of hetero-
geneity of the tryptophan decay is due to the presence of
conformational isomers, called rotamers, which display dis-
tinct decay times. However, there may be additional factors
that contribute to the complex decay kinetics of tryptophan.

Interpretation of the intensity decays becomes more
complicated because of additional processes that may not
occur for the isolated amino acids. Energy transfer can
occur from tyrosine to tryptophan, or between tryptophan
residues themselves. Following excitation the tryptophan
emission can display time-dependent spectral shifts due to
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relaxation of the solvent or the protein matrix around the
excited-state dipole moment. Proteins may exist in several
conformations, each of which displays different intensity
decay. Another source of complexity is the possibility of
transient effects in collisional quenching, due to either
added quenchers or the presence of nearby quenching
groups in the protein. In principle, all these phenomena can
be studied using time-resolved measurements. In practice, it
is difficult to determine the contributions of each phenome-
non to the intensity decay. The use of engineered proteins is
critical to resolving these complex interactions.

While the interpretation of time-resolved protein fluo-
rescence is not always simple, the time-resolved data pro-
vide opportunities for a more detailed understanding of pro-
tein structure and function. In favorable cases it is possible
to resolve the emission spectra of individual tryptophan
residues based on the time-dependent decays measured at
various emission wavelengths. The time-resolved decays
can sometimes be interpreted in terms of the location of the
tryptophan residues in proteins, and the interactions of
these residues with nearby amino-acid residues in the pro-
tein. Conformation changes in proteins often result in
changes in the intensity decay due to altered interactions
with nearby groups. The time-dependent anisotropy decays
are invariably informative about the extent of local protein
flexibility and the interactions of a protein with other
macromolecules. Also, fluorescence quenching is best stud-
ied by time-resolved measurements, which can distinguish
between static and dynamic processes. And, finally, it is
now known that proteins can be phosphorescent at room
temperature. The phosphorescence decay times are sensi-
tive to exposure to the aqueous phase as well as the pres-
ence of nearby quenchers. In this chapter we present an
overview of time-resolved protein fluorescence, with exam-
ples that illustrate the range of behavior seen in proteins.

17.1. INTENSITY DECAYS OF TRYPTOPHAN:
THE ROTAMER MODEL

One difficulty in interpreting the time-resolved intensity
decays of proteins has been a lack of understanding of the
intensity decay of tryptophan itself. In neutral aqueous
solution the intensity decay of tryptophan is known to be a
double exponential, with decay times near 3.1 and 0.5 ns
(Table 17.1).4–12 The dominant origin of a bi-exponential
decay of tryptophan is the presence of rotational isomers
(Figure 17.1). In solution the side chain of tryptophan can
adopt various conformational states, which appear to inter-
change slowly on the ns timescale. A tryptophan solution
can be regarded as a mixture of these rotational isomers,
called rotamers. In neutral aqueous solution, tryptophan is
present in the zwitterionic form in which the amino group
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Table 17.1. Intensity Decays of the Aromatic Amino Acids and Related Compounds at 20°C, pH 7

Compound τ1 (ns) τ2 (ns) α1 α2 λem (nm)               Ref.

Indole 4.4 – 1.0 – 350 –
Tryptophan 3.1 0.53 0.67 0.33 330 6
NATA 3.0 – 1.0 – 330 6
Phenol 3.16 – 1.0 – 300 32, 34
Tyrosine (pH 6) 3.27 – 1.0 – 300 32, 34
Tyrosine (pH 5.5) 3.40 0.98 0.41 0.58 350 43
O-Methyl tyrosine
(pH 5.5) 4.84 – 1.0 – 310 34
NATyrA 1.66 0.11 0.65 0.35 300 32, 34

Figure 17.1. Rotational isomers of tryptophan rotamers. The rotamers
on the left is thought to be responsible for the 0.5-ns decay time. The
lower section shows tryptophan complexed with 18-Crown-6, which
prevents quenching by the ammonium group. Revised from [12,27].



is protonated (—NH3
+) and the carboxy group is ionized

(—CO2
–). In solution the emission of tryptophan can be

self-quenched by an intramolecular process involving the
indole ring and the positively charged ammonium group.
Recall that indole is uniquely sensitive to quenching, partic-
ularly by electron-deficient species. Reported quenchers of
indole include acrylamide, amides, imidazolium, ammoni-
um, methionine, tyrosine, disulfides, peptide bonds, trifluo-
roethanol, and electron scavengers.13–23 Tryptophan can
also be quenched by the amino-acid side chains, including
glutamine, asparagine, protonated carboxyl groups on glu-
tamate and aspartate, cysteine, and histidine.24

Quenching by the ammonium group is seen from the
dependence of the tryptophan quantum yield on pH (Figure
17.2). As the pH is increased from 8 to 10 the amino group
undergoes dissociation to the neutral form, and the quantum
yield and mean lifetime increase approximately three-
fold.7,25 This increase in quantum yield and lifetime occurs
because the neutral amino group does not quench the indole
moiety. The quenching effect of a protonated amino group
on tryptophan is general and occurs for a number of trypto-
phan-containing peptides.26 Tryptophan analogues lacking
the amino group, such as 3-methyl indole12 or constrained
tryptophan derivatives that prevent contact of the amino
group with the indole ring,11 do not show the pH-dependent
increase in quantum yield between pH 8 and 10. Complex-
ation of the amino group to a crown ether results in a sever-
al-fold increase in fluorescence intensity because the amino
group can no longer come in contact with the indole ring.27

Examination of the pH-dependent intensities of tryptophan

indicates that the intensity decreases further below pH 3
and above pH 11. The decrease in intensity below pH 3 is
due to intramolecular quenching of indole by the neutral
carboxyl group, which serves as an electron acceptor. At
high pH indole is quenched by hydroxyl groups, which may
be due to collisional quenching by OHC or by excited-state
deprotonation of the proton on the indole nitrogen group.

How does quenching by the amino group explain the
bi-exponential decay of tryptophan at pH 7? The quenching
process is thought to be most efficient in one of the
rotamers, and this species displays the shorter 0.5-ns decay
time (Figure 17.1, left). The complete explanation is proba-
bly somewhat more complex. For instance, more than three
conformations are possible if one considers the possible ori-
entations of the indole ring.11 Also, it is known that quench-
ing is usually accompanied by transient effects that appear
as short components in the intensity decay. Because of the
complexity introduced by the amino and carboxyl groups,
experiments are frequently performed on uncharged trypto-
phan analogues (Figure 17.3). In the neutral tryptophan
analogue NATA the amino group is acetylated and the car-
boxyl group converted to an amide. Unchanged tyrosine
derivatives are also used (NATyrA). These forms of the
amino acids mimic the structures found when these amino
acids are contained in a polypeptide chain.

The presence of rotamers is probably the dominant rea-
son for the multi-exponential decay of tryptophan at neutral
pH. However, there may be other factors that also con-
tribute to the complex decays of tryptophan and proteins.
One of these factors is quenching by peptide bonds.28 The
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Figure 17.2. Relative fluorescence intensity and mean lifetime of
tryptophan as a function of pH. Excitation was 280 nm, and emission
through a Corning 0-52 filter. Mean lifetimes were measured from the
phase angle at 10 MHz. Revised and reprinted with permission from
[25]. Copyright © 1981, American Chemical Society.

Figure 17.3. Structures of tyrosine and tryptophan and their neutral
analogues, N-acetyl-L-tryptophanamide (NATA) and N-acetyl-L-
tyrosinamide (NATyrA).



quantum yield of NATA in water is 0.14 and the quantum
yield of 3-methyl indole (3-MI) in water is 0.34. The lower
quantum yield of NATA is thought to be due to quenching
by one or both of the amide groups on NATA (Figure 17.3).
If this is true then it is surprising that the rotamer popula-
tions of NATA do not result in a multi-exponential decay as
occurs in tryptophan. The extent of quenching by amides
depends strongly on distance, polarity, and charge distribu-
tion surrounding the indole ring and the amide groups. The
charge distribution around the tryptophan can either
increase or decrease charge separation and quenching by
amides. Hence, a variety of effects contribute to the com-
plex intensity decays of proteins.

17.2. TIME-RESOLVED INTENSITY DECAYS OF
TRYPTOPHAN AND TYROSINE

Controversy over the intensity decay of tryptophan persist-
ed for many years, and one may wonder why the problem
took so long to solve. At that time the measurements pushed
the limits of the available instrumentation and methods of
data analysis. Many of the early time-resolved decays of
tryptophan were measured using flashlamps with nanosec-
ond pulse widths. The low intensities and repetition rates of
the flashlamps resulted in data just adequate to detect the
short component, but not to reliably resolve its decay time
and amplitude. Long data acquisition times were used to
obtain the number of photon counts needed to recover the
decay components. During this time the flashlamp profiles
could change and introduce artifacts. Additionally, it is now
known that the 0.5- and 3.1-ns decay components display
different emission spectra. Some of the earlier measure-
ments observed only the long-wavelength emission above
360 nm, where the emission from the 0.5-ns component is
weak.

The difficulty in resolving the two intensity decay
components is illustrated by the intensity decay of trypto-
phan at pH 7 (Figure 17.4). The light source was a cavity-
dumped rhodamine 6G dye laser that was frequency dou-
bled to 295 nm, which provided pulses about 7 ps wide. The
detector was a microchannel plate (MCP) PMT detector.
The data were fit to the single- and double-exponential
models:

(17.1)

where αi are the amplitudes of the components with decay
times τi. The fitted curves for both the single- and double-
exponential models are visually superimposable on the
measured data. Deviations of the data from the single-expo-
nential fit are barely visible in the deviations (Figure 17.4,
lower panels), and the decrease in χR

2 is only from 2.62 to
1.23 for the single- and double-exponential fits, respective-
ly. Even with modern TCSCP instrumentation it remains
difficult to resolve the two decay times of tryptophan.

The multi-exponential decay of tryptophan can also
been observed using the frequency-domain method (Figure
17.5). The data were obtained using the same dye laser light
source, a MCP PMT detector, and the harmonic content
method (Chapter 5). The deviations from the single-expo-
nential model are clearly non-random (lower panels). The
50-fold decrease in χR

2 for the double-exponential fit from
58.9 to 0.9 is convincing evidence for the non-single-expo-
nential decay of tryptophan.

I(t) � ∑
i

αi exp(�t/τi)
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Figure 17.4. Time-domain intensity decay of tryptophan at pH 7.
Excitation was at 295 nm, and the emission through a Corning WG
320 filter. The deviations are for the single- (χR

2 = 2.62) and double-
exponential fit (χR

2 = 1.23). From [29].



17.2.1. Decay-Associated Emission Spectra of
Tryptophan

Suppose a sample displays a multi-exponential decay, and
that the decay is different at different emission wavelengths.
The intensity decay is then described by

(17.2)

where αi(λ) are the wavelength-dependent pre-exponential
factors and τi the decay times. This expression assumes the
decay times are independent of wavelength. The emission
spectrum due to each component can be calculated using

(17.3)

In this expression I(λ) is the steady-state emission spec-
trum. The product αi(λ)τi appears in the numerator because
the steady-state intensity is proportional to this product. The
sum in the denominator is proportional to the total intensi-
ty at this wavelength. These spectra Ii(λ) are called decay-
associated spectra (DAS) because they represent the emis-
sion spectrum of the component emitting with lifetime τi.

The multi-exponential decays recovered for each emis-
sion wavelength are used to construct the emission spectra
associated with each decay time. To calculate the decay-
associated spectra one has to recall that the fractional con-
tribution (fi) of each species to the steady-state intensity is
proportional to the product αiτi. The contribution of a short-
decay-time component to the steady-state intensity is lower
than the relative amplitude (αi) of the short-decay-time
component in the intensity decay. In the case of tryptophan
the short component contributes only about 4% to the total
emission of tryptophan at neutral pH (Figure 17.6). Emis-
sion from the short component is centered near 335 nm and
occurs at slightly shorter wavelengths than for the overall
emission. This blue shift of the emission is consistent with
the expected effect of a nearby positive charge on the polar
1La state of indole. Little contribution from the 1Lb state is
expected, as conversion of 1Lb to 1La occurs in less than 2
ps.31

17.2.2. Intensity Decays of Neutral Tryptophan
Derivatives

In proteins the amino and carboxyl groups of tryptophan are
converted into neutral groups by the formation of peptide
bonds. The quenching effect of the α-amino group is no
longer present. Neutral tryptophan analogues typically dis-
play simpler decay kinetics than tryptophan itself. The most
commonly used analogue is N-acetyl-L-tryptophanamide,
which has essentially the same structure as a tryptophan
residue in proteins (Figure 17.3). The intensity decay of

Ii(λ) �
αi(λ) τiI(λ)

∑
j

 αj(λ) τj

I(λ,t) � I(t) � ∑
i

αi(λ)  exp(�t/τi)
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Figure 17.5. Frequency-domain intensity decay of tryptophan in H2O
at 20°C and pH 7. Excitation at 295 nm. The emission was collected
through a long pass Corning WG 320 filter. From [2].

Figure 17.6. Spectral resolution of the short and long ns decay com-
ponents of tryptophan. Similar results were reported in [5–6]. From
[30].



NATA (Figure 17.7) is essentially a single exponential.6,12,32

Comparable frequency-domain data for NATA also
revealed a dominant single-exponential decay (Figure
17.8). There is some decrease in χR

2 for the double-expo-
nential fit, so that the decay of NATA may display a weak
second component. However, for all practical purposes
NATA displays a single decay time (Table 17.1).

17.2.3. Intensity Decays of Tyrosine and 
Its Neutral Derivatives

Tyrosine can also display complex decay kinetics, but
its properties are opposite to that of tryptophan. Frequency-

domain intensity decays of tyrosine and its neutral ana-
logue N-acetyl-L-tyrosinamide (NATyrA) are shown in
Figure 17.9. Tyrosine itself displays a single-exponential
decay,33–34 whereas NATyrA displays a bi-exponential
decay (Table 17.1). The molecular origin of the double-
exponential decay of NATyrA is not clear but may be due
to the presence of ground state rotamers.35–37 The
peptide bonds or carbonyl groups may quench the phenol
emission by an electron-transfer mechanism.38–39 Consider-
ably less information is available on the intensity decays of
phenylalanine.40–42 pH-dependent lifetimes have not been
reported.

The intensity decay of tyrosine in water is usually a
single exponential, but different results can be obtained at
different observation wavelengths (Figure 17.10). These
intensity decays were measured using 277-nm excitation
from a frequency-tripled Ti:sapphire laser and a microchan-
nel plate PMT detector. For the peak tyrosine emission at
310 nm the intensity decay is a single exponential.43 As the
observation wavelength increases the plots become curved,
showing the presence of additional components. The com-
ponent with a decay time of 0.98 ns is due to tyrosinate,
which forms during the excited-state lifetime. This compo-
nent from tyrosine is seen as the rapidly decaying species at

582 TIME-RESOLVED PROTEIN FLUORESCENCE

Figure 17.7. Time-domain intensity decay of N-acetyl-L-trypto-
phanamide (NATA) at pH 7. From [29].

Figure 17.8. Frequency-domain intensity decay of NATA at pH 7,
20°C. The solid curves are for the single-exponential fit, τ = 3.20 ns,
χR

2 = 2.4. The double-exponential fit yielded τ1 = 1.04 ns, τ2 = 3.28
ns, α1 = 0.05 and α2 = 0.95, with χR

2 = 1.3. From [29].

Figure 17.9. Frequency-domain intensity decays of tyrosine and
NATyrA. Data reprinted with permission from [33]. Copyright ©
1987, American Chemical Society.



short times and long wavelengths. Ionization of the hydrox-
yl group occurs because its pKa decreases to about 4 in the
excited state. The assignment of this component to ionized
tyrosine is supported by the intensity decays of O-methyl-
tyrosine (Figure 17.10, lower panel), which do not show
this component. The DAS for the two main components in
the tyrosine decay are shown in Figure 17.11. The dominant
emission centered at 310 nm is associated with the 3.40-ns
component. The 0.98-ns component is due to a longer-
wavelength emission centered near 360 nm, which is emis-
sion from tyrosinate.

17.3. INTENSITY AND ANISOTROPY DECAYS 
OF PROTEINS

We now consider the intensity decays of tryptophan
residues in proteins. Since NATA displays a single decay
time, we can expect single-tryptophan proteins to display
single-exponential decays. However, this is not the case. In
a survey of eight single-tryptophan proteins, only one pro-
tein (apo-azurin) was found to display a single decay time.3

This early report was confirmed by many subsequent stud-
ies showing that most single-tryptophan proteins display

double or triple-exponential decays (Table 17.2), and of
course multi-tryptophan proteins invariably display multi-
exponential decays (Table 17.3).

What are the general features of protein intensity
decays? The variability of the intensity decays is a result of
protein structure. The intensity decays and mean decay
times are more variable for native proteins than for dena-
tured proteins. The decay times for denatured proteins can
be grouped into two classes, with decay times near 1.5 and
4.0 ns, with the latter displaying a longer emission wave-
length.3 This tendency is enhanced in native proteins, and
many of them show lifetimes as long as 7 ns, typically on
the red side of the emission. Surprisingly, buried tryptophan
residues seem to display shorter lifetimes. The longer life-
times of exposed tryptophan residues have been puzzling
because exposure to water is expected to result in shorter
lifetimes. It is now known that peptide bonds can quench
tryptophan emission.28 Hence, the shorter lifetimes of
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Figure 17.10. Wavelength-dependent intensity decays of tyrosine and
o-methyl-tyrosine in water at pH 5.5. For tyrosine the upward curva-
ture at long times and long wavelengths is thought to be due to impu-
rities. Revised and reprinted with permission from [43]. Copyright ©
2004, American Chemical Society.

Figure 17.11. Decay-associated spectra of tyrosine in water at pH 5.5.
From [43].

Table 17.2. Intensity Decays of Single-Tryptophan Proteinsa

Protein τ1 (ns) τ2 (ns) τ3 (ns)           Ref.

Azurin 4.8 0.18 – 4
Apoazurin 4.9 – – 4
Staph. nuclease 5.7 2.0 – 3
RNase T1 (pH 5.5) 3.87 – – –
RNase T1 (pH 7.5) 3.57 0.98 – –
Glucagon 3.6 1.1 – 4
Human serum albumin 7.8 3.3 – 4
Phospholipase A2 7.2 2.9 0.96 4
Subtilisin 3.82 0.83 0.17 44

aAdditional intensity decays of single-tryptophan proteins can be found
in [45].



buried residues may be because the buried tryptophan
residues have more contact with peptide bonds than the
exposed residues. However, there is little correlation
between the mean lifetime and emission maximum of pro-
teins (see Figure 16.12). In proteins that contain chro-
mophoric groups (ferredoxin and myoglobin), the trypto-
phan residues are often quenched by resonance energy
transfer, resulting in subnanosecond decay times (Table
17.3).

Multi-exponential decays are not surprising for multi-
tryptophan proteins. However, the origin of multi-exponen-

tial decays in single-tryptophan proteins is less clear. Given
that NATA displays a single decay time, it seems that a sin-
gle-tryptophan residue in a single unique protein environ-
ment should result in a single decay time. One possible ori-
gin of multi-exponential decays is the existence of multiple
protein conformations. Since nearby amino-acid residues
can act as quenchers, it seems logical that slightly different
conformations can result in different decay times for native
proteins. However, multi-exponential decays can be
observed even when the proteins are thought to exist in a
single conformation.46-47 As shown in the following section,
unfolding of a protein can change a single-exponential
decay into a multi-exponential decay, which seems to be
consistent with the presence of multiple conformations for
a random coil peptide. It appears that multi-exponential
decays of single-tryptophan proteins can result in part from
dynamic processes occurring during the excited-state life-
time.48–49 These dynamic processes can include nearby
motion of quenchers, spectral relaxation, and/or resonance
energy transfer.

17.3.1. Single-Exponential Intensity and
Anisotropy Decay of Ribonuclease T1

In the previous section we saw that most single-tryptophan
proteins display multi-exponential decays. However, there
are two known exceptions—apoazurin and ribonuclease T1

from Aspergillus oryzae. Most ribonucleases do not contain
tryptophan. Ribonuclease T1 is unusual in that it contains a
single-tryptophan residue, and under some conditions dis-
plays a single-exponential decay. RNase T1 consists of a
single polypeptide chain of 104 amino acids (Figure 17.12).
RNase T1 has four phenylalanines, nine tyrosines, and a sin-
gle-tryptophan residue at position 59. This tryptophan
residue is near the active site. The emission maximum is
near 323 nm, suggesting that this residue is buried in the
protein matrix and not exposed to the aqueous phase.
Quenching studies have confirmed that this residue is not
easily accessible to quenchers in the aqueous phase.50–53

Ribonuclease is also unusual in that its intensity decay is a
single exponential at pH 5.554–57 (Figure 17.13, top). The
decay becomes a double exponential at pH 7. A single-
exponential decay is convenient because changes in the pro-
tein structure can be expected to result in more complex
decay kinetics. It is easier to detect a single-exponential
decay becoming a multi-exponential decay than it is to
detect a change in a multi-exponential decay.
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Table 17.3. Intensity Decays of Multi-Tryptophan Proteinsa

Protein                       # of Trps        τ1 (ns)        τ2 (ns) τ3 (ns)

Bovine serum 2 7.1 2.7 –
albumin

Liver alcohol 2 7.0 3.8 –
dehydrogenase

Ferredoxin 2 6.9 0.5 –
Sperm whale 2 2.7 0.1 0.01 

myoglobin
Papain 5 7.1 3.7 1.1
Lactate 6 8.0 4.0 1.0

dehydrogenase

aFrom [4].

Figure 17.12. Structure of ribonuclease T1 in the presence of 2'-GMP
(2'-GMP removed). Trp 59 is located between the α-helix and β-sheet
structure.



17.3.2. Annexin V:A Calcium-Sensitive 
Single-Tryptophan Protein

Ribonuclease T1 provided an example of a single-trypto-
phan protein that displayed single-exponential intensity and
anisotropy decays (Figure 17.13, bottom). For most pro-
teins, even with a single-tryptophan residue, the intensity
and anisotropy decay are more complex. One example is
annexin V, which possesses a single-tryptophan residue
(Figure 17.14). Annexins are a class of homologous pro-
teins that bind to cell membranes in a calcium-dependent
manner. The crystal structure is known to be different with
and without bound calcium.58 The emission from the single-
tryptophan residue is sensitive to calcium.59 Addition of cal-
cium results in shift of the emission maximum from 324 to
348 nm (Figure 17.15).

In the absence of calcium the intensity decay is highly
non-exponential (Figure 17.16). Addition of calcium caus-
es the intensity decay to become more like a single expo-

nential. This dramatic change in calcium suggests the pres-
ence of a nearby quenching group in the calcium-free form.
The crystal structures of annexin V are consistent with this
suggestion because the tryptophan residue moves away
from the protein in the presence of calcium (Figure 17.14).

As was described in Chapter 4 the multi-exponential
model can be used to fit almost any intensity decay, even if
the actual decay has some other functional form. When
examining tables of multi-exponential decay parameters it
is difficult to obtain an intuitive vision of the decays from
the numerical values. The forms of complex intensity
decays can be visualized from the lifetime distributions.
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Figure 17.13. Time-resolved fluorescence intensity and anisotropy
decay of RNase T1 in buffered aqueous solution pH 5.5. Excitation at
295 nm. Data from [54].

Figure 17.14. Structure of Annexin V in the absence (top) and pres-
ence (bottom) of Ca2+. The calcium atom is shown in red. Revised and
reprinted with permission from [60]. Copyright © 1994, American
Chemical Society.



Figure 17.17 show the lifetime distributions of annexin V in
the absence and presence of calcium. These plots shows the
amplitude of the intensity decay for each decay time. The
lifetime axis is logarithmic, as is common with maximum
entropy analyses. The more rapid intensity decay in the
absence of calcium can be understood from the decay com-
ponent near 0.2 ns seen in the lifetime distribution. Binding
of calcium to annexin V results in the appearance of a larg-
er decay time component near 4 ns.

The calcium-dependent change in tryptophan exposure
is expected to affect the anisotropy decay. As expected for a
surface-exposed residue, the anisotropy decay also becomes
more rapid in the presence of calcium (Figure 17.18). Once
again it is helpful to visualize these decays as distributions,
in this case distributions of correlation times. In the absence
of calcium the anisotropy decay of annexin V is mostly due
to overall rotational diffusion with a correlation time near
12 ns. In the presence of Ca2+ the anisotropy decay shows
three correlation times near 80 ps, 1.2 ns, and 12 ns (Figure
17.19). Taken together these results are consistent with the
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Figure 17.15. Fluorescence emission spectrum of trp 187 in annexin V
with and without calcium-bound protein. The insert shows the dependence
of the emission maximum of annexin V on the calcium-to-protein molar
ratio under several conditions. Revised and reprinted with permission from
[59]. Copyright © 1994, American Chemical Society.

Figure 17.16. Fluorescence intensity decays of trp 187 in annexin V
in the absence and presence of calcium. The intensity decays were
measured at 320 nm without calcium and 350 nm with calcium.
Revised and reprinted with permission from [59]. Copyright © 1994,
American Chemical Society.

Figure 17.17. Lifetime distributions for the tryptophan emission from
Annexin V in the absence and presence of calcium. The distributions
were recovered using the maximum entropy method. Data from [60].



known structural change induced by Ca2+, which results in
displacement of the trp 187 from a buried environment to an
exposed environment in which the side chain is extended
into the aqueous phase (Figure 17.14). It is apparent that the
time-resolved intensity and anisotropy decays are highly
sensitive to protein conformation.

17.3.3. Anisotropy Decay of a Protein with 
Two Tryptophans

From the previous examples we saw that in different pro-
teins the tryptophan residues can be rigidly held by the pro-
tein or display segmental motions independent of overall
rotational diffusion. In a multi-tryptophan protein residues,
each residue may be rigid or mobile. This type of behavior
is seen for single-tryptophan mutants of the IIAGlc protein.61

This protein from E. coli is involved in transfer of phos-
phate groups, so we will call it the phosphoryl-transfer pro-
tein (PTP).

X-ray diffraction of the PTP shows a well-defined
structure from residues 19 to 168. Residues 1 to 18 are not
seen in the x-ray structure and are thus mobile in the crys-
tal, and probably also in solution. Wild-type PTP does not
contain any tryptophan residues. Single-tryptophan mutants
were prepared with residues at positions 3 and 21, which
were expected to be in the mobile and rigid regions, respec-
tively. Time-resolved anisotropy decay of these mutant pro-

teins are shown in Figure 17.20. At times longer than 3 ns
both mutants display long correlation (θL) times near 40 ns.
This correlation time is larger than expected for a protein
with a molecular weight near 21 kDa (Table 10.4), which
may be due to the flexible chain. The mutants show very
different behavior at times below 3 ns, where the F3W
mutants display short correlation times (θS) near 1 ns. The
short correlation time is due to motion of residues 1–18,

PRINCIPLES OF FLUORESCENCE SPECTROSCOPY 587

Figure 17.18. Time-resolved anisotropy decay of Annexin V in the
absence and presence of calcium. Data from [59]; figure provided by
Dr. Jacques Gallay from the Paris-Sud University, France.

Figure 17.19. MEM-reconstituted correlation time distribution of trp
187 in annexin V. Data from [59].

Figure 17.20. Time-resolved anisotropy decays of single-tryptophan
mutants of the phosphoryl transfer protein. 296-nm excitation was
obtained from a cavity-dumped frequency-doubled dye laser. Revised
from [61].



which are independent of the compact domain of the pro-
tein. These results show how tryptophan residues at differ-
ent locations within the same protein can have different
motions and different anisotropy decays.

17.4. PROTEIN UNFOLDING EXPOSES THE 
TRYPTOPHAN RESIDUE TO WATER

The spectral properties of proteins are dependent upon their
three-dimensional structure. This dependence can be seen
by measuring the emission of native and denatured proteins.
The effects of denaturation are easy to observe for ribonu-
clease T1 (Figure 17.12), which displays single-exponential
intensity and anisotropy decays in the native conformation
(Figure 17.13). Emission spectra of ribonuclease T1 (RNase
T1) are shown in Figure 17.21. An excitation wavelength of
295 nm was chosen to avoid excitation of the tyrosine
residues. For the native protein the emission maximum is at
323 nm, which indicates the indole group in a nonpolar

environment. Although not evident in Figure 17.21, others
have reported the presence of weak vibrational structure in
the emission spectrum,54 as was seen for indole in cyclo-
hexane and for azurin.

Proteins can be unfolded at high temperature or by the
addition of denaturants such as urea or guanidine
hydrochloride. These conditions result in a dramatic shift in
the emission spectra of RNase T1 to longer wavelengths. In
the presence of 7.0 M guanidine hydrochloride, or at 65EC,
the emission spectrum of RNase T1 shifts to longer wave-
length to become characteristic of a tryptophan residue that
is fully exposed to water (Figure 17.21). These results show
that protein structure determines the emission maximum of
proteins or, conversely, that protein folding can be studied
by changes in the intensity or emission spectra of proteins.

17.4.1. Conformational Heterogeneity Can Result
in Complex Intensity and Anisotropy Decays

Frequency-domain measurements were used to study the
intensity decays of native and denatured Rnase T1 (Figure
17.22). In the native state at pH 5.5 the frequency-domain
data reveal a single-exponential decay with τ = 3.92 ns.
When the protein is denatured by heat the intensity decay
becomes strongly heterogeneous.

Protein unfolding also affects the anisotropy decays of
RNase T1. The frequency-domain data for Rnase T1 at 5EC
is characteristic of a single correlation time (Figure 17.23).
If the temperature is increased, or if one adds denaturant,
there is an increase in the high-frequency differential phase
angles and a decrease in the modulated anisotropy. These
effects in the frequency-domain anisotropy data are charac-
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Table 17.4. Anisotropy Decays of NATA and Single-
Tryptophan Peptides and Proteinsa

Proteins θ1 (ps) θ2 (ps) r01 r02

RNase T1, 20°C 6520 – 0.310 –
Staph. nuclease 10160 91 0.303 0.018
Monellin 6000 360 0.242 0.073
ACTH 1800 200 0.119 0.189
Gly-trp-gly 135 39 0.105 0.220
NATA 56 – 0.323 –
Melittin monomer 1730 160 0.136 0.187
Melittin tetramer 3400 60 0.208 0.118

a20°C, excitation at 300 nm. From [77] and [78].

Figure 17.21. Emission spectra of ribonuclease T1 (RNase T1), λex =
295 nm. From [62].

Figure 17.22. Frequency response of RNase T1 at 5 (!) and 57°C (").
The solid and dashed lines show the best single component fits to the
data at 5 and 57°C, respectively. The χR

2 values were 1.3 at 5°C and
2082 at 57°C. From [55].



teristic of rapid motions of the residue in addition to slow-
er overall rotational diffusion. At low frequency the modu-
lated anisotropies are equal to the steady-state anisotropies.
At high frequencies the modulated anisotropies approach
the fundamental anisotropy (r0). The FD anisotropy data
can be used to reconstruct the time-dependent anisotropy
decays (insert). In the native state the anisotropy decay is a
single exponential. When unfolded by either guanidine
hydrochloride or high temperature, the anisotropy decay
displays a fast component due to segmental motions of the
tryptophan residue. Hence, rapid components in the
anisotropy decay can be expected for random coil peptides,
or for tryptophan residues on the surfaces of proteins that
are not constrained by the three-dimensional structure.

17.5. ANISOTROPY DECAYS OF PROTEINS

Proteins display a variety of anisotropy decays. Most pro-
teins show fast components in the decays at early times.63–78

Typical anisotropy decays are shown in Figure 17.24. The
single tryptophan in the lumazine protein shows a high
degree of segmental flexibility. The long component near
17 ns is assigned to overall rotational diffusion of the pro-
tein. The short component near 0.45 ns is assigned to rapid

motions of the tryptophan residue independent of overall
rotational diffusion. Another example is the tryptophan
residue in bovine troponin I, which shows a shorter correla-
tion time near 0.90 ns and a correlation time of 23.5 ns due
to overall rotational diffusion. In many cases the rapid com-
ponents in the anisotropy decay are too fast to be measured,
as shown for a histocompatibility complex protein. In this
case about 75% of the anisotropy is lost due to rapid
motions. The short correlation time observed in proteins is
variable and ranges from 50 to 500 ps, with the values being
determined in part by the time resolution of the instrument.
The shorter correlation time is approximately equal to that
observed for NATA in water or for small peptides (Table
17.4). These shorter correlation times are typically insensi-
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Figure 17.23. Frequency-domain anisotropy decays of RNase T1 (pH
5.5) at 5°C (!) and 52°C (") and at 5°C with 6 M guanidine
hydrochloride (�). The insert shows equivalent time-dependent
anisotropies reconstructed from the FD data. Similar data were report-
ed in [63]. From [2].

Figure 17.24. Anisotropy decay for the single-tryptophan residue in
the lumazine protein (top), for trp-192 in bovine cardiac troponin I
(middle) and for a histocompatibility protein (bottom). Revised from
[74], [75], and [76].



tive to protein folding and are not greatly affected by the
viscosity of the solution.

The picosecond component in the anisotropy decays of
proteins display some characteristic features. Their fraction
of the total anisotropy is typically larger for small unstruc-
tured peptides than for tryptophan residues buried in a pro-
tein matrix. Unfolding of a protein usually increases the
amplitude of the fast motions. The magnitude of the short
correlation time seems to be mostly independent of the size
of the protein or peptide. This is shown in Figure 17.25,
which shows the two correlation times recovered for mole-
cules ranging from indole, to tryptophan, to the tripeptide
lys-trp-lys, to melittin.79 The molecules were dissolved in
propylene glycol, so the overall correlation times are longer
than those found with water. The longer correlation time
increases with molecular weight. However, the rapid corre-
lation time is independent of molecular weight and is near
0.5 ns for all peptides.

17.5.1. Effects of Association Reactions on
Anisotropy Decays: Melittin

The single-tryptophan peptide melittin provides a good
example of how a protein anisotropy decay depends on the
association with other biomolecules. In the presence of high
salt concentration, melittin self-associates from monomers
to tetramers. During this process the single-tryptophan
residue on each chain is buried in the center of the four-

helix bundle. The anisotropy decay changes due to the larg-
er overall size and restriction of segmental motions.
Anisotropy decays for melittin have been reported by sev-
eral laboratories.80–82 Typical data for the monomer and
tetramer are shown in Figure 17.26. The anisotropy decay
was multi-exponential in both cases, with a 20–40-ps com-
ponent in either state. The anisotropy decays more slowly in
2 M NaCl, where melittin forms a homotetramer. The
longer global correlation time was 1.4 ns for the monomer
and 5.5 ns for the tetramer, which are consistent with over-
all rotational diffusion.

Melittin binds to lipid vesicles because one side of the
protein has nonpolar surface in the α-helical state.83–85 This
binding results in a dramatic change in the anisotropy decay
(Figure 17.26), which now shows a correlation time near 12
ns, but with uncertainty in the actual value.80 It is difficult
to obtain much information after 10 ns, or three times the
mean lifetime, due to the low remaining intensity. In gener-
al one should select probes whose decay times are longer
than the process being measured.

The data in Figure 17.26 illustrate a difficulty frequent-
ly encountered when measuring protein anisotropy decays.
The measured time-zero anisotropy, r(0), is less than the
fundamental anisotropy (r0 = 0.3) for the 300-nm excitation
wavelength. A low apparent time-zero anisotropy can be
due to the limited time resolution of the instrumentation. If
the correlation time is too short, the anisotropy decays with-
in the instrument response function and the apparent time-
zero anisotropy is less than the actual value.86
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Figure 17.25. Short and long rotational correlation times for indole,
tryptophan, and peptides in propylene glycol at 5°C. 1, indole; 2, 3-
methylindole; 3, trp; 4, NATA; 5, gly-trp; 6, trp-trp; 7, gly-trp-gly; 8,
leu-trp-leu; 9, glu-trp-glu; 10, lys-trp-lys; 11, gastrin; 12, pentagastrin;
13, [tyr4-bombesin); 14, dynorphin; 15, [asn15]-dynorphin; 16, cosyn-
tropin; 17, melittin. From [79].

Figure 17.26. Anisotropy decays of monomeric and tetrameric melit-
tin, in water and 2 M NaCl, respectively. Also shown is the anisotropy
decay when bound to DMPC lipid vesicles. Excitation at 300 nm.
Data from [80].



17.6. BIOCHEMICAL EXAMPLES USING
TIME-RESOLVED PROTEIN FLUORESCENCE

17.6.1. Decay-Associated Spectra of Barnase

In Section 16.8.2 we described the spectral properties of
barnase. The wild-type protein contains three tryptophan
residues: W35, W71, and W94 (Figure 16.48). Barnase dis-
plays a pH-dependent change in intensity that was attrib-
uted to quenching of W94 by the side chain of a protonated
histidine residue H18. Time-resolved measurements and
site-directed mutagenesis were used to determine the life-
times of W94 when the histidine is positively charged or in
the neutral state. This was accomplished by constructing
three double mutants, each containing a single-tryptophan
residue.87 The intensity decays of all the single-tryptophan
mutants were multi-exponential. The emission spectra and

mean lifetimes are shown in Figure 17.27. The mean life-
times of W71 and W35 are essentially independent of pH.
The mean lifetime of W94 changes dramatically with pH,
from 1.19 ns at pH 5.8 to 3.35 ns at H 8.9. This effect is due
to H18, which quenches W94 when in the protonated form.
These results confirm the conclusions obtained using the
mutants that contained two tryptophan residues (Section
16.8.2).

17.6.2. Disulfide Oxidoreductase DsbA

The emission of tryptophan residues in proteins is frequent-
ly affected by nearby groups in proteins. Such effects were
seen in the disulfide oxidoreductase DsbA from E. coli.88–89

The wild-type DsbA contains two tryptophan residues:
W76 and W126 (Figure 17.28). W76 is sensitive to the
redox state of DsbA. W126 was found to be essentially non-
fluorescent irrespective of the redox state of the protein.
The reason for quenching of W126 in DsbA was studied
using site-directed mutagenesis. The mutant protein W76F
was constructed to obtain a protein that contained only
W126. The origin of the quenching was studied using
W76F by mutating amino-acid residues close to W126.
Since amides are known to be possible quenchers of trypto-
phan, glutamine 74 and asparagine 127 were replaced with
alanine.

The time-resolved intensity decays of the DsbA
mutants were measured for various wavelengths across the
emission spectra. The recovered multi-exponential decays
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Figure 17.27. Emission spectra and mean decay time of the three sin-
gle-tryptophan mutants of barnase at pH 5.8 and 8.9. The mean life-
times are different than in [87] and were calculated using τ� = 3fiτi.
Data from [87].

Figure 17.28. Structure of disulfide oxidoreductase DsbA from E.
coli.



were used to calculate the decay-associated spectra (Figure
17.29). As is usually seen with single-tryptophan proteins,
the intensity decays were multi-exponential. The DAS show
that Q74 and N127 were responsible for quenching of
W126. For the protein containing these residues, W76F, the
largest component in the DAS is for a decay time of 0.14 ns.
For the protein-lacking residues N127 and Q74 (Figure
17.28, lower panel) the DAS are dominated by a component
with a lifetime of 3.57 ns. In examining these data it is
important to notice that the individual lifetimes were not
assigned to a quenched or unquenched residue. In the
quenched mutant protein (Figure 12.29 top) and in the
unquenched mutant proteins (bottom) the tryptophan
residue displays at least three decay times. The effects of
Q74 and N127 were determined by considering which
decay times were dominant in the total emission.

17.6.3. Immunophilin FKBP59-I: Quenching of
Tryptophan Fluorescence by Phenylalanine

Immunophilin FKBP59-I provides another example of
quenching of tryptophan by a nearby amino-acid side
chain.90 In this case the quencher is phenylalanine, which is
not usually considered a quencher. Immunophilins are
receptors for immunosuppressant drugs such as cyclo-
sporin. The immunophilin domain FKBP59-I contains two
tryptophan residues at positions 59 and 89 (Figure 17.30).
In general it would be difficult to separate the contributions
of the two tryptophan residues using data for just FKBP59-
I. An analogous protein FKBP12 was available that con-
tained just W89. The intensity of these two proteins is
markedly different, with W89 showing a much lower quan-
tum yield (0.025 versus 0.19 for FKBP59). Trp-89 in
FKBP12 shows more rapid intensity decay than FKBP59-I,
with two tryptophan residues (Figure 17.31). For the pro-
tein with two tryptophan residues, one of which is highly-
fluorescent, the lifetime distribution analysis shows a dom-
inant decay time near 6.16 ns. For the single-tryptophan
protein the intensity decay is dominated by the more weak-
ly emitting residue, which displays a more heterogeneous
intensity  decay with  a  dominant  decay time near 0.21 ns
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Figure 17.29. Steady-state emission and decay-associated spectra of
W126 in DsbA mutants. Data from [88].

Figure 17.30. Location of the two tryptophan in FKBP59-I. FKBP12
has only trp-89.



(Figure 17.31, lower panel). These results revealed an unex-
pected origin for quenching of W89. Apparently this trypto-
phan residue is quenched due to a nearby phenylalanine
residue. Benzene is known to decrease the decay times of
indole.91 Although not reported, one would expect denatu-
ration of the protein to decrease the extent of quenching and
normalize the fluorescence of W89, which would support
the conclusion that F129 is responsible for quenching of
W89.

17.6.4. Trp Repressor: Resolution of the 
Two Interacting Tryptophans

Site-directed mutagenesis and frequency-domain measure-
ments were used to study the two tryptophan residues in the

tryptophan repressor from E. coli.92–93 The wild-type pro-
tein is a symmetrical dimer and contains two tryptophans at
positions 19 and 99 in each subunit. The W99F mutant con-
tains only tryptophan 19 (W19) and the W19F mutant con-
tains only tryptophan 99 (W99). Emission spectra of the
three proteins show that the protein with W19 has a higher
quantum yield than the protein with W99, or even the wild-
type protein with two tryptophan residues (Figure 17.32).

Frequency-domain intensity decays of the three repres-
sor proteins show that each displays a distinct intensity
decay (Figure 17.33). The longest decay time is shown by
the mutant with W19, as can be judged by the larger phase
angles at lower frequencies. The mean decay time of W19
is even longer than that of the wild-type protein. These
results indicate that W99 acts as a quencher in the wild-type
protein, presumably by RET from W19 to W99. This is rea-
sonable because W19 has a shorter emission maximum than
W99.

The difficulties in resolving the emission from each
residue using only the wild-type protein is illustrated by the
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Figure 17.31. Top: Time-resolved intensity decay of FKBP59-I and
FKBP12. Bottom: Lifetime distribution recovered using the maxi-
mum entropy method. Excitation at 295 nm. Emission at 340 nm,
20°C. Reprinted with permission from [90]. Copyright © 1997,
American Chemical Society.

Figure 17.32. Emission spectra of the wild-type E. coli trp repressor
(WT) and its two single-tryptophan mutants. Revised from [92].



intensity decays (Table 17.5). Both the wild-type protein
and the single-tryptophan mutants display a double-expo-
nential decay. The decay times overlap for all three pro-
teins. Also, the interactions between the tryptophan residues
imply that the intensity decay of the wild-type protein is not
a result of adding the intensity decays of the two single-
tryptophan mutants. The emission of the wild-type protein
is not the sum of the emission of the two single-tryptophan
mutants.

17.6.5. Thermophilic β-Glycosidase:
A Multi-Tryptophan Protein

In the preceding sections we saw studies of proteins with a
limited number of tryptophan residues. As the number of
tryptophan residues increases, it becomes impractical to
resolve the individual residues. Even if single-tryptophan
mutants can be made it is unlikely that the protein will
remain stable after substitution of a large number of trypto-
phan residues. In such cases it can be informative to exam-
ine the lifetime distributions of the wild-type protein. S. sol-

fataricus is an extreme thermophile growing at 87EC. Its β-
glycosidase is a 240-kDa tetramer that contains 68 trypto-
phan residues, 17 per subunit (Figure 17.34). The β-gly-
cosidase remains native and active to above 85EC. It is
impractical to attempt to resolve the individual emission
spectra, and equally impractical to prepare single-trypto-
phan mutants. One can nonetheless measure the intensity
decays of the protein, which in this case were measured
using the frequency-domain method. The decays are highly
heterogeneous and were interpreted in terms of a bimodal
lifetime distribution (Figure 17.35). As the temperature is
increased the two components shift progressively towards
shorter lifetimes.94

17.6.6. Heme Proteins Display Useful Intrinsic
Fluorescence

For many years it was assumed that heme proteins were
nonfluorescent. This was a reasonable assumption given
that the intense Soret absorption band of the heme groups is
expected to result in Förster distances (R0) for trp to heme
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Figure 17.33. Frequency-domain intensity decay of the trp repressor
(!) and its two single-tryptophan mutants with W19 (�) or W99 (�).
Revised and reprinted with permission from [92]. Copyright © 1993,
American Chemical Society.

Table 17.5. Intensity Decays of the Trp Repressor,
and Its Single–Tryptophan Mutantsa

Protein τi (ns) αi fi τ� (ns)b

WT (W19 and W99) 0.57 0.70 0.28 1.41
3.36 0.30 0.72

W19F (W99) 0.58 0.83 0.47 1.01
3.14 0.17 0.53

W99F (W19) 0.40 0.28 0.04 2.95
3.94 0.72 0.96

aFrom [92].
bCalculated using τ� = Σi fi τi.

Figure 17.34. Frequency dependence of the phase shift and demodu-
lation factors of S. solfataricus β-glycosidase fluorescence emission at
neutral pH at 5, 45, and 85°C. The structure is one monomer from the
tetramer; tryptophans are in red. Revised from [94].



transfer near 32–34 Å. Since this distance is larger than the
20-Å radius of a myoglobin molecule, RET is expected to
be nearly complete.

Detection of tryptophan emission from heme proteins
is experimentally difficult. Suppose RET quenching is 99%
efficient, and suppose that your protein solution contains a
1% impurity of the apoprotein or some non-heme protein.
The signal from the impurity will be approximately equal to
that from the heme protein. For this reason it is difficult to
prove if the observed weak emission is due to heme pro-
teins, to impurities, or to the apoproteins. In spite of these
difficulties, some groups were successful in detecting heme
protein emission from the steady-state data.95–98 Subsequent
time-resolved experiments confirmed that heme proteins
do display weak intrinsic fluorescence, and the ps decay
times found in heme proteins can be correlated with their
structure.99–106

An example of intrinsic fluorescence from a heme pro-
tein is provided by seed-coat soybean peroxidase (SBP).105

This protein contains 326 amino acids and a single-trypto-
phan residue, W117 (Figure 17.36). The intensity decay of
W117 is highly heterogeneous, showing at least four decay
times (Figure 17.37). The lifetime distribution recovered
from the intensity decay is informative in showing that 97%
of the steady-state intensity is due to the 36-ps component.
This result illustrates the difficulty in studies of heme pro-
tein fluorescence. It is difficult to know if the minor longer
lifetime components are due to the heme protein itself, or

impurities, apoprotein, or unusual conformations of the
heme protein that do not allow efficient energy transfer.

The emission of heme proteins has also been studied
using the frequency-domain method.106 Representative
intensity decays for hemoglobin are shown in Figure 17.38.
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Figure 17.35. Tryptophanyl-lifetime-distribution of S. solfataricus β-
glycosidase at the indicated temperatures. Revised from [94].

Figure 17.36. Structure of seed-coat soybean peroxidase.

Figure 17.37. Intensity decays of the intrinsic tryptophan emission
from soybean peroxidase. The fractional intensities of the 2.0- and
6.2-ns components are near 0.008 and 0.002, respectively. Data from
[105].



The frequency-domain data revealed both ps and ns decay
times. Long-lifetime ns components were also found for
myoglobin. These long-lived components are thought to be
due to conformational isomers of the proteins in which the
heme on the tryptophan residue is positioned so that energy
transfer cannot occur. The time-resolved data can provide
useful information under conditions where the steady-state
data are ambiguous.

17.7. TIME-DEPENDENT SPECTRAL 
RELAXATION OF TRYPTOPHAN Advanced Topic

We have seen many examples of resolving the emission
from individual tryptophan residues in multi-tryptophan
proteins. During this analysis we assumed that each trypto-
phan residue displayed the same lifetime at all emission
wavelengths. However, the lifetimes of a single-tryptophan

residue may not be the same at all emission wavelengths.
Many examples are known where the intensity decays are
different at different wavelengths. If the intensity decay of
indole in water is measured the decays will be essentially
the same at all emission wavelengths. However, the decays
become strongly dependent on emission wavelength in
more viscous solvents. Figure 17.39 shows intensity decay
of indole in glycerol at 20EC. The intensity decays were
measured for various wavelengths across the emission spec-
trum.107 The intensity decay at 310 nm, which is on the blue
side of the emission, is more rapid than the decay at 390
nm, which is on the long-wavelength side of the emission.
This difference is due to solvent relaxation around the excit-
ed state, which is occurring on a timescale comparable to
the decay time (Chapter 7). The intensity decay at 380 nm
shows a rise time that is proof of an excited-state process.

The intensity decays at each wavelength can be ana-
lyzed by the multi-exponential model. In this global analy-
sis the lifetimes τi were assumed to be independent of wave-
length and the amplitude αi(λ) was assumed to depend on
wavelength. These are the same assumptions that are com-
monly used when analyzing wavelength-dependent data
from proteins. The wavelength-dependent decays allow cal-
culation of the decay-associated spectra (Figure 17.40, top).
The results are presented in wavenumber units. The DAS
for shorter decay times show shorter wavelength emission
maxima, and the amplitudes are negative at some wave-
lengths.

For indole in glycerol we do not expect unique emitting
species, so the DAS in Figure 17.40 give the misleading
impression of discrete emitting states. The recovered
decays can also be used to calculate the time-resolved emis-
sion spectra (Figure 17.40, bottom). The TRES show a
gradual shift to longer wavelengths and probably provide a
more reasonable description of indole in glycerol. Time-
dependent spectral relaxation can result in DAS that are not
due to unique emitting species.

Tryptophan residues in a protein are in a viscous envi-
ronment, probably comparable to glycerol. A large amount
of data suggest that spectral relaxation occurs in many pro-
teins,108–119 but there may also be proteins where relaxation
does not occur. When wavelength-dependent intensity de-
cays are measured for a protein it is not always clear
whether to use DAS or TRES. For a multi-tryptophan pro-
tein one is tempted to use DAS and to associate the DAS
with the individual tryptophan residues. This association
may not always be correct. Similarly, for a single-trypto-
phan protein there is a tendency to associate the DAS with
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Figure 17.38. Frequency-domain intensity decays of the intrinsic
tryptophan fluorescence from hemoglobin. From [106].

Figure 17.39. Intensity decays of indole in glycerol at 20°C. Revised
from [107].



multiple conformations. However, it is important to remem-
ber that the DAS and TRES are representations of the data,
and not of the protein. Most time-resolved data are not ade-
quate to distinguish between discrete DAS or continuous
relaxation.

Evidence for time-dependent relaxation of tryptophan
residues is pervasive but not specific. One characteristic of
spectral relaxation is an increase of the mean decay time
with increasing observation wavelength. Since there seems
to be no correlation between the emission maxima of pro-
teins and their mean lifetimes (see Figure 16.12), there
should be equal numbers of proteins that display increases
or decreases in lifetime with increasing wavelength. How-
ever, for almost all proteins the mean lifetime increases

with increasing emission wavelength, which is characteris-
tic of spectral relaxation. Even single-tryptophan proteins
display lifetimes that increase with increasing wavelength.
An unambiguous characteristic of an excited-state process
is a negative pre-exponential factor in the intensity decay.
Such components have only been rarely observed in pro-
teins, one example being chicken pepsinogen.115 The
absence of negative pre-exponential factors does not prove
the absence of spectral relaxation because these terms are
easily eliminated by spectral overlap. However, the correla-
tion between shorter emission wavelengths and shorter life-
times could also be due to quenching by peptide bonds.

The difficulty in interpreting the data in terms of DAS
or spectral relaxation is illustrated by studies of myelin
basic protein (MBP),119 which contains a single-tryptophan
residue. This protein is found in the central nervous system
associated with myelin. In solution in the absence of mem-
branes, MBP is thought to be mostly unstructured. Time-
resolved decays were collected across the emission spec-
trum and used to calculate the DAS and TRES (Figure
17.41). The DAS seem to imply multiple conformations and
the TRES suggest a continuous relaxation process. The
time-resolved data usually do not indicate whether the
decays are due to discrete emitting species or a continuous-
ly changing population. Most papers on protein fluores-
cence select either the DAS or TRES for presentation, de-
pending on the preferred interpretation of the data.

Under favorable conditions ground-state heterogeneity
or spectral relaxation can be distinguished by detection of a
negative pre-exponential factor on the long-wavelength side
of the emission. Such a factor is rarely observed for pro-
teins.115 The typical absence of negative pre-exponential
factors in proteins is probably due to the modest spectral
shift during the excited-state lifetimes and spectral overlap
between the initially excited and relaxed states (Chapter 7).
Negative pre-exponential factors can be seen from indole
derivatives under conditions that may mimic the interior of
proteins.120–121 Figure 17.42 shows the lifetime distributions
for tryptophan octyl ester (TOE) in micelles of an
uncharged detergent. On the short-wavelength side (305
nm) the amplitudes are all positive. The amplitudes become
negative on the long-wavelength (375 nm) side of the emis-
sion, which proves that spectral relaxation has occurred. In
proteins the time-dependent spectral shifts are usually
smaller, and the multiple-tryptophan residues emit at differ-
ent wavelengths. These factors probably prevent the appear-
ance of negative pre-exponential factors. For most proteins
it is probably safe to assume that multiple-tryptophan
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Figure 17.40. Decay-associated spectra (top) and time-resolved emis-
sion spectra (bottom). The DAS and TRES were calculated from the
same time-resolved decays of indole in glycerol at 20°C. Revised
from [107].



residues, multiple conformations, and spectral relaxation all
affect the intensity decays.

17.8. PHOSPHORESCENCE OF PROTEINS
Advanced Topic

Phosphorescence is usually observed at low temperature
and/or in the complete absence of quenchers.122–124 These
conditions are needed because phosphorescence lifetimes
are typically long—milliseconds to seconds—and thus
quenched by low concentrations of oxygen or impurities.
Low temperatures are also needed to decrease the rates of
non-radiative decay to be comparable with the phosphores-
cence emission rates. Otherwise, the quantum yield of
phosphorescence will be very small.

Figure 17.43 shows the fluorescence and phosphores-
cence of tryptophan in a glass at low temperatures.125 Phos-
phorescence occurs at longer wavelengths than fluores-
cence, and phosphorescence spectra are typically more
structured. The phosphorescence is shown as a separate
spectrum from the fluorescence. A separate phosphores-
cence spectrum is only observed if detection of the phos-
phorescence is gated to remove the fast decay fluorescence.
More typical spectra are shown in Figure 17.44 for NATA
in a glass-forming solvent at various temperatures.126 At
low temperature (100 to 190EK) the phosphorescence
appears on the long-wavelength side of the fluorescence
spectrum. Without gated detection both emissions are
observed. The wavelength resolution of the phosphores-
cence is lower in Figure 17.44 than in Figure 17.43. The
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Figure 17.41. Decay-associated spectra and time-resolved emission
spectra from myelin basic protein at 30°C, 289-nm excitation. Revised
from [119].

Figure 17.42. Lifetime distributions for tryptophan octyl ester (TOE)
in dodecylmaltoside (DM) micelles, 20°C. Revised from [121].



spectra in 17.44 are more typical because a bandpass near 5
nm is typically used in recording fluorescence spectra. If
the decay times were measured at 350 and 450 nm, the 450-
nm emission would show a millisecond decay time and the
350-nm emission the usual nanosecond decay time.

In the 1980 reports there appeared an observation
of tryptophan phosphorescence from proteins at room tem-
perature,127–129 in some cases in the presence of oxygen.130

This was surprising given the long lifetimes for phosphores-
cence. Some of the early reports were in error due to deple-
tion of oxygen with intense excitation intensities.131 In

spite of this initial confusion it is now accepted that some
proteins display phosphorescence in solution at room tem-
perature.132–140 Observation of useful phosphorescence
requires the complete exclusion of oxygen, but some stud-
ies have been performed with oxygen concentrations up to
about 80 µM.

The phosphorescence decay times of proteins at room
temperature can be surprisingly long (Figure 17.45).140 In
contrast to fluorescence decays the decays of phosphores-
cence seem to be more like single exponentials. Buried
tryptophans with short emission wavelength tend to have
longer phosphorescence decay times than exposed residues
(Table 17.6).141 The nearly single-exponential decays of
phosphorescence and the large range of phosphorescence
decay times suggest the possibility of resolving the emis-
sion of several tryptophans in a multi-tryptophan protein.

The highly structured emission of tryptophan phospho-
rescence can allow the resolution of two tryptophan
residues in a single protein.92 This possibility is shown for
the tryptophan repressor and its single-tryptophan mutants
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Figure 17.43. Absorption, fluorescence, and phosphorescence spectra
of tryptophan in a low-temperature glass. Revised from [125].

Figure 17.44. Emission spectra of NATA in a glycerol–water mixture.
Revised from [126].

Table 17.6. Correlation of Fluorescence Emission Maximum
and Phosphorescence Lifetime in Single-Tryptophan Proteinsa

Fluorescence             Phosphorescence
maximum                      lifetime

Protein                                (nm)                             (ms)

Azurin 305 400
Parvalbumin (calcium) 320 5
Ribonuclease T1 325 14
Melittin 340 <0.5
Monellin 345 <0.5
Parvalbumin (no calcium) 350 <0.5

aFrom [141].

Figure 17.45. Phosphorescence intensity decays of proteins in aque-
ous solution at room temperature. Revised from [140].



(Figure 17.46). The wild-type protein shows two sharp
peaks near 400 nm, and each of the single-tryptophan mu-
tants show a single peak near this wavelength. Each of these
peaks is thus due to a single-tryptophan residue.

Multiple phosphorescence peaks have been observed
for other proteins with two tryptophan residues.142–145 Site-
directed mutagenesis has been used to identify amino-acid
side chains that quench tryptophan phosphorescence.146

Figure 17.47 shows the phosphorescence emission spectra
of glyceraldehyde-3-phosphate dehydrogenase (GPD) from
Bacillus stearothermophilus. The wild-type protein con-
tains two tryptophan residues: W84 and W310. The emis-
sion spectrum of the W84F mutant allows assignment of the
peaks near 400 nm to each tryptophans residue. The lower
panel shows the phosphorescence decays at 0EC. The
mutant containing W310 shows a very short phosphores-
cence decay time. This short decay time is due to a tyrosine
residue at position 283 (Y283). Replacement of this tyro-
sine with a valine (V) results in a 50-fold increase in the
decay time of W310.

17.9. PERSPECTIVES ON PROTEIN 
FLUORESCENCE

Our understanding of protein fluorescence has increased
dramatically in the past five years. The availability of a

large number of protein structures allows correlation be-
tween structural features of the proteins and their spectral
properties. General trends are beginning to emerge, such as
which side chains are most likely to quench tryptophan.
Energy transfer from short- to long-wavelength tryptophans
has been seen for several proteins. Emission maxima can be
correlated with exposure to solvent, as seen from the pro-
tein structure. This improved understanding of protein fluo-
rescence will allow its use to answer more specific ques-
tions about protein function and protein interactions with
other biomolecules.
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PROBLEMS

P17.1. Rotational Diffusion of Proteins: Use the data in Table
17.7 to calculate the activation energy for rotational dif-
fusion of RNase T1 in aqueous solution. Also, predict
the steady-state anisotropy of RNase T1 at each temper-
ature from the time-resolved data.

P.17.2.  Rotational Freedom of Tryptophan Residues in Pro-
teins: Use the data in Table 17.4 to calculate the cone
angle for tryptophan motion, independent of overall
rotational diffusion. Assume the fundamental
anisotropy is 0.31. Perform the calculation for RNase
T1, staph. nuclease, monellin, melittin monomer, and
melittin tetramer.

P.17.3.  Apparent Time-Zero Anisotropies of Proteins: The
time-zero anisotropies from RNase T1 are different in
Tables 17.4 and 17.7. Describe possible reasons for
these differences.

P.17.4.  Calculation of Decay Associated Spectra: The lac
repressor from E. coli is a tetrameric protein with two
tryptophan residues per subunit. The intensity decays
and emission spectra are shown in Figure 17.48, and
the intensity decays are given in Table 17.8.

A. Explain the intensity decays (Figure 17.48, left) in
terms of the mean lifetime at each wavelength.

B. Calculate the decay-associated spectra and inter-
pret the results.

PRINCIPLES OF FLUORESCENCE SPECTROSCOPY 605

Table 17.7. Rotational Correlation Times (λ), and Time-Zero
Anisotropies, r(0), for RNase T1 at Various Temperaturesa

η/T
T (EC)       (x10–3 kg) (m–1 s–1 K–1) τ (ns) r0 λ (ns)

–1.5 6.63 4.50 0.183 " 0.007 20.9 " 1.1
1.5 6.18 4.45 0.176 " 0.003 15.6 " 0.8

15.4 3.92 4.19 0.184 " 0.004 9.6 " 0.6
29.9 2.63 3.83 0.187 " 0.004 6.0 " 0.4
44.4 1.89 3.33 0.197 " 0.003 3.7 " 0.2

aAlso listed are the calculated values of η/T, where η is the solution vis-
cosity. From [54].

Figure 17.48. Intensity decays at the indicated emission wavelength (left) and emission spectrum (right) of the E. coli lac repressor. IRF is the instru-
ment response function. Revised from [147].

Table 17.8. Intensity Decays of the E. coli
lac Repressora

τ1 = 3.8 ns τ2 = 9.8 ns
λem (nm) α1 (λ)                  α2 (λ)

315 0.72 0.28
320 0.64 0.36
330 0.48 0.52
340 0.35 0.65
350 0.28 0.72
360 0.18 0.82
370 0.08 0.92
380 – 1.00

aFrom [147].



C. How could you confirm this assignment of the
DAS to each tryptophan residue?

P17.5. Calculation of a Tryptophan-to-Heme Distance: Figure
17.36 shows the crystal structure of soybean peroxi-
dase. The dominant component in the tryptophan
intensity decay is 35 ps, which accounts for 97% of the
emission. Assume the other components are due to

impurities or apoprotein, so that the transfer efficiency
is up to 97%. Calculate the tryptophan-to-heme dis-
tance using the overlap intergral of J(λ) = 9.1 x 10–14

M–1 cm3 or the Förster distance of 35.1 Å for κ2 = 2/3.
The crystal structure indicates κ2 = 2. Assume a quan-
tum yield of 0.1 in the absence of energy transfer and
a refractive index of 1.3.
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In the previous chapters of this book we described the emis-
sion resulting from one-photon excitation (1PE). By 1PE
we mean that an excited fluorophore has reached the excit-
ed state by absorption of a single photon. We now consider
two-photon (2PE) and three-photon (3PE) excitation. The
term 2PE indicates that the fluorophore has reached the
excited state by absorption of two photons. We will only
consider simultaneous absorption of two or more photons.
We will not consider sequential absorption where there is a
well-defined intermediate state.

Until 1990 multiphoton spectroscopy was considered
to be an exotic phenomenon that was used primarily in
chemical physics and optical spectroscopy. Two-photon ab-
sorbance or excitation requires high peak powers to
increase the probability that two photons are simultaneous-
ly available for absorption. Because of the interaction of
two photons with the fluorophore, the selection rules for
light absorption are, in principle, different from those for
one-photon spectroscopy. Because of the different selection
rules, two-photon spectroscopy can be used as a tool to
study the excited-state symmetry of organic chro-
mophores.1–3 Multiphoton experiments require complex
lasers and high optical powers. It did not seem possible to
use multiphoton excitation (MPE) in optical microscopy
because the high power would damage the biological sam-
ples. Surprisingly, MPE is now widely used in fluorescence
microscopy. Multiphoton microscopy (MPM) is possible
because of the favorable properties of titanium–sapphire
(Ti:sapphire) lasers and the development of laser-scanning
microscopes. Multiphoton excitation is usually less damag-
ing to biological samples than in one-photon excitation.
Multiphoton microscopy was introduced in 19904 and is
now used extensively in cell imaging.5–9

18.1. INTRODUCTION TO MULTIPHOTON 
EXCITATION

The phenomenon of multiphoton excitation can be depicted
in a Jablonski diagram (Figure 18.1). For one-photon ab-
sorption a single photon elevates the fluorophore to the
excited state. Depending upon the absorption spectrum and
the excitation wavelength the fluorophore may be excited to
higher vibration levels of the S1 state or even to the S2 state.
Irrespective of the excitation wavelength the fluorophore
has reached the excited state by absorption of a single pho-
ton. Almost all fluorophores emit from the lowest energy
level of the relaxed S1 state.

MPE is accomplished using longer-wavelength excita-
tion to avoid the much stronger single-photon absorption of
the fluorophore (Figure 18.1), so that 2 or 3 photons are
needed to reach the same energy level due to one-photon
absorption. This diagram can give the impression that a flu-
orophore absorbs the photons sequentially. However, MPE
is due to simultaneous absorption of multiple photons,
which is why no intermediate states are shown in Figure
18.1. High illumination intensities must be used for MPE
because two or more photons must interact simultaneously
with the fluorophore. MPE is a nonlinear process. The
extents of 2PE and 3PE are proportional to the intensity
raised to the second or third power, respectively. To date all
fluorophores examined with MPE have displayed the same
emission spectra and lifetimes as if they were excited by
one-photon absorption. Since the selection rules for optical
excitation are different for 1PE, 2PE, and 3PE, the fluo-
rophores may be placed into different excited states with
different modes of excitation. However, the fluorophores
emit from the same excited state, independent of one- or
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multiphoton absorption. Hence we can still use a Jablonski
diagram with S1 emission to describe multiphoton excita-
tion.

The quadratic or higher-order dependence of MPE on
the incident intensity is a favorable property for optical
imaging. Assume a wavelength for 1PE is incident on a

cuvette (Figure 18.2). The amount of light absorbed in any
plane at a distance is proportional to the incident intensity
at this plane. Focusing a beam on the center of a cuvette
changes the size of the beam but does not change the total
amount of light passing through a plane at a position x. The
emission intensity is constant at all positions x across the
cuvette, assuming the absence of inner-filter effects (top).

Now consider 2PE with a longer wavelength. The
amount of light absorbed is proportional to the square of the
intensity. Focusing the beam decreases its size but increas-
es its intensity. As a result the amount of light absorbed is
not constant across the cuvette, but shows a maximum at the
focal point where the incident intensity is highest (Figure
18.2, bottom). This effect can result in strongly localized
excitation. Figure 18.3 shows a fluorescein solution illumi-
nated with wavelengths for 1PE and 2PE. For 1PE the flu-
orescein is excited across the cuvette. For 2PE the fluores-
cein is only excited in a small spot at the focal point of the
laser beam.

Most fluorophores photobleach rapidly in fluorescence
microscopy. Localized excitation is an advantage under
these conditions. If a biological sample undergoes 1PE the
light is absorbed at all depths in the sample, not just in the
focal plane.11–12 As a result the entire thickness of the sam-
ple undergoes photobleaching (Figure 18.4, left) and photo-
damage occurs across the entire thickness of the sample.
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Figure 18.1. Jablonski diagram for one-, two-, and three-photon exci-
tation.

Figure 18.2. Schematic comparison of one- and two-photon excita-
tion.

Figure 18.3. Comparison of one-photon excitation (blue arrow) and
two-photon excitation (red arrow) of a fluorescein solution. Courtesy
of Dr. Peter T. C. So from the Massachusetts Institute of Technology.

Figure 18.4. Photobleaching of rhodamine in a Formvar layer with one- (left) and two-photon excitation (right). From [12].



For three-dimensional reconstruction of the cell image it is
necessary to obtain images from multiple focal planes. This
is difficult with 1PE because all planes are bleached irre-
spective of the position of the focal plane.

The right side of Figure 18.4 shows photobleaching
with 2PE, which is now strongly localized in the focal
plane. The fluorophores are still photobleached, but it is
possible to image above and below the focal plane because
the fluorophores in these regions are not photobleached.
The adverse effects due to absorption are localized to the
focal plane, which may be less damaging to the specimen
than when photobleaching occurs across the entire thick-
ness. MPE is usually performed using wavelengths from
720 to 950 nm, where there is minimal absorption by water
and intrinsic chromophores (see Figure 19.4).

18.2. CROSS-SECTIONS FOR MULTIPHOTON
ABSORPTION

We are all familiar with the absorption coefficients for one-
photon absorption, which are usually expressed as the
molar extinction coefficients in units of M–1 cm–1. For a sin-
gle molecule the absorption can be described in units of
cm2, which is the effective area over which a single mole-
cule absorbs the incident light. For 1PE the optical cross-
sections σ1 range from 10–15 to 10–17 cm2. Cross-sections of
10–15, 10–16, and 10–17 cm2 correspond to squares with sides
of 3, 1, and 0.3 Å, respectively. One-photon cross-sections
are thus comparable to the size of fluorophores and can be
understood intuitively.

It is more difficult to have an instructive understanding
of cross-sections for multiphoton absorption. For 2PE the
cross-sections are in units of cm4 s/photon. The values of
the 2PE cross-sections are reported in terms of GM (Gop-
pert-Mayer) units, where 1 GM = 10–50 cm4 s/photon. The
units are named after Maria Goppert-Mayer, who developed
the theory for two-photon absorption processes.13–14 These
units for the 2PE cross-sections are more difficult to under-
stand than the cross-sections for 1PE in units of area.

The physical origin of the 2PE cross-sections can be
understood by some simple considerations. For one-photon
absorption the number of photons absorbed per second
(NA1) is given by

(18.1)

where I is the intensity and σ1 is the cross-section for one-
photon absorption. The units are given within the parenthe-

ses. The cross-section in cm2 is multiplied by the number of
photons passing near the molecule per second to yield the
number of photons absorbed per second. To obtain NA1 in
photons per second the cross-section must be in units of
cm2.

Now consider two-photon absorption. The number of
photons absorbed per second by 2PE (NA2) is given by

(18.2)

In order for the units to match on both sides of eq. 18.2 the
units of σ2 must be cm4s/photon. Similarly, for 3PE,

(18.3)

and the units of a three-photon cross-section are cm6 s2/pho-
ton2.

18.3. TWO-PHOTON ABSORPTION SPECTRA

Since selection rules for one- and two-photon optical tran-
sitions are different there is no reason to expect the one- and
two-photon absorption spectra to be the same.15–17 Figure
18.5 shows these spectra for some commonly used fluo-
rophores. Note that the y-axis is a logarithmic scale and the
one-photon spectra are plotted on an arbitrary scale. For
visual comparison the spectra are usually plotted on the
same wavelength scale where the one-photon spectrum is
plotted using twofold longer wavelengths. The x-axis is
usually the wavelengths used for two-photon absorption
measurements. Occasionally the data are plotted on the
one-photon wavelength scale. The correct scale is usually
apparent from the known one-photon absorption spectra of
the fluorophores.

The one- and two-photon absorption spectra are differ-
ent for the three fluorophores shown in Figure 18.5, which
has been found for most fluorophores.15–17 An important
feature of the two-photon absorption is that, on a relative
scale, the absorption is stronger at wavelengths below twice
the long-wavelength absorption. For example, the one-pho-
ton absorption of RhB is much weaker at 400 nm than at
500 nm (middle panel). The two-photon absorption is
stronger for RhB at 800 nm than at 1000 nm. This is con-
venient because two-photon microscopy is almost exclu-
sively done using Ti:sapphire lasers, which have an output
from 720 to 1000 nm. Additionally, the shape of the two-
photon absorption spectra often allows simultaneous excita-
tion of several fluorophores using a single wavelength.

NA3 (photons/s) � σ3 I3 (photons/cm2s) 3

NA2 (photons/s) � σ2 I2 (photons/cm2s) 2

NA1 (photon/s) � σ1 (cm2 )  I(photon/cm2s )
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Additional two-photon absorption spectra are shown in
Figure 18.6. It is difficult to measure their spectra because
the amount of light absorbed depends strongly on the exact
spatial and temporal profile of the pulses.18–19 For this rea-
son two-photon cross-sections are usually measured rela-
tive to a standard, typically bis-MSB, which appears to be
the best characterized two-photon standard.20 Fortunately,
fluoresceins have large cross-sections at Ti:sapphire wave-
lengths. The cross-sections of UV-absorbing fluorophores
such as indo-1 (IC) or fura-2 with calcium (FC) are small—
above 700 nm—because two photons at wavelengths above
about 700 nm do not contain enough energy to reach the S1

state.
One-photon absorption spectra often show regions of

low absorption at wavelengths below the long-wavelength
absorption. For instance, see the absorption spectra of fluo-
rescein (Figure 3.9) or dyes used for DNA sequencing. The
low absorption at wavelengths below the S0 ⊗ S1 transition
makes it difficult to excite more than one dye at a time using
a laser source. The larger width of the two-photon absorp-
tion spectra makes it easier to excite multiple fluorophores
using one wavelength. This possibility is shown in Figure
18.7 for five fluorophores that were all excited using 800
nm from a Ti:sapphire laser.

18.4. TWO-PHOTON EXCITATION OF A 
DNA-BOUND FLUOROPHORE

At present MPE is used primarily for cellular imaging or for
fluorescence correlation spectroscopy (Chapter 24). Both of
these applications make use of the small excited volumes
obtained using MPE with a focused laser beam. Prior to
describing MPE microscopy it is informative to see the
effects of MPE on the fluorophores themselves.22 Figure
18.8 shows emission spectra of DAPI bound to DNA when
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Figure 18.5. One- and two-photon absorption spectra of three com-
monly used fluorophores. The one-photon spectra are plotted on an
arbitrary scale. From [17].

Figure 18.6. Two-photon fluorescence excitation spectra of fluo-
rophores. For BM (Bis-MSB), data represent two-photon absorption
cross-sections. For all the other fluorophores, data represent two-pho-
ton action cross-sections—i.e., the product of the fluorescence emis-
sion quantum efficiencies and the two-photon absorption cross-sec-
tions. Units are Goppert-Mayer (GM); 1 GM = 10–50 cm4 s/photon.
Spectra are excited with linearly polarized light using a mode-locked
Ti:sapphire laser. The black dot indicates twice the wavelength of the
one-photon absorption maximum of the fluorophore. The fluo-
rophores illustrated in a are as follows: BM, p-bis(o-methylstyryl)-
benzene; CB, Cascade Blue hydrazine trisodium salt; LY, Lucifer
Yellow CH ammonium salt; BD (BODIPY), 4,4-difluoro-1,3,5,7,8-
pentamethyl-4-bora-3a,4a-diazaindacene-2,6-disulfonic acid disodi-
um salt; DP (DAPI not DNA bound), 4',6-diamidino-2-phenylindole
dyhydrochloride; DN (dansyl), 5-dimethylaminonaphthalene-1-sul-
fonyl hydrazine; PY, 1,2-bis-(1-pyrenedecanoyl)-sn-glycero-3-phos-
phocholine; and CM, coumarin 307. The fluorophores illustrated in b
are as follows: IC, indo-1 with Ca2+; IF, indo-1 without Ca2+; FC, fura-
2 with Ca2+; FF, fura-2 without Ca2+; CG, calcium green-1 with Ca2+;
CO, calcium orange with Ca2+; CC, calcium crimson Ca2+; and F3,
fluo-3 with Ca2+. From [17].



excited at 360, 830, and 885 nm.23–25 The emission spectra
are the same at each excitation wavelength, showing that
emission occurs from the lowest singlet state irrespective of
the mode of excitation (Section 18.1). Although not shown,
the intensity decays are the same for these excitation wave-
lengths.24 When excited at 360 nm a twofold decrease in the
incident intensity results in a twofold decrease in fluores-
cence intensity, as expected for a one-photon process. When
excited at 830 and 885 nm, the emission intensity decreas-
es four- and eight-fold, respectively. This indicates that 2PE
occurs at 830 nm and 3PE occurs at 885 nm.

The mode of excitation can be determined by the
dependence of the emission intensity on incident power

(Figure 18.9). For excitation at 830 and 885 nm a plot of
DAPI emission intensity versus incident power yields
slopes of 2.01 and 2.85, respectively. The mode of excita-
tion switches from 2PE to 3PE between these wavelengths.
The reason for this switch can be found in the DAPI absorp-
tion spectrum (top). The long-wavelength absorption ends
near 420 nm. Above 840 nm 2PE can no longer occur
because the energy of the combined photons is not adequate
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Figure 18.7. Simultaneous excitation of several fluorophores using the 800-nm output of a regeneratively amplified Ti:sapphire laser. The laser is inci-
dent near the bottom of the bottles. The upper lines are reflections off the surface. From [21].

Figure 18.8. Normalized emission spectra of DAPI-DNA for excita-
tion at 360, 830, and 885 nm. Also shown are the emission spectra
with a twofold attenuation of the excitation. The excitation source at
830 and 885 nm was a femtosecond Ti:sapphire laser; 80 MHz repeti-
tion rate with a pulse width near 80 fs.

Figure 18.9. Absorption spectra and power-dependent intensities of
DAPI-DNA. The laser power is in milliwatts. From [24].



to reach the S1 state. As a result the mode of excitation
changes to 3PE. The 2PE-to-3PE transition occurs on the
long-wavelength edge of the DAPI absorption. This is a
result of the 2PE cross-section being much larger than the
3PE cross-section, so that 2PE dominates wherever possi-
ble. It was initially surprising that 3PE could be observed
without detectible damage to the sample.

18.5. ANISOTROPIES WITH MULTIPHOTON
EXCITATION

In the previous section we saw that the emission spectra of
DAPI are the same for one, two, and three-photon excita-
tions. In contrast, the anisotropies can be very different for
each mode of excitation.26–32 There are two reasons for the
different anisotropies. Fundamental anisotropies can be dif-
ferent for each mode of excitation. This is a complex topic
that we will not describe. The second reason is because
excitation photocorrelation is different depending on the
mode of excitation. More specifically, two-photon excita-
tion results in a more strongly aligned population because
this process depends on cos4 θ photoselection, rather than
cos2 θ for one-photon excitation.

To avoid confusion we note that there are two types of
polarization experiments in multiphoton spectroscopy. The
experiments described in this book use only linearly polar-
ized light, and the emission anisotropy value is determined
by the motions of fluorophores in the excited state. A differ-
ent type of polarization experiment is performed in chemi-
cal physics. These experiments compare the absorption of
linearly and circularly polarized light, which provides
information about the symmetry of the excited states.33–35

18.5.1. Excitation Photoselection for 
Two-Photon Excitation

In section 10.2 we showed that an anisotropy is related to
the average value of cos2 θ. The fundamental anisotropy
value of 0.4 for one-photon excitation is a consequence of
cos2 θ photoselection. For two-photon excitation the fluo-
rophore interacts simultaneously with two photons, and
each interaction is proportional to cos2 θ. Hence, the photo-
selection function becomes29

(18.4)

Introduction of this function into the calculation of <cos2

θ> (eq. 10.21) allows calculation of the anisotropies expect-

ed for collinear transitions (Table 10.1). For β = 0 the fun-
damental anisotropy for two-photon excitation is 0.57,
rather than 0.4. For three-photon excitation the fundamen-
tal anisotropy can be as large as 0.66 (Figure 18.10 and
Table 18.1).

It is important to recognize the meaning of these
anisotropy values. A value of 0.4 for one-photon excitation
and a value of 0.57 for two-photon excitation both mean the
absorption and emission transition moments are parallel.
There is no new information in the higher anisotropy value
for two-photon excitation, except for confirming the transi-
tion moments are still parallel. In some cases the
anisotropies do not follow the predictions based on cos2 θ
or cos4 θ photoselection. One example is tryptophan and
indole, which display lower anisotropies with two-photon
excitation (Section 18.7).

18.5.2. Two-Photon Anisotropy of DPH

It is instructive to see how the anisotropy depends on the
mode of excitation. Figure 18.11 shows the excitation
anisotropy spectra of DPH. For one-photon excitation
(340–380 nm), the anisotropy in frozen solution is always

f2(θ ) �  cos 
4θ   sin θ  dθ
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Figure 18.10. Excited-state distributions for r0 = 0.40 with one-,
two-, and three-photon excitation.

Table 18.1. Fundamental Anisotropies for One-,
Two-, and Three-Photon Excitationa

β (deg)         One-photon r01 Two-photon r02 Three-photon r03

0 0.40 0.57 0.66
45 0.10 0.41 0.17
54.7 0.00 0.00 0.00
90 –0.20 –0.29 –0.33

aData from [35].



below the one-photon limit of 0.40. For two-photon excita-
tion the anisotropy is near 0.5, well above the one-photon
limit. The larger anisotropy for two-photon excitation is
mostly due to cos4 θ photoselection. This can be seen from
the ratio of the one- and two-photon anisotropies. This ratio
is near 1.35, which is close to the predicted ratio of 1.425
(Table 18.1). These data indicate that the value of β for
DPH is nearly the same for one- and two-photon excitation.
Anisotropy values larger than 0.57 have been observed with
three-photon excitation.32

18.6. MPE FOR A MEMBRANE-BOUND 
FLUOROPHORE

Multiphoton excitation requires high local light intensities,
which is obtained from focused laser beams. Hence, it is
natural to ask whether these conditions are compatible with
studies of biological molecules. Remarkably, multiphoton
excitation is possible without significant heating or damage
of many samples. Figure 18.12 shows emission spectra of
DPH in DPPG vesicles, and Figure 18.13 shows the inten-
sity decays for the same sample.36–38 The same emission
spectra and nearly the same intensity decay were observed
with 1PE and 2PE, suggesting the membrane is not dam-
aged by the locally intense excitation. The anisotropy decay
of DPH is more sensitive to the temperature of the mem-
brane than the intensity decay. The anisotropy decay of
DPH in DPPG was essentially the same for 1PE and 2PE,

except for the photoselection factor (Figure 18.14). This
result indicates that the membrane is not heated during 2PE
of DPH. Remarkably, even three-photon excitation did not
seem to elevate the temperature of the membranes (Figure
18.15). The steady-state anisotropies with 1PE and 3PE
show phase transitions at the same temperature. The mini-
mal effect of MPE on biomolecules has been demonstrated
by continued viability of hamster embryos even after exten-
sive multiphoton imaging.39

18.7. MPE OF INTRINSIC PROTEIN 
FLUORESCENCE

Fluorescence microscopy is rarely performed using intrin-
sic protein fluorescence because of the difficulty in trans-
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Figure 18.11. Excitation anisotropy spectra of DPH in frozen solution
for one- and two-photon excitation. Revised with permission from
[36]. Copyright © 1994, American Institute of Physics.

Figure 18.12. Fluorescence emission spectra of DPH in DPPG bilay-
ers for excitation at 358 nm (dashed) and 716 nm (solid). From [36].

Figure 18.13. Frequency-domain intensity decay for DPH in DMPG
vesicles, 10°C, for one-photon excitation at 358 nm (top) and two-
photon excitation at 716 nm (bottom). From [36].



mitting UV light through the optical components. This
problem can be avoided using two-photon excitation
because the required wavelength near 560–600 nm is easily
transmitted. Several reports have appeared on 2PE of pro-
teins in solution.40–45 Ti:sapphire lasers do not provide out-
put at the wavelengths needed for 2PE of proteins, and
Ti:sapphire lasers are presently the optimal choice for mul-
tiphoton microscopy.

The problem of exciting tyrosine and tryptophan fluo-
rescence with a Ti:sapphire laser was solved by using three-
photon excitation. Wavelengths near 850 nm can be used
for three-photon excitation of tryptophan.46–47 Multiphoton
excitation of proteins is illustrated in Figure 18.16 for a
mutant of troponin C (TnC). This protein from muscle typ-
ically contains only tyrosine residues. The TnC mutant con-
tains a single tryptophan residue replacing a phenylalanine
residue at position 22 (F22W). Emission spectra are shown
for excitation at 285 nm, and at the unusual wavelengths of
570 and 855 nm. The same emission spectra were observed
for all three excitation wavelengths. Since 570 and 855 nm
are much longer than the last absorption band of trypto-
phan, the emission observed with these excitation wave-
lengths cannot be due to the unusual process of one-photon
excitation.
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Figure 18.14. Time-domain anisotropy decay of DPH in DPPG bilay-
ers for one- and two-photon excitation. From [37].

Figure 18.15. Temperature-dependent anisotropies of DPH in DPPG
for three-photon excitation at 860 nm and one-photon excitation at
350 nm. From [38].

Figure 18.16. Emission spectra of troponin C F22W with one-, two-,
and three-photon excitation. 570 nm was obtained from a cavity-
dumped dye laser. The lower panel shows the dependence of the emis-
sion intensity on incident power, in mW. From [47].



The nature of the excitation process is revealed by the
effects of attenuating the intensity of the incident light. At
285 nm a twofold decrease in the incident light results in a
twofold decrease in the emission intensity, which is the
usual result for one-photon excitation where the intensity of
the emitted light is directly proportional to the excitation
intensity. For excitation at 570 nm, twofold attenuation of
the incident light results in a fourfold decrease in emission
intensity. At 855 nm the same twofold decrease in incident
intensity results in an eight-fold decrease in emission inten-
sity. The emission intensity depends on the square of the
incident intensity at 570 nm, and on the cube of the incident
intensity at 855 nm (Figure 18.16). This data indicates that
the emission with 570-nm excitation is due to two-photon
excitation, and the emission with 855-nm excitation is due
to three-photon excitation. The tryptophan intensity decay
is the same for each excitation wavelength (Figure 18.17),
which suggests the protein was not adversely affected by
the intense 855 nm excitation.

Another feature for multiphoton excitation is the
opportunity for new spectroscopic information. This is illu-

strated by the unusual anisotropies displayed by tryptophan
with two- or three-photon excitation. Surprisingly, the
anisotropies of the tryptophan residue in TnC F22W are
lower for two-photon excitation (560–600 nm) than for one-
photon excitation (280–300 nm, Figure 18.18). The
anisotropies are still lower for three-photon excitation
(840–900 nm). Multiphoton excitation is expected to result
in higher anisotropies due to cos4 θ or cos6 θ photoselec-
tion. The lower anisotropies for tryptophan observed for
MPE suggest that MPE is occurring primarily to the 1Lb

state of tryptophan, with emission as usual from the 1La

state. Apparently, MPE to the 1Lb state displays a higher
MPE cross-section than does the 1La state, but a full expla-
nation may require more complex analysis.48–49

It is of interest to understand how multiphoton excita-
tion is accomplished. The 570-nm excitation was obtained
from the cavity-dumped pulses from a rhodamine 6G dye
laser. These pulses are about 7 ps wide. Excitation at 855
nm was accomplished using pulses from a Ti:sapphire laser,
which are about 70 fs wide. Pulsed excitation is used
because it is necessary to have a high instantaneous density
of photons in order to have a significant probability of
MPE.

At present we are not aware of 3PE of intrinsic protein
fluorescence using optical microscopy. However, 3PE of
serotonin (5-hydroxytryptamine) has been used in
microscopy to image granules of this neurotransmitter in
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Figure 18.17. Frequency-domain intensity decays of TnC F22W
without Ca2+ for one-, two-, and three-photon excitation. From [47].

Figure 18.18. Excitation anisotropy spectrum of TnC mutant F22W
for one-, two-, and three-photon excitation. From [47].



intact cells,50 but serotonin may undergo complex photo-
chemistry with MPE.51

18.8. MULTIPHOTON MICROSCOPY

At present the dominant use of MPE is for optical imaging.
Multiphoton microscopy (MPM) requires complex instru-
ments that are often maintained by dedicated personnel.
Most MPMs use a Ti:sapphire laser source (Figure 18.19).
There may be a pulse picker to decrease the repetition rate.
The optical path contains components for focusing the
beam and for adjusting its intensity. In order to obtain an

image the focused laser beam is raster scanned across the
sample by the scanning unit. In this instrument there is also
a CW He–Ne laser for conventional confocal laser-scanning
microscopy (CLSM) with one-photon excitation. When
using MPE all the emitted light comes from the focal spot,
and there is minimal out-of-plane fluorescence. For this rea-
son the multiphoton-induced fluorescence is usually meas-
ured using a PMT behind the objective, which provides
higher sensitivity than passing the emission back through
the scanning unit as is done with CLSM.

Several detectors are shown below the baseplate of the
microscope. Prior to reaching the detector the signal is
passed through a short-pass (SP) filter to remove the longer-
wavelength excitation from the emission. Separate detec-
tors are available for measuring lifetimes or emission spec-
tra.

18.8.1. Calcium Imaging

Multiphoton microscopes have been used extensively for
cellular imaging. We present just a few examples. MPM can
be used for calcium imaging. Figure 18.20 shows neonatal
rat cells labeled with a lipid conjugate of Calcium Green
(left) or the lipid conjugate Indo-1 (right).53–54 The two
probes show different intracellular distributions. The differ-
ent distributions occur because CG-C18 localizes on the
outside of the cell and Indo-1-C18 was internalized and dis-
tributed throughout the cell except for the nucleus.

Multiphoton excitation microscopy is used to measure
rapid signaling events in cells.55 HeLa cells were transfect-
ed with the cDNA for a cameleon calcium sensor (Figure
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Figure 18.19. Schematic of a multiphoton microscope. Revised from [52].

Figure 18.20. Multiphoton microscopy images of neonatal rat cells
labeled with lipid conjugate of Calcium Green (CG-C18) or Indo-1
(Indo-1-C18). From [54].



18.21). These sensors are composed of a donor–acceptor
GFP pair connected by a calcium-sensitive linker.56 The
linker consists of calmodulin and the M13 peptide. In the
presence of calcium the peptide binds to calmodulin, bring-
ing the donor and acceptor closer together and increasing
the extent of energy transfer. The first image was taken 1
second before local exposure to histamine. Exposure to his-
tamine results in a calcium wave that travels across the cell
in about 4 seconds.

18.8.2. Imaging of NAD(P)H and FAD

The intracellular concentrations of NAD(P)H and FAD
reflect the energy metabolism of cells. Figure 18.22 shows
fluorescence images of an isolated cardiac myocyte with
excitation at 750 nm.57 The images were recorded in two
wavelength regions. The image is brighter at shorter wave-
lengths, where the NADH emission is expected to be dom-
inant, and weaker at wavelengths where FAD emits. There
can be numerous reasons for the difference in intensity in
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Figure 18.21. Fluorescence intensity ratios from a cameleon calcium sensor for HeLa cells locally exposed to histamine. The images were recorded
at 1 second intervals starting 1 second before exposure to histamine. The intensity ratio is 535 nm/480 nm. Scale bar is 10 µm. Reprinted with per-
mission from [55].



these wavelength regions, such as the concentrations and
quantum yields of these cofactors in the cells. Part of the
explanation lies in the two-photon cross-sections of NADH
and FAD (Figure 18.23). At 750 nm the cross-section of
NADH is smaller than that of FAD. If a longer excitation
wavelength were used the FAD emission may dominate the
emission.

18.8.3. Excitation of Multiple Fluorophores

In Section 18.2 we described the two-photon absorption
spectra of fluorophores. These spectra indicated that multi-
ple fluorophores could be excited by MPE at a single wave-

length. This possibility is demonstrated in Figure 18.24 for
RBL cells labeled with four different fluorophores, each
specific for a different region of the cell. All four fluo-
rophores could be excited using a single wavelength. Given
the one-photon absorption spectra of these probes, and the
autofluorescence with UV excitation, it is very unlikely that
such images could be obtained using one-photon excitation.

18.8.4. Three-Dimensional Imaging of Cells

A longstanding goal of multiphoton microscopy has been to
obtain three-dimensional cellular images.58–59 This is possi-
ble because the localized excitation allows collection of
images at various focal planes in the cell (Figure 18.25,
left). Using these 2D images it is possible to reconstruct a
3D image. Figure 18.26 shows a 3D reconstruction of a live
PC12 cell stained with acridine orange. This probe emits in
the green when bound to nuclear DNA and red when pres-
ent in acidic organelles.
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Figure 18.22. Two-photon induced fluorescence images of a cardiac
myocyte observed at 410–490 nm (left) and 510–650 nm (right). Exci-
tation at 750 nm. From [57].

Figure 18.23. One-photon absorption spectra of FAD (——) and
NADH (—∆—). Also shown are the two-photon cross-sections for
FAD (") and NADH (∆). Revised from [57].

Figure 18.24. Multiphoton excitation images of rat basophilic
leukemia (RBL) cells labeled with four probes: a plasma membrane
label (pyrene lysophosphatidylcholine), a nuclear strain (DAPI), a
Golgi label (Bodipy sphingomyelin), and a mitochondrial stain (rho-
damine 123). From [17] and courtesy of Dr. Watt Webb from Cornell
University, N.Y.
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PROBLEMS

P18.1. Anisotropies of a Styrene Derivative: Figure 18.26
shows the steady-state anisotropies of 4-Dimethy-
lamino-ω-diphenylphosphinyl-trans-styrene (DPPS) in
n-butanol. The anisotropies are higher for two-photon
excitation than for one-photon excitation. In both cases
the anisotropies are independent of temperature.
Explain both results. The difference in anisotropy has
been explained in the text, but not the reason for a con-
stant anisotropy at all temperatures.

P18.2.  In Figure 18.17 the density of datapoints is less with
Ti:sapphire excitation (855 nm) than with dye-laser
(570 nm) or frequency-doubled dye-laser (285 nm)
excitation. Suggest reasons why this is the case.

P18.3.  Explain the direction of the intensity ratio change
shown in Figure 18.21.
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Figure 18.27. Steady-state anisotropies of DPPS. From [60].



Fluorescence sensing of chemical and biochemical analytes
is an active area of research.1–8 These efforts are driven by
the desire to eliminate the use of radioactive tracers, which
are costly to use and dispose of. There is also a need for
rapid and low-cost testing methods for a wide range of clin-
ical, bioprocess, and environmental applications. During
the past decade numerous methods based on high-sensitivi-
ty fluorescence detection have been introduced, including
DNA sequencing, DNA fragment analysis, fluorescence
staining of gels following electrophoretic separation, and a
variety of fluorescence immunoassays. Many of these ana-
lytical applications can be traced to the early reports by
Undenfriend and coworkers,9 which anticipated many of
today's applications of fluorescence. The more recent
monographs6–8 have summarized the numerous analytical
applications of fluorescence.

Why is fluorescence rather than absorption used for
high-sensitivity detection? Fluorescence is more sensitive
because of the different ways of measuring absorbance and
fluorescence. Light absorbance is measured as the differ-
ence in intensity between light passing through the refer-
ence and the sample. In fluorescence the intensity is meas-
ured directly, without comparison with a reference beam.
Consider a 10–10 M solution of a substance with a molar
extinction coefficient of 105 M–1 cm–1. The absorbance will
be 10–5 per cm, which is equivalent to a percentage trans-
mission of 99.9977%. Even with exceptional optics and
electronics, it will be very difficult to detect the small per-
centage of absorbed light, 0.0023%. Even if the electronics
allow measurement of such a low optical density, the
cuvettes will show some variability in transmission and sur-
face reflection, which will probably exceed the intensity
difference due to an absorbance of 10–5. In contrast, fluores-
cence detection at 10–10 M is readily accomplished with
most fluorometers. This advantage is due to measurement
of the fluorescence relative to a dark background, as com-
pared to the bright reference beam in an absorbance meas-

urement. It is relatively easy to detect low levels of light,
and the electronic impulses due to single photons are meas-
urable with most photomultiplier tubes.

In this chapter we describe the various approaches to
fluorescence sensing, which include essentially all the phe-
nomenon discussed in previous chapters. Fluorescence
sensing is described mostly within the framework of the
medical applications, but it is clear that fluorescence detec-
tion is also widely used in biochemical, chemical, environ-
mental and forensic analysis.

19.1. OPTICAL CLINICAL CHEMISTRY AND
SPECTRAL OBSERVABLE

One long-range goal of fluorescence sensing is noninvasive
monitoring of clinically relevant species and physiological
parameters (Figure 19.1). A suitable portable device would
measure the clinical values of interest, then store and/or
transmit them to the physician. At present we are rather dis-
tant from the ultimate goal of noninvasive testing with
devices similar to cell phones. The limitation is not in optics
or electronics, but rather due to the lack of stable and bio-
compatible methods of in-vivo sensing. It is already possi-
ble to measure fluorescence through skin, and the measure-
ments can accurately return pH and ion concentrations. In
the near term we are likely to see devices similar to PDAs
(Figure 19.2) that contain the chemistry and optics needed
to perform clinical assays using body fluid samples. Such
portable devices would find widespread usefulness, espe-
cially in emergency situations. The sensor array could be
exposed to blood, and the results would be immediately
available. This concept of rapid point-of-care clinical chem-
istry is driving the rapid development of numerous fluores-
cence sensing devices. In the following sections we
describe the principles of fluorescence sensing, and illus-
trate how such devices can provide analytical data.

19
Fluorescence

Sensing
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19.2. SPECTRAL OBSERVABLES FOR 
FLUORESCENCE SENSING

The fluorescence intensity can be used to measure the con-
centration of the fluorescent species. In the present chapter
sensing is understood in a different context. The goal is to
measure the concentration of some analyte, not the amount
of fluorophore. In the case of blood gases these analytes are
pH, pCO2, and pO2. Blood electrolytes include Na+, K+,
Ca2+, Mg2+ and Cl–, and many additional analytes that are
measured in the clinical laboratory.10,11 Fluorescence sens-
ing requires a change in a spectral property response to the
analyte. Changes can occur in the intensity, excitation spec-

trum, emission spectrum, anisotropy, or lifetime of the sens-
ing probe.

The most direct sensing method is when the fluores-
cence intensity of the probe changes in response to the ana-
lyte (Figure 19.3, left). Such changes often occur for fluo-
rophores that are subject to collisional quenching by a rele-
vant species, such as oxygen. While conceptually simple,
collisional quenching is only useful with a few clinically
relevant analytes. It is often inconvenient or unreliable to
use intensity changes, which can occur for a wide variety of
reasons. For instance, the use of fiber optics is desirable as
a means to locate the sensor at the site of interest, and to
have the light source and detector remotely located.12 How-
ever, it is difficult to perform quantitation intensity meas-
urements through fibers. Fluorescence microscopy is anoth-
er instance where intensity measurements are difficult. It is
not possible to control the fluorophore concentration at
each location in the cell, and the local probe concentration
changes continually due to diffusion and/or photobleach-
ing. For such applications it is important to use measure-
ments which are independent of fluorophore concentration.
This can be accomplished using wavelength-ratiometric
probes (Figure 19.3), which display shifts in the absorption
or emission spectra upon binding of the analyte. Wave-
length-ratiometric probes are desirable because the ratios
are independent of the probe concentration. The analyte
concentration can then be determined from the ratio of flu-
orescent intensities measured at two excitation or emission
wavelengths.

Another ratiometric method is fluorescence polariza-
tion or anisotropy. In this case the analyte causes a change
in the anisotropy of the label. Anisotropy measurements are
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Figure 19.1. Optical clinical chemistry and noninvasive monitoring of
physiological parameters.

Figure 19.2. Fluorescence sensor for point-of-care testing.



frequently used in competitive immunoassays, in which the
actual analyte displaces labeled analyte that is bound to spe-
cific antibody. This results in a decrease in the anisotropy.
Anisotropy values are calculated using the ratio of polar-
ized intensity measurements. The use of an intensity ratio
makes the anisotropy measurements independent of fluo-
rophore concentration as long as the measurements are not
distorted by autofluorescence or poor signal-to-noise.

Fluorescence lifetimes can also be used for sensing
(Figure 19.3). The lifetimes can be measured using either
time-domain (TD) or frequency-domain (FD) methods. A
few years ago lifetime measurements were regarded as too
complex for sensing applications. However, advances in
electrooptics technology now make it feasible to perform
nanosecond decay time measurements using small inexpen-
sive instruments. The use of lifetimes for sensing may be
the next step in making sensors that display the long-term
stability needed in real-world applications.13–16

19.2.1. Optical Properties of Tissues

The design of fluorescence probes for clinical applications
is determined in part by the optical properties of water and
tissues.17 In general, the autofluorescence from tissues or
any biological sample is lower for longer excitation wave-
lengths. The use of longer wavelengths also avoids light

absorption by hemoglobin and melanin (Figure 19.4). In the
past there has been a limited number of fluorophores that
emit at long wavelengths. At present there is a growing
number of fluorophores that emit between 700 and 1000
nm. This range is useful because water absorption increas-
es above 1000 nm. The region of low absorption from 600
to 1000 nm is sometimes called the therapeutic range. For-
tunately, a variety of lasers and solid-state lasers are avail-
able for excitation in this range of wavelengths.
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Figure 19.3. Spectral observables for fluorescence sensing. From left to right, sensing is performed using intensities, intensity ratios, anisotropies,
time-domain lifetimes, and phase-modulation measurements.

Figure 19.4. Optical absorbance of tissues and water. Hb, hemoglo-
bin. Revised and reprinted with permission from [17]. Copyright ©
1996, Annual Reviews.



19.2.2. Lifetime-Based Sensing

Prior to describing the various mechanisms of sensing, it is
useful to expand on the use of decay-time measurements for
sensing (Figure 19.5). In the research laboratory, where
clean cuvettes and optical surfaces are easy to maintain,
intensity measurements can be accurate and reproducible
(top panel in Figure 19.5). However, suppose that the sam-
ple is blood, which is contained in a translucent syringe.
The intensity will be decreased by the absorbance of the
blood and by the scattering properties of the syringe, and it
may be difficult to obtain a reliable intensity-based calibra-
tion. Now consider lifetime instead of intensity measure-
ments (middle panel in Figure 19.5). If the intensity is large
enough to measure, the intensity decay is the same inde-
pendent of attenuation of the signal. Similarly, if the life-

time is measured by phase or modulation (bottom panel),
the values are expected to be independent of intensity.

Lifetime-based sensing is a means to avoid the difficul-
ties of quantitative intensity measurements. Consider a
sensing fluorophore placed on the end of an optical fiber
that is used for oceanographic studies. The fiber will be
flexing while being towed by the ship, resulting in intensi-
ty fluctuations. Additionally, the probe may be leaking from
the tip, resulting in decreases in intensity. Quantitative
intensity measurements would clearly be difficult under
these conditions. Lifetime measurements have already been
used for an oceanographic fiber optic oxygen sensor.18

19.3. MECHANISMS OF SENSING

Any phenomenon that results in a change of fluorescence
intensity, wavelength, anisotropy, or lifetime can be used
for sensing. The simplest mechanism to understand is colli-
sional quenching, where the fluorophore is quenched by the
analyte (Figure 19.6). Collisional quenching results in a
decrease in the intensity or lifetime of the fluorophore,
either of which can be used to determine the analyte con-
centration. Static quenching can also be used for sensing,
but the lifetime would not change.

Resonance energy transfer (RET) is perhaps the most
general and valuable phenomenon for fluorescence sensors
(Figure 19.6, right). Any process that brings the donor and
acceptor into close proximity will result in a decrease in the
donor intensity and/or decay time. Since energy transfer
acts over macromolecular distances, it can be used to detect
association of proteins as occurs in immunoassays. Howev-
er, the applications of RET are not limited to detection of
protein association. RET has also been used as the basis for
pH and cation sensors. Sensors were developed that contain
acceptors whose absorption spectra are dependent on pH. A
change in pH results in a change in absorbance of the
acceptor, which in turn alters the donor intensity.
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Figure 19.5. Intensity, time-domain, and frequency-domain sensing.
In the top panel ∆IB is that obtained from measurements of blood in a
syringe and ∆IC the value observed from a cuvette.

Figure 19.6. Modified Jablonski diagram for the processes of absorp-
tion and fluorescence emission (left), dynamic quenching (middle),
and resonance energy transfer (RET) (right).



Another mechanism for sensing is available when the
fluorophore can exist in two states, if the fractions in each
state depend on the analyte concentration (Figure 19.7).
Typically there is equilibrium between the fluorophore free
in solution and the fluorophore bound to analyte. One form
can be nonfluorescent, in which case emission is only seen
in the absence or presence of analyte, depending on which
form is fluorescent. Probes that act in this manner are not
wavelength-ratiometric or lifetime probes. Alternatively,
both forms may be fluorescent but display different quan-
tum yields or emission spectra. This type of behavior is
often seen for pH probes, where ionization of the probe
results in distinct absorption and/or emission spectra. Spec-
tral shifts are also seen for probes that bind specific cations
such as calcium. Such probes allow wavelength-ratiometric
measurements. In this case the change in intensity or shift
in the emission spectrum is used to determine the analyte
concentration. Probes that bind specific analytes are often
referred to as probes of analyte recognition.19

There are many mechanisms that can be used to design
probes that exhibit changes in fluorescence in response to
analytes. Fluorescence probes can form twisted intramolec-
ular charge-transfer (TICT) states.20 Another mechanism is
photoinduced electron transfer (PET), which has been used
to develop sensors for metal ions.21–23 These sensors often
rely on the well known quenching by amines due to PET.
Figure 19.8 shows a PET-based zinc sensor. In the absence
of zinc the anthracene is quenched by exciplex formation
with the amino groups. Upon binding of zinc, the nitrogen
lone pair of electrons is no longer available for PET. As a
result charge transfer no longer occurs, and the anthracene
becomes fluorescent.21 While the mechanism of this partic-
ular sensor is understood, this is not true of all sensors. In
many cases spectral changes are seen but the mechanism is
not certain. In the following sections we describe examples

of each type of sensor (collisional, RET or analyte recogni-
tion).

19.4. SENSING BY COLLISIONAL QUENCHING

19.4.1. Oxygen Sensing

Use of collisional quenching as the sensing mechanism
requires the fluorescent probe to be sensitive to quenching
by the desired analyte. Collisional quenching results in a
decrease in intensity and lifetime, which is described by the
Stern-Volmer equation:

(19.1)

In this equation F0(τ0) and F(τ) are the intensities (life-
times) in the absence and presence of the quencher, respec-
tively, K is the Stern-Volmer quenching constant, and kq is
the bimolecular quenching constant. The most obvious
application of collisional quenching is oxygen sensing. In
order to obtain sensitivity to low concentrations of oxygen,
fluorophores are typically chosen that have long lifetimes in
the absence of oxygen (τ0). Long lifetimes are a property of
transition metal complexes24 (Chapter 20), and such com-
plexes have been frequently used in oxygen sensors.25–31

For use as an oxygen sensor the metal–ligand complexes
(MLCs) are usually dissolved in silicone, in which oxygen
is rather soluble and freely diffusing. The silicone also
serves as a barrier to prevent other interfering molecules
from interactions with the fluorophores and affect the inten-
sity or lifetime.

The high sensitivity of the long-lifetime MLCs to oxy-
gen is shown by the Stern-Volmer plots (Figure 19.9). The
compound [Ru(Ph2phen)3]2+ is more strongly quenched

F0

F
�

τ0

τ
� 1 � kqτ0�Q� � 1 � K �Q�
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Figure 19.7. Jablonski diagram for the free (F) and bound (B) forms
of a sensing probe. From [13].

Figure 19.8. A zinc probe based on photoinduced electron transfer.
Revised from [21].



than [Ru(phen)3]2+. The difference in sensitivity is due to
the longer unquenched lifetime (τ0) of the diphenyl deriva-
tive, and thus the larger Stern-Volmer quenching constant
(eq. 19.1). These long-lifetime probes have been used in
real-time oxygen sensors. For example, Figure 19.10 shows
the intensity of [Ru(Ph2phen)3]2+ in silicone while exposed
to exhaled air. The intensity increases with each exhale
because of the lower O2 and higher CO2 content of the
exhaled air. The higher intensity on the first exhale after the
breath was held is due to the lower O2 content in the air that
was retained longer in the lungs. The oxygen sensitivity of
the sensor can be adjusted by selecting probes with differ-
ent lifetimes or by modifying the chemical composition of
the supporting media. The sensitivity to oxygen can be
increased by using MLCs with longer lifetimes, some of
which are as long as 50 µs.32

19.4.2. Lifetime-Based Sensing of Oxygen

For practical sensing applications the device must be sim-
ple and inexpensive, which is possible using the long-life-
time MLCs. The oxygen-sensitive MLCs in Figure 19.9
absorb near 450 nm, and are thus easily excited with blue
light-emitting diodes (LEDs). One simple oxygen sensor
device is shown in Figure 19.11. Because of the long decay
times and simple instrumentation, oxygen sensors were
used to demonstrate the stability of phase-angle sensing in
the presence of large-amplitude intensity fluctuations.33 The
intensity was varied by waving fingers in the light path,
resulting in fivefold changes in intensity (Figure 19.11). In
contrast to the measured intensities measurements, the
phase angles remained constant.
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Figure 19.9. Stern-Volmer plots for oxygen quenching of
[Ru(phen)3]2+ and [Ru(Ph2phen)3]2+ in GE RTV 118 silicon.
Phen is 1,10-phenanthroline; ph2phen is 4,7-diphenyl-1,10-
phenanthroline. Revised from [24].

Figure 19.10. Luminescence intensity of an oxygen sensor with
[Ru(Ph2phen)3]2+ as the probe, when exposed to breathing. Revised
from [24].

Figure 19.11. Phase-angle stability with intensity fluctuations measured with an oxygen-sensing device. The amplitude of the incident light was var-
ied by waving fingers between the LED and the sensor. Revised from [33].



Lifetime-based sensing is valuable for probes that are
subject to collisional quenching and do not display wave-
length-ratiometric behavior. The capability for ratiometric
measurements can be designed into oxygen sensors by
including a nanosecond-lifetime fluorophore in the support-
ing media. This fluorophore can provide a reference that is
not sensitive to the oxygen concentration. For in-vivo appli-
cations MLCs are known to have longer absorption and
emission wavelengths.34 These MLCs have been used to
measure lifetimes and oxygen concentrations through
skin.35

19.4.3. Mechanism of Oxygen Selectivity

An important consideration for any sensor is selectivity.
For oxygen, the selectivity is provided by a unique combi-
nation of the fluorophore and the supporting media. Almost
all fluorophores are collisionally quenched by oxygen, so
that no fluorophore is completely specific for oxygen. How-
ever, the extent of quenching is proportional to the un-
quenched lifetime τ0 (eq. 19.1). For fluorophores in aque-
ous solution with decay times under 5 ns, the extent of
quenching by dissolved oxygen from the atmosphere is
negligible. Hence, one reason for the apparent oxygen
selectivity of [Ru(Ph2phen)3]2+ is its long lifetime near 5
µs, which results in extensive quenching by atmospheric
oxygen.

Selectivity of the MLC oxygen sensor is also due to the
silicone support. Silicone is impermeable to most polar
species, so most possible interferants cannot penetrate the
silicon to interact with the probe. Fortunately, oxygen dis-
solves readily in silicon, so that the support is uniquely per-
meable to the desired analyte. Finally, there are no other
substances in air which act as collisional quenchers. NO is
also a quencher but is not usually found in the air. Hence,
the sensor is selective for O2 because of a combination of
the long lifetime of the MLC probe and the exclusion of
potential interferants from the nonpolar silicone support.

19.4.4. Other Oxygen Sensors

While [Ru(Ph2phen)3]2+ is the most commonly used fluo-
rophore in oxygen sensors, other probes are available.
Almost any long-lived fluorophore can be used as an oxy-
gen sensor, particularly when dissolved in an organic sol-
vent. Because of the long decay times, phosphorescence
can be used to detect oxygen. For many applications, such
as oxygen sensing in blood or through skin, it is useful to
have probes that can be excited with red or NIR wave-
lengths. Several porphyrin derivatives are known that dis-

play oxygen-sensitive phosphorescence.36–37 One example
is platinum (II) octaethylporphyrin ketone (Figure 19.12),
which can be excited at 600 nm. This molecule shows a sur-
prisingly large Stokes shift, with the emission maximum at
758 nm. The lifetime of 61.4 µs results in oxygen-sensitive
emission even when the probe is embedded in polystyrene.

Simple instrumentation can be constructed for lifetime-
based sensing with long-lifetime emitters. Figure 19.13
(top) shows a schematic for a simple device for lifetime-
based sensing of oxygen.38 The fluorophore is platinum (II)
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Figure 19.12. Absorption and emission spectra of a phosphorescent
porphyrin ketone. Revised and reprinted with permission from [36].
Copyright © 1995, American Chemical Society.

Figure 19.13. Lifetime-based sensing of oxygen using platinum (II)
octaethylporphyrin ketone in a polymer membrane. The light modula-
tion frequency is 3907 Hz. The gaseous oxygen concentrations were
0, 0.1, 5.1, 9.96, and 20.55%. Revised from [39].



octaethylporphyrin ketone in a polymer film, which dis-
plays an unquenched lifetime in the range of 40–60 µs. The
excitation source is an amplitude-modulated LED. The
electronics measures the phase angle of the emission rela-
tive to the excitation, using separate detectors for the exci-
tation and emission. The phase angles are highly sensitive
to the oxygen concentration, and are stable over long peri-
ods of time. Reasonable amounts of photobleaching or con-
tinuity drifts would not affect the phase angle measure-
ments.

Wavelength-ratiometric measurements are usually not
possible with collisonally quenched probes. One interesting
exception is the platinum complex shown in Figure 19.14.
This compound displays both a singlet emission near 560
nm and a triplet emission near 670 nm, with lifetimes of 0.5
ns and 14 µs, respectively.39 The emission intensity of the
long-lived emission is sensitive to oxygen and the short life-

time emission is not sensitive to oxygen (lower panel). A
simple solid-state device can be used to measure the ratios
of emission intensities at 560 and 670 nm, and thus the oxy-
gen concentration.

19.4.5. Lifetime Imaging of Oxygen

Molecules that display dual emission (Figure 19.14) are
highly unusual, and there are not many opportunities for
wavelength-ratiometric oxygen sensing. One method to
make measurements that are mostly independent of intensi-
ty is to use fluorescence lifetime imaging microscopy
(FLIM),40–41 which is described in Chapter 22. In FLIM the
contrast in the image is based on the lifetime at each point
in the sample and not on the emission intensity. Figure
19.15 shows images of bronchial epithelial cells labeled
with [Ru(bpy)3]2+, which in the oxygen-free samples dis-
plays a lifetime near 600 ns.42–43 The intensity image on the
left reveals the local concentration and/or quantum yield of
the probe in the cells. The image on the right shows the life-
times in each region of the sample. The lifetimes are essen-
tially constant which indicates the oxygen concentration is
constant throughout the cells. These lifetime images were
calculated from images taken with a gated image intensifi-
er and CCD camera.
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Figure 19.14. Oxygen sensing using a platinum complex in a poly-
meric film. Revised from [39].

Figure 19.15. Fluorescence intensity and lifetime images of human
bronchial epithelia cells labeled with [Ru(bpy)3]Cl2. Lifetime images
were obtained using a gated image intensifier and a CCD camera.
From [43].



19.4.6. Chloride Sensors

It is well known that heavy atoms like bromine and iodine
act as collisional quenchers. For sensing applications chlo-
ride is more important because it is prevalent in biological
systems. However, chloride is a less effective quencher, and
relatively few fluorophores are quenched by chloride. A
hint for developing chloride-sensitive probes was available
from the knowledge that quinine is quenched by chloride.
Quinine contains a quinolinium ring, which can be used to
make a variety of chloride-sensitive probes.44–48 Represen-
tative structures are shown in Figure 19.16. It is evident
from the Stern-Volmer plots in Figure 19.17 that the quino-
lines are not equally sensitive to chloride, and that the
quenching constant depends on the chemical structure
(Table 19.1).

These chloride-sensitive probes can be used to measure
chloride transport across cell membranes (Figure 19.18).
Erythrocyte ghosts are the membranes from red blood cells

following removal of the intracellular contents. The ghosts
were loaded with SPQ and 100 mM chloride. The ghosts
were then diluted into a solution of 66 mM K2SO4. Sulfate
does not quench SPQ. When diluted into sulfate-containing
buffer the intensity of SPQ increased due to efflux of the
chloride. This transport is due to an anion exchange path-
way. Chloride transport could be blocked by dihydro-4,4'-
diisothiocyanostilbene-2,2'-disulfonic acid (H2DIDS),
which is an inhibitor of anion transport. Hence, the chloride
probes can be used for physiological studies of ion trans-
port.

The chloride probes are subject to interference. They
are also quenched by bromide, iodide, and thiocyanate.50
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Table 19.1. Spectral Properties of Representative 
Chloride Probesa

Com-                                                              Quantum
poundb λabs (nm)           λem (nm)           yield K (M–1)

SPQc 318/345 450 0.69 118d

SPA – – – 5
Lucigenin 368/955 506 0.67 390
MACA 364/422 500 0.64 225
MAMC 366/424 517 0.24 160

aFrom [49].
bAbbreviations: lucigenin, N,N,N-dimethyl-9,9'-bisacridium nitrate;
SPQ, 6-methoxy-N-(3-sulfopropyl)quinolinium; SPA, N-sulfopropyl-
acridium; MACA, N-methylacridium-9-carboxamide; MAMC, N-
methylacridium-9-methylcarboxylate.
cThe unquenched lifetime of SPQ is 26 ns.
dThe Stern-Volmer constant in cells is 13 M–1. From [51].

Figure 19.16. Representative chloride probes. These probes are colli-
sionally quenched by chloride (Table 19.1). Revised and reprinted
with permission from [49]. Copyright © 1994, Academic Press Inc.

Figure 19.17. Stern-Volmer plots for chloride quenching of SPQ,
SPA, lucigenin, MACA, and MAMC. See Table 19.1. Revised and
reprinted with permission from [49]. Copyright © 1994, Academic
Press Inc.

Figure 19.18. Fluorescence intensity of SPQ in erythrocyte ghosts as
a function of time, reflecting chloride transport from the erythrocyte
ghosts. The two curves are for SPQ-containing erythrocyte ghosts
diluted into sulfate-containing buffer in the absence and in the pres-
ence of an anion-transport inhibitor (H2DIDs). Revised and reprinted
with permission from [46]. Copyright © 1987, American Chemical
Society.



Perhaps more importantly, SPQ is quenched by free amines,
which can distort measurements in amine-containing
buffers. In fact, the Stern-Volmer quenching constant of
SPQ in aqueous solution is 118 M–1, whereas in cells the
quenching constant is near 13 M–1. This decrease has been
attributed to quenching of SPQ by non-chloride anions and
proteins in cells.51 Quenching of SPQ by amines was turned
into an opportunity, by using the quenching caused by the
amine buffers as an indicator of pH.50 As the pH increases,
more of the buffer is in the free amine form, resulting in a
decrease in the intensity of SPQ. A disadvantage of the
chlorine probes is that they are not ratiometric probes.
Some of the probes leak out of cells, decreasing the inten-
sity and preventing accurate measurements of the chloride
concentration. The quinoline probes have been made into
wavelength-ratiometric probes by linking them to a chlo-
ride-insensitive fluorophore using dextran or a flexible
chain.52–53

19.4.7. Lifetime Imaging of 
Chloride Concentrations

The need for covalently linked chloride-sensitive and -
insensitive probes can be avoided by lifetime imaging.
Since chloride is a collisional quencher, the decreases in
lifetime are proportional to the decreases in intensity (Fig-
ure 19.17). FLIM of the chloride probe 6-methoxy-quinolyl
acetoethyl ester (MQAE) was used to determine the con-
centrations of chloride in olfactory epithelium.54 In this tis-
sue the olfactory sensory neurons penetrate through sup-
porting epithelial cells, terminating in dendritic knobs (Fig-
ure 19.19). The transduction mechanism for olfactory sig-
nal transduction involves an influx of calcium and an efflux
of chloride. For this to occur the olfactory dendrites must
accumulate higher concentrations of chloride than the sur-
rounding tissue. Lifetime measurements of MQAE in this
tissue revealed a shorter lifetime of MQAE in the dendrite
knob than in the supporting cells, which indicates a higher
chloride concentration in the knobs. Lifetime images were
obtained using laser scanning microscopy and two-photon
excitation (Chapter 18). Intensity decays were recorded by
TCSPC at each point in the image. A calibration curve for
the lifetime at various chloride concentrations was deter-
mined using a similar tissue and ionophore to control the
intracellular chloride concentrations. Using this calibration
it was possible to use the lifetime image to create a chloride
concentration image in the olfactory tissue. This image
shows higher chloride concentrations in the dendrites than

in the surrounding tissue. This experiment was made possi-
ble by the advances in TCSPC (Chapter 4) and multiphoton
microscopy.

19.4.8. Other Collisional Quenchers

A wide variety of molecules can act as quenchers (Chapter
8), and they permit developments of sensors based on colli-
sional quenching. Benzo(b)fluoranthene was found to be
highly sensitive to sulfur dioxide.55 Oxygen interfered with
the measurements but was 26-fold less efficient as a
quencher than SO2. Halogenated anesthetics are known to
quench protein fluorescence and can be detected by colli-
sional quenching of anthracene and perylene.56 Carbazole is
quenched by a wide variety of chlorinated hydrocarbons.57

NO, which serves as a signal for blood vessel dilation, is
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Figure 19.19. Top: Intensity decays of MQAE in the ends of the neu-
ronal sensing cells (dendritic knob) or in the epithelial supporting
cells. Bottom: The lower panels show the intensity (left) and chloride
concentration image (right) of the olfactory epithelium. Reprinted
with permission from [54]. Copyright © 2004, Journal of
Neuroscience.



also a collisional quencher.58–59 However, physiologically
relevant concentrations of NO are too low for significant
collisional quenching. Fluorescent probes of NO usually
react chemically with NO.60–62

19.5. ENERGY-TRANSFER SENSING

Resonance energy transfer (RET) offers many opportunities
and advantages for fluorescence sensing. Energy transfer
occurs whenever the donor and acceptor are within the
Förster distance. Changes in energy transfer can occur due
to changes in analyte proximity, or due to analyte-depend-
ent changes in the absorption spectrum of acceptor (Figure
19.20). A significant advantage of RET-based sensing is
that it simplifies the design of the fluorophore. For colli-
sional quenching, or analyte recognition probes (Section
19.8), the probe must be specifically sensitive to these ana-
lytes. It is frequently difficult to obtain the desired sensitiv-
ity and fluorescence spectral properties in the same mole-
cule. However, if RET is used, the donor and acceptor can
be separate molecules (Figure 19.20). The donor can be
selected for use with the desired light source, and need not
be intrinsically sensitive to the analyte. The acceptor can be
chosen to display a change in absorption in response to the
analyte. Alternatively, an affinity sensor can be based on a
changing concentration of acceptor around the donor due to
the association reaction.

19.5.1. pH and pCO2 Sensing by Energy Transfer

A wide variety of pH indicators are available from analyti-
cal chemistry. Since indicators are intended for visual
observation, they display pH-dependent absorption spectra
with absorption at visible wavelengths. These indicators
have formed the basis for a number of RET-pH/pCO2 sen-
sors. One of the earliest reports used eosin as the donor and
phenol red as the acceptor.63 Phenol red was selected
because it displays a pKa near 7, and the basic forms absorb

at 546 nm where eosin emits. Consequently, the eosin inten-
sity decreased as the pH increased. In the case of this par-
ticular sensor it was not certain whether the decreased
intensity was due to RET or to an inner filter effect, but it is
clear that RET is a useful mechanism as the basis for
designing sensors.

This same basic idea was used to create lifetime-based
sensors for pH, pCO2,64–69 and ammonia.70–73 Spectra for a
representative sensor are shown in Figure 19.21. The donor
was [Ru(dpp)3]2+, where dpp is 4,7-diphenyl-1,10-phenan-
throline.69 This donor was chosen for its long decay time,
allowing lifetime measurements with an amplitude-modu-
lated LED at 20 kHz. The acceptor was Sudan III, which
displayed a CO2-dependent absorption spectrum. This
dependence on CO2 was due to changes in pH in the poly-
meric media that contained the donor, acceptor, and buffer-
ing components. At low partial pressure of CO2 the pH is
high and Sudan III absorbs at the emission wavelength of
the donor. As the partial pressure of CO2 increases the long-
wavelength absorption of Sudan III decreases.

This RET sensor could be used to measure the partial
pressure of CO2 (Figure 19.22). The apparent lifetime was
measured from the phase angle of the [Ru(dpp)3]2+ emis-
sion. As the partial pressure of CO2 increased the phase
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Figure 19.20. Principle of energy-transfer sensing.

Figure 19.21. Top: Absorption spectra of Sudan III in the sensing
matrix in the absence (0%) and presence (100%) of CO2. The emis-
sion spectrum is for [Ru(dpp)3]2+. Bottom: CO2-dependent absorption
spectra of Sudan III. Revised from [69].



angle increased, indicating an increase in the mean lifetime
of [Ru(dpp)3]2+. The change in phase angle or lifetime
showed that the partial pressure of CO2 affected the extent
of RET because inner filter effects are not expected to alter
the lifetimes.

A critical point in sensor design is the support contain-
ing the probes. For the pCO2 sensor, the support consisted
of silica gel and ethylcellulose (EC). The EC contained
tetraoctylammonium hydroxide (TOAH) which served as a
phase transfer agent for the CO2. These details are men-
tioned to show that careful consideration of the support and
actual use of the sensor is needed to result in a useful
device. Depending on the support and analyte it may be
necessary to use phase transfer agents to facilitate uptake of
the analyte into the supporting media.74 Another important
technique for fabricating sensors is the use of sol gels. The
basic idea is the hydrolysis of tetraethylorthosilicate
(TEOS, Si(OC2H5)4) in a mixture of water and ethanol. As
TEOS is hydrolyzed, it forms silica (SiO2). Monoliths and
glass films of silica can be formed at low temperatures with
mild conditions. The porosity of the sol gels can be con-
trolled, and fluorophores or even enzymes can be trapped
within the sol gel matrix.75–76 The result is a solid sensor
which contains the trapped molecules.

19.5.2. Glucose Sensing by Energy Transfer

Control of blood glucose is crucial for the long-term health
of diabetics.77 Present methods to measure glucose require
fresh blood, which is obtained by a finger stick. This proce-
dure is painful and inconvenient, making it difficult to
determine the blood glucose as frequently as is needed.
Erratic blood glucose levels due to diabetes are responsible
for adverse long-term problems of blindness and heart dis-
ease. These effects are thought to be due to glycosylation of
protein in blood vessels. Consequently, there have been

numerous efforts to develop noninvasive methods to meas-
ure blood glucose.

Because of the medical need there have been continued
efforts to develop a noninvasive means to measure blood
glucose and to develop fluorescence methods to detect glu-
cose. These have often been based on the glucose-binding
protein concanavalin A (ConA) and a polysaccharide, typi-
cally dextran, which serves as a competitive ligand for glu-
cose (Figure 19.23).78–79 Typically, the ConA is labeled with
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Figure 19.22. CO2-dependent phase angles of [Ru(dpp)3]2+ in the sen-
sor matrix containing Sudan III. The output of the LED was modulat-
ed at 20 kHz. Revised from [69].

Figure 19.23. Glucose sensing by resonance energy transfer. Revised
from [78].

Figure 19.24. Resonance energy transfer sensor for glucose. Revised
from [80].



a donor (D) and the dextran with an acceptor (A), but the
labels can be reversed. Binding of D-ConA to A-dextran
results in a decrease in donor intensity or lifetime. The glu-
cose in the sample competes for the glucose binding sites
on D-ConA, releasing D-ConA from the acceptor. The
intensity decay time and phase angles of the donor are thus
expected to increase with increasing glucose concentration.

This principle was used in the first reports of glucose
sensing by fluorescence intensities.79–81 A fiber-optic glu-
cose sensor was made using FITC-labeled dextran and rho-
damine-labeled ConA (Figure 19.24). The acceptor could
be directly excited as a control measurement to determine
the amount of Rh-ConA. The response of this glucose sen-
sor is shown in Figure 19.25. The donor and acceptor were
placed on the dextran and ConA, respectively. The donor
fluorescence was not completely recovered at high concen-
trations of glucose. This lack of complete reversibility is a
problem that plagues ConA-based glucose sensors to the
present day. It is hoped that these problems can be solved
using alternative glucose binding proteins, especially those
that have a single glucose binding site and may be less
prone to irreversible associations. It seems probable that
site-directed mutagenesis will be used to modify the glu-
cose-binding proteins to obtain the desired glucose affinity
and specificity.

As might be expected, lifetime-based sensing has been
applied to glucose, and has been accomplished using
nanosecond probes,82 long-lifetimes probes,83 and laser-
diode-excitable probes.84 The problem of reversibility has
been addressed by using sugar-labeled proteins in an
attempt to minimize crosslinking and aggregation of the
multivalent ConA. Such glucose sensors are occasionally
fully reversible,84 but there is reluctance to depend on a sys-
tem where reversibility is difficult to obtain.

19.5.3. Ion Sensing by Energy Transfer

Wavelength-ratiometric probes are available for Ca2+ and
Mg2+, but the performance of similar probes for Na+ and K+

is inadequate (Section 19.8.3). It is difficult to design
probes for K+ and Na+ with the desired binding constant and
selectivity, and that also display adequate spectral changes.
These difficulties can be understood by considering a sen-
sor for K+. In blood the concentrations of K+ and Na+ are
near 4.5 and 120 mM, respectively. A probe for K+ must be
able to bind K+ selectively, and not be saturated by a 25-fold
excess of Na+. Given the similar chemical properties of Na+

and K+, and the smaller size of Na+, such selectivity is dif-
ficult to achieve. These problems can be alleviated to some
extent by making use of ionophores like valinomycin that
display high selectivity for K+. Valinomycin is a cyclic mol-
ecule that unfortunately does not contain any useful chro-
mophoric groups. Consequently, one has to develop a sen-
sor that transduces the binding of K+ to result in a fluores-
cence spectral change.

One method to develop a K+ sensor is to use a dye that
displays a change in its absorption spectrum on ioniza-
tion.85 The sensor was fabricated using polyvinyl chloride,
valinomycin, plus fluorescent beads (FluoSpheresJ, Molec-
ular Probes, Eugene, OR). The acceptor is shown in Figure
19.26. When K+ enters the membrane, KFU-111 loses a
proton resulting is an increase in absorbance at 650 nm.
This absorbance overlaps with the emission spectra of the
FluoSpheresJ, resulting in a decreased intensity (Figure
19.27). As the K+ concentration is increased the FluoSphere
intensity is progressively decreased (Figure 19.28).

Examination of Figure 19.27 reveals that the emission
spectrum is distorted at higher concentrations of K+. This
indicates that the mechanism of K+ sensing is not energy
transfer, but rather is an inner filter effect due to KFU-
111, as was stated by the authors.85 In this particular sensor
there was no opportunity for the fluorophore and absorption
dye to interact, as the fluorophores were in the beads, and
thus distant from the absorber. The important point is that
spectral overlap does not imply that the mechanism is reso-
nance energy transfer. Potassium sensors using valinomycin
but other donors such as rhodamine and cyanine dyes have
also been reported.86–87 For the cyanine donor 1,1'-dioctade-
cyl-3,3,3',3'-tetramethylindodicarbocyanine perchlorate
[DiIC18(5)], lifetime measurements demonstrated that RET
was the dominant mechanism for K+ sensing.87 One diffi-
culty with RET sensing is that the extent of energy transfer
depends strongly on acceptor concentration, so that the sen-
sors require frequent calibration. This problem can poten-
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Figure 19.25. Recovery of FITC fluorescence during glucose titration
for two weight ratios of Rh-ConA/FITC-dextran, 217 (�) and 870
w/w (�). Revised from [81].



tially be circumvented by using covalently linked donors
and acceptors.

19.5.4. Theory for Energy Transfer Sensing

The theory for sensing by energy transfer is complex and
depends on the nature of the sensor. There are two limiting
cases—unlinked donors and acceptors distributed random-
ly in space, and covalently linked donor-acceptor pairs.
Suppose the donor–acceptor pair is not linked and that the
acceptor can exist in two forms with different absorption
spectra and Förster distances (R01 and R02). The intensity
decay is given by

(19.2)

where τD is the donor decay time and γ1 and α2 are functions
of the acceptor concentration, and are related to R01 and R02,
as described in Chapter 15 (eqs. 15.1–15.3). Alternatively,
the donor and acceptor may be covalently linked. In this the
intensity decay is given by
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Figure 19.26. Absorption spectra of 4-((2',4'-dinitrophenyl)azo)-2-
((octadecylamino)carbon-yl-l-naphthol (KFU 111) in a plasticized
PVC membrane containing potassium tetrakis(4-chlorophyenyl)bo-
rate (PTCB) and valinomycin, in contact with a 100 mM aqueous
solution of KCl at pH 7.41, and with potassium-free buffer at pH 7.41.
Revised and reprinted with permission from [85]. Copyright © 1993,
American Chemical Society.

Figure 19.27. Excitation and emission spectra of FluoSphereJ parti-
cles contained in the plasticized PVC membrane containing PTCB,
valinomycin, and KFU 111 contacted with a 200 mM KCl solution at
pH 5.22 (dashed) and with plain buffer of pH 5.22 (solid). The emis-
sion spectrum of the FluoSpheres in the presence of K+ is distorted
due to the inner filter effect caused by the blue form of the absorber
dye. Revised and reprinted with permission from [85]. Copyright ©
1993, American Chemical Society.

Figure 19.28. Response time, relative signal change, and reversibility
of the potassium sensor in the presence of dye KFU 111 in the mem-
brane; pH 5.82, excitation/emission wavelengths set to 560/605 nm.
The sensor did not respond to potassium without KFU 11. Revised
and reprinted with permission from [85]. Copyright © 1993,
American Chemical Society.



where

(19.4)

P(r) is the distance distribution, and g1 and (1 – g1) are the
fractional intensities of each form at t = 0. The transfer effi-
ciency (E) can be calculated by

(19.5)

where ID(t) is an intensity decay of the donor with no accep-
tors; FD and FDA are the relative intensities of the donor in
the absence and presence of acceptor. These general expres-
sions can be used to simulate the expected performance of
an energy-transfer sensor using known or estimated param-
eter values.13

19.6. TWO-STATE pH SENSORS

19.6.1. Optical Detection of Blood Gases

The phrase "blood gases" refers to the measurement of pH,
pCO2, and pO2 in arterial blood. Optical detection of blood
gases is a longstanding goal of optical sensing. Blood-gas
measurements are frequently performed on patients in the
intensive care unit, premature infants, and trauma victims.
Since the status of such patients changes rapidly, it is
important to obtain the blood gas results as quickly as pos-
sible. While the status of optical detection of blood gases
is evolving rapidly, many of the currently used methods
do not satisfy the needs of intensive care and emergency
health care situations where the blood gases are changing
rapidly.88–89

Determination of blood gases is difficult, time-con-
suming, and expensive. Measuring a blood gas requires tak-
ing a sample of arterial blood, placing it on ice, and trans-
porting it to a central laboratory. At the central laboratory
the pH is measured using an electrode, and O2 and CO2 by
the Clark and Severinghaus electrodes, respectively. Even
for a stat request, it is difficult to obtain the blood-gas report
in less than 30 minutes, by which time the patient's status is
often quite different. Additionally, handling of blood by
health-care workers is undesirable with regard to the risk of
acquired immunodeficiency syndrome (AIDS) and other
infectious diseases.

How can optical sensing of blood gases improve on this
situation? One approach is shown in Figure 19.29.89 The
sensor chemistry is a cassette that is attached to an arterial
line. When needed, blood is drawn into the cassette, and the
blood gases are determined by appropriate fluorescent sen-
sors. Oxygen could be determined using [Ru(Ph2phen)3]2+,
and pH can be measured using HPTS or other pH-sensitive
fluorophores (Section 19.6.2).90 The ability to measure pH
also allows pCO2 to be measured using the bicarbonate cou-
ple.91 This is accomplished by measuring the pH of a bicar-
bonate solution that is exposed to the CO2. The concentra-
tion of dissolved CO2 alters the extent of bicarbonate disso-
ciation and hence the pH. With the use of such a device the
blood-gas measurements could be made without loss or
handling of blood and the results can be available immedi-
ately. Such instruments have been developed,92–93 but
improvements in performance are desirable. This idea of
clinical chemistry using fiber optics originates with the
early work of D. W. Lubbers and colleagues.94 In the long
term it is hoped that blood gases can be determined nonin-
vasively, as shown in Figure 19.1, or with a simple point-of-
care device (Figure 19.2).

19.6.2. pH Sensors

Fluoresceins: Fluorescein was one of the earliest pH sen-
sors.95–96 Fluorescein and other pH-sensitive probes have
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Figure 19.29. Arterial blood-gas sensor. Revised from [89].



also been used to measure pCO2 by the bicarbonate cou-
ple.97–98 One early use of fluorescein was to determine
intracellular pH values. However, fluorescein leaks rapidly
from cells, so highly charged derivatives are often used,
such as 5(6)-carboxyfluorescein or 2',7'-bis(2-carboxy-
ethyl)-5(6)-carboxyfluorescein (BCECF) (Figure 19.30).
Fluorescein displays a complex pH-dependent equilibrium,
and emission from the various ionic forms99–102 (Figure
19.31). The lactone form is usually found in organic sol-
vents and is not formed in aqueous solutions above pH 5.
Only the two high-pH anionic forms are fluorescent (Figure
19.31).

Fluorescein is a moderately useful excitation wave-
length-ratiometric probe. The absorption spectrum shifts to
higher wavelengths with a pKa near 6.5 (Figure 19.32).
These absorption and emission spectral changes are due to
the equilibrium between the two fluorescent forms of fluo-
rescein—the monoanion and dianion forms (Figure 19.31).
These spectral changes allow wavelength-ratiometric pH
measurements with two excitation wavelengths near 450
and 495 nm. The intensity ratio increases with increasing
pH (Figure 19.33). The data in Figure 19.33 are for fluores-

cein linked to dextran, which was used to prevent the fluo-
rescein from leaking out of the cells.

One disadvantage of fluorescein is that its pKa is near
6.5, whereas the cytosolic pH of cells is in the range of 6.8
to 7.4. Hence, it is desirable to have a higher pKa for accu-
rate pH measurement. BCECF (Figure 19.30) was devel-
oped103 to have spectral properties similar to those of fluo-
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Figure 19.30. Fluorescein-type pH probes.

Figure 19.31. pH-dependent ionization of fluorescein. Only the monoanion and dianion forms of fluorescein are fluorescent.

Figure 19.32. Absorption and emission spectra of fluorescein. Data
from [100].



rescein, but to have a higher pKa near 7.0 (Table 19.2). This
illustrates an important aspect of all sensing probes: the pKa

value or the analyte dissociation constant must be compara-
ble to the concentration of the analyte to be measured.
However, it can be difficult to adjust a pKa value or dissoci-

ation constant. Additionally, the affinities observed in solu-
tion may be quite different from the values needed in a sen-
sor, where the probe may bind to proteins or membranes or
the probe may be present in a polymeric support. Signifi-
cant development is often needed to adapt a sensor for use
in a clinical application.

HPTS, A Wavelength-Ratiometric pH Sensor: A dis-
advantage of fluorescein as a sensor is that it is difficult to
use as a wavelength-ratiometric probe. This is because the
absorption and emission intensity is low for 450-nm excita-
tion (Figure 19.32). The pH probe 8-hydroxypyrene-1,3,6-
trisulfonate (HPTS)104–107 displays more favorable proper-
ties as a wavelength-ratiometric probe. The sulfonate
groups are for solubility in water and the hydroxyl group
provides sensitivity to pH. Excitation and emission spectra
of HPTS show a strong dependence on pH (Figure 19.34).
As the pH is increased HPTS shows an increase in
absorbance at 450 nm, and a decrease in absorbance below
420 nm. These changes are due to the pH-dependent ioniza-
tion of the hydroxyl group. The emission spectrum is inde-
pendent of pH, suggesting that emission occurs only from
the ionized form of HPTS. Conveniently, the apparent pKa

of HPTS is near 7.5, making it useful for clinical measure-
ments that need to be most accurate from 7.3 to 7.5 (Table
19.2). HPTS has also been used as a CO2 sensor when dis-
solved in the appropriate bicarbonate solution.108
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Figure 19.33. Wavelength-ratiometric pH calibration for fluorescein
linked to dextran. Revised from [95].

Table 19.2. Spectral and Lifetime Properties of pH Probes

Excitation                  Emission                                                      Lifetime (ns)a

Probeb λB(λA) [nm]               λB(λA) [nm] QB (QA)                       τ�B (τ�A)                pKA

BCECF 503 (484) 528 (514) ~0.7 4.49 (3.17) 7.0

SNAFL-1 539 (510) 616 (542) 0.093 (0.33) 1.19 (3.74) 7.7
C. SNAFL-1 540 (508) 623 (543) 0.075 (0.32) 1.11 (3.67) 7.8
C. SNAFL-2 547 (514) 623 (545) 0.054 (0.43) 0.94 (4.60) 7.7

C. SNARF-1 576 (549) 638 (585) 0.091 (0.047) 1.51 (0.52) 7.5
C. SNARF-2 579 (552) 633 (583) 0.110 (0.022) 1.55 (0.33) 7.7
C. SNARF-6 557 (524) 635 (559) 0.053 (0.42) 1.03 (4.51) 7.6
C. SNARF-X 575 (570) 630 (600) 0.160 (0.07) 2.59 (1.79) 7.9

Resorufin 571 (484) 528 (514) NAc 2.92 (0.45) ~5.7
HPTS 454 (403) 511 NA N/A 7.3
[Ru(deabpy)(bpy)2]2+ 450 (452) 615 (650) NA 380 (235) 7.5
Oregon-Green 489 (506) 526 0.65 (0.22) 4.37 (2.47) 1.8
DM-Nerf 497 (510) 527 (536) 0.88 (0.37) 3.98 (2.50) 1.6
Cl-Nerf 504 (514) 540 0.78 (0.19) 4.00 (1.71) 2.3

aτ�A and τ�B refer to the mean lifetimes of the acid and base forms, respectively.
bAbbreviations: BCECF, 2',7'-bis(2-carboxyethyl)-5(6)-carboxyfluorescein; bpy, 2,2'-bipyridine; HPTS, 8-hydroxypyrene-1,3,6-
trisulfonate; deabpy, 4,4'-diethylaminomethyl-2,2'-bipyridine; bpy, 2,2'-bipyridine.
cNA: Not available.



One possible disadvantage of HPTS is that it undergoes
ionization in the excited state, rather than at ground-state
equilibrium. The fact that HPTS undergoes an excited-state
reaction can be recognized by noting that the excitation
spectra are comparable to the absorption spectra of both the
phenol and phenolate forms, but that there is only a single
long-wavelength emission spectrum (Figure 19.34). The
phenol form emits at shorter wavelengths and is only seen
in highly acidic media. The presence of excited-state ion-
ization is also indicated by a higher apparent pKA in pure
water than in buffers.105 It is known that the pKA values of
the hydroxyl group for the ground- and excited-state HPTS
are 7.3 and 1.4, respectively,106 so that HPTS molecules in
the protonated state will tend to undergo ionization upon
excitation. It seems that any excited-state process will be
dependent on the details of the local probe environment.
Under most conditions excited-state ionization of HPTS is
complete prior to emission, so that only the phenolate emis-
sion is observed. Nonetheless, for sensing purposes we pre-

fer probes that display a ground-state pKa near 7.5. One dis-
advantage of HPTS has been the relatively short excitation
wavelength, particularly for the acid form. However, avail-
ability of blue light-emitting diodes (Chapter 2) may result
in increased use of HPTS.

SNAFL and SNARF pH Probes: A family of
improved pH probes became available in 1991.109 These
dyes are referred to as seminaphthofluoresceins (SNAFLs)
or seminaphthorhodafluors (SNARFs). Representative
structures are shown in Figure 19.35. A favorable feature of
these probes is that they display shifts in both their absorp-
tion and emission spectra with a pKA from 7.6 to 7.9 (Fig-
ure 19.36). Also, the absorption and emission wavelengths
are reasonably long, so that both forms of the probes can be
excited with visible wavelengths near 540 nm (Table 19.2).
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Figure 19.34. Top: Excitation spectra of the pH probe 1-hydrox-
ypyrene-3,6,8-trisulfonate (HPTS) in 0.07 M phosphate buffer at var-
ious pH values. Bottom: Emission spectra of HPTS when excited at
454 nm. Revised from [105].

Figure 19.35. Wavelength-ratiometric pH sensors. Carboxy SNAFL-
2 is a seminaphthofluorescein, carboxy SNARF-6 is a seminaph-
thorhodafluor, and CNF is 5-(and 6-)carboxy-naphthofluorescein.



The spectral shifts (Figure 19.36) allow the SNAFLs and
SNARFs to be used as either excitation or emission wave-
length-ratiometric probes.

The fact that both the acid and base forms of the probe
are fluorescent allows their use as lifetime probes. If only
one form was fluorescent then the lifetime would not
change with pH. The pH-dependent phase and modulation
data of carboxy SNARF-6 shows a strong dependence on
pH (Figure 19.37). The decay time of the base form is less
than that of the acid form. The decay times at pH 4.9 and
9.3 are 4.51 and 0.95 ns, respectively.110 pH sensing based
on lifetimes can provide stable measurements for extended
periods of time. However, it is important to recognize that
lifetime measurements, like intensity ratio measurements,
can be affected by interactions of the probes with biological
macromolecules. The intensity decays of carboxy SNARF-
1 were found to be sensitive to the presence of serum albu-
min, or intracellular proteins.111

There is continued development of new pH
probes112–113 and sensors.114–116 For clinical applications,
longer wavelengths are usually preferable. This was accom-

plished with the SNAFL probes by introduction of an addi-
tional benzyl ring into the parent structure (Figure 19.35).
This carboxynaphthofluorescein (CNF)118 shows shifts in
the absorption and emission spectra with pH (Figure 19.38).
pH probes have been developed using cyanine dyes119 and a
pH sensor excitable at 795 nm has been described.120–121

This carboxy carbocyanine dye shows a decrease in intensi-
ty near pH 8.5, but does not display spectral shifts, except
at short wavelengths near 435 nm. UV-excitable pH probes
with multiple pKA values from 1.7 to 9.0 have also been
described.122 For clinical applications with simple instru-
ments it can be valuable to have long-lifetime pH probes. A
pH-sensitive ruthenium metal–ligand complex with a decay
time near 300 ns has been reported with a pKA value near
7.5.123 Additionally, a pH-dependent lanthanide has also
been reported.124 Given the continuing need for pH meas-
urements, additional advances in practical pH sensors can
be expected.

19.7. PHOTOINDUCED ELECTRON TRANSFER
(PET) PROBES FOR METAL IONS AND 
ANION SENSORS

In the previous section we saw how probes could be de-
signed based on reversible ionization of a group in conjuga-
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Figure 19.36. pH-dependent absorption (top) and emission spectra
(bottom) of carboxy SNARF-6. The dashed line shows the transmis-
sion cutoff of the long-pass filter used for the phase and modulation
measurements. Revised and reprinted with permission from [110].
Copyright © 1993, American Chemical Society.

Figure 19.37. pH-dependent phase and modulation of carboxy
SNARF-6 when excited at 543 nm with a green He-Ne laser. The
phase values are relative to the value at high pH, φ0 = 41°. The mod-
ulation values are relative to the value at low pH, m0 = 0.25. Revised
and reprinted with permission from [110]. Copyright © 1993,
American Chemical Society.



tion with the aromatic ring (Figure 19.39). Another mecha-
nism for sensors is the quenching interaction of a linked
side chain with the fluorophore. The origin of these probes
can be traced to the early studies of exciplex formation of
amines with aromatic hydrocarbons. This phenomenon has
been exploited to develop sensors based on quenching of
fluorophores by amines.125–128 The basic idea is that
quenching by amines requires the lone pair of electrons
localized on the nitrogen (Figure 19.40). When the fluo-
rophore is in the excited state these lone pair electrons are
in a higher-energy orbital (HOMO, top) than the energy of
the vacancy left by the excited electron. Hence, an electron
from the nitrogen enters this lower-energy orbital, effective-
ly quenching the fluorescence. If the lone electron pair
binds a proton or a cation the energy of this pair is lowered
(bottom). Electron transfer is then inhibited and the fluo-
rophore is not quenched.  Such probes are said to undergo 
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Figure 19.38. Absorption (top) and emission spectra (bottom) of the
acid and base form of carboxynaphthofluorescein (CNF). Revised and
reprinted with permission from [117]. Copyright © 2001, American
Chemical Society.

Figure 19.39. Chemical sensing based on photoinduced electron
transfer.

Figure 19.40. Molecular orbital energy and a typical structure for a
PET sensor. Revised from [128].



photoinduced electron transfer (PET), which is the light-
induced transfer of electrons from the nitrogen into the aro-
matic ring. A simple example of a PET sensor is the alky-
lamino anthracene shown in Figure 19.41. At low pH the
amino group is protonated and does not quench the anthra-
cene. As the pH is increased, the amino group becomes
unprotonated, and the fluorescence decreases due to PET.

This use of PET has been extended to create sensors for
metal ions129–131 and for nonmetal anions.132–136 As an
example, Figure 19.42 shows an anthracene derivative with
an aminoalkyl side chain which binds phosphate. Hydrogen
bonding of phosphate to the amino groups results in
increased anthracene fluorescence. A similar approach was
used to create an anthracene derivative that displays

increased fluorescence when bound to citrate (Figure
19.43). The structures of these phosphate and citrate probes
illustrate the rational design of fluorophores based on
known principles. Unfortunately, PET mechanism may not
be extendable to long-wavelength probes because quench-
ing by amines becomes inefficient at long wavelengths.

19.8. PROBES OF ANALYTE RECOGNITION

Extensive efforts have been directed toward the design and
synthesis of fluorescent probes for cations: Na+, K+, Mg2+

and especially Ca2+. These efforts can be traced to the dis-
covery of crown ethers and their ability to form complexes
with metal ions,137–139 and subsequent work to create more
complex structures to bind a variety of small molecules.
The greatest effort has been in synthesis of probes for cal-
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Figure 19.41. pH-dependent fluorescence of 9-chloro-10-(diethyl-
aminomethyl)anthracene. Revised and reprinted with permission from
[126]. Copyright © 1989, American Chemical Society.

Figure 19.42. Phosphate sensing with an alkylamino anthracene derivative. Revised and reprinted with permission from [134]. Copyright © 1989,
American Chemical Society.

Figure 19.43. Emission spectra of an alkylaminoanthracene derivative
in the presence of various amounts of citrate at pH 6. From bottom to
top, [Citrate] = 0, 0.1, 1, 10 mM, 0.1 M, 0.2 M. Revised from [134].



cium, and entire books have been devoted to calcium
probes.140 Much of this work can be traced to the develop-
ment of intracellular cation probes by Tsien and col-
leagues.141–143 Since these initial publications many addi-
tional cation probes have been developed. It is not possible
to completely describe this extensive area of research.
Instead we describe the most commonly used cation sen-
sors, and the strength and weaknesses of existing probes.

19.8.1. Specificity of Cation Probes

A survey of the literature reveals that a large number of
diverse structures can chelate cations. However, a dominant
use of these probes is imaging of intracellular cations. In
this case the indicators have to be sensitive to the intracel-
lular concentrations of cations or anions (Table 19.3). These
concentrations define the affinity needed by the chelators
for the cation and the degree of discrimination required

against other cations. For example, a probe for K+ in blood
is not useful unless it does not bind Na+ at its physiological
concentration of 140 mM. Also, it is desirable to have a
means for trapping the probes within cells. These criteria
suggest a group of chelators that are useful for intracellular
probes. The azacrown ethers have suitable affinity constants
for Na+ and K+, APTRA is a chelator for Mg2+, and BAPTA
is a suitable chelator for Ca2+ (Figure 19.44). These are the
dominant chelation groups used in intracellular cation
probes.

19.8.2. Theory of Analyte Recognition Sensing

Suppose the probe can exist in two states, free (PF) and
bound (PB) to the analyte (A). If the binding stoichiometry
is 1 to 1, the dissociation reaction is given by

(19.6)

and the dissociation constant is defined as

(19.7)

The relative concentrations of the free and bound form of
the probes are given by

(19.8)

(19.9)

where [P] is the total concentrations of indicator ([P] = [PF]
+ [APB]).

These equations can be used to calculate the relative
amounts of free and bound probes as the analyte concentra-
tion is increased (Figure 19.45). The range of analyte con-
centrations that can be measured are those for which there
exist significant amounts of each form of the probe. The
analyte concentration range over which a probe can be used
is determined by the dissociation constant, KD (Figure
19.45). This is a critical factor in using probes that bind spe-
cific analytes. The binding constant of the probe must be
comparable to analyte concentration. The useful range of
analyte concentrations is typically restricted to 0.1KD < [A]
< 10KD. Concentrations lower than 0.1KD and higher than
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�
�A�

KD � �A�

KD �
�PF�

�APB�
�A�

KD �
�PF�
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�A�

APB � A � PF
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Table 19.3. Typical Analyte Concentrations in 
Blood Serum and in Resting Cells

Analyte              In blood serum (mM)                In resting cells (mM)

H+ 34–45 nM 10–1000 nM
(pH) (7.35–7.46) (6–8)
Na+ 135–148 4–10
K+ 3.5–5.3 100–140
Li+ 0–2 –
Mg2+ – 0.5–2
Ca2+ 4.5–5.5 50–200 nM
Cl– 95–110 5–100
HCO3

– 23–30 –
CO2 4–7 (% Atm) –
O2 8–16 (% Atm) –

Figure 19.44. Chelating groups for Na+, K+, Mg2+, and Ca2+.



10KD will produce little change in the observed signal. In
the use of fluorescence sensing probes, and eqs. 19.6–19.9,
we are assuming that the analyte is present in much greater
concentration than the probe. Otherwise, the probe itself
becomes a buffer for the analyte and distorts the analyte
concentration.

Intensity-Based Sensing: There are a number of
probes that display changes in intensity but do not display
spectral shifts. Such probes include the calcium probes Cal-
cium GreenJ, Fluro-3, and Rhod-2. In these cases the ana-
lyte concentration can be obtained from

(19.10)

where Fmin is the fluorescence intensity when indicator is in
the free form, Fmax is the intensity when the indicator is
totally complexed, and F is the intensity when indicator is
partially complexed by analyte. Changes in the fluores-
cence intensity are typically due to different quantum yields
of the free and complexed forms, rather than differences in
the absorption spectrum. The changes in quantum yield
have been explained as due to formation of twisted internal
charge-transfer (TICT) states or to changes in the extent of
PET.

In order to determine the analyte concentration using
eq. 19.10, all intensities must be determined with the same
instrumental configuration, the same optical path length,
and the same probe concentration. These requirements are
often hard to satisfy, especially in microscopy when observ-
ing cells. Measurement of Fmax and Fmin requires lysing the

cells and titrating the released indicator, or using
ionophores to saturate the indicator. These calibration
methods do not compensate for dye loss due to photo-
bleaching or leakage during the experiment, and can also
alter the spatial distribution of the probe. For this reason it
is desirable to have methods that are independent of probe
concentration. This is possible using wavelength-ratiomet-
ric probes or lifetime-based sensing.

Wavelength-Ratiometric Probes: Many probes dis-
play spectral shifts in their absorption or emission spectra
upon binding analytes. In these cases the analyte concentra-
tions can be determined from a ratio of intensities, inde-
pendent of the overall probe concentration. For excitation-
ratiometric probes the analyte concentration can be deter-
mined by143

(19.11)

where R = F(λ1)/F(λ2) is the ratio of intensities for the two
excitation wavelengths λ1 and λ2. Rmin and Rmax are the
ratios for the free and the complexed probe, respectively.
For an excitation wavelength-ratiometric probe the value of
SF(λ2) and SB(λ2) are related to the extinction coefficients
and quantum yields of the probe excited at λ2:

(19.12)

For an emission wavelength-ratiometric probe one can use
eq. 19.11 with the values of SF(λ2) and SB(λ2). They are
related to the relative intensities of the free and bound forms
of the probe:

(19.13)

Unlike intensity-based measurements, use of wavelength-
ratiometric probes and eq. 19.11 makes the measurements
independent of probe concentration.

19.8.3. Sodium and Potassium Probes

Typical Na+ and K+ probes are shown in Figure 19.46, and
all of these contain azacrown groups or a closely related
structure. The first reported probes141 were sodium-binding
benzofuran isophthalate (SBFI) for Na+ and potassium-
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Figure 19.45. Relations between analyte concentration ([A]), dissoci-
ation constant (KD) of the analyte-probe complex, and relative concen-
trations of the free (PF) and bound (PB) forms of the probe.



binding benzofuran isophthalate (PBFI) for K+ (Table
19.4). While designed to be excitation wavelength-ratio-
metric probes, these probes suffer several disadvantages.
They require UV excitation, which results in substantial

amounts of autofluorescence from cells. The excitation
spectra show only minor changes in shape upon binding of
Na+ and K+ to these probes (Figure 19.47). Apparently, the
charge densities of these singly charged cations are not suf-
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Table 19.4. Spectral and Lifetime Properties of Mg2+, Na+, and K+ Probes

Excitationa Emission                                                  Lifetime (ns) a

Probeb λF (λB) [nm] λF (λB) [nm] QF (QB)                τ�F (τ�B)              KD (mM)

Mg2+ Probes
Mag-Quin-1 348 (335) 499 (490) 0.0015 (0.009) 0.57 (10.3) 6.7
Mag-Quin-2 353 (337) 487 (493) 0.003 (0.07) 0.84 (8.16) 0.8

Mag-Fura-2 369 (330) 511 (491) 0.24 (0.30) 1.64 (1.72) 1.9
Mag-Fura-5 369 (332) 505 (482) NAc 2.52 (2.39) 2.3
Mag-Indo-1 349 (330) 480 (417) 0.36 (0.59) 1.71 (1.90) 2.7
Mag-Fura-Red 483 (427) 659 (631) 0.012 (0.007) 0.38 (0.35) 2.5

Mg Green 506 532 0.04 (0.42) 0.98 (3.63) 1.0
Mg Orange 550 575 0.13 (0.34) 1.06 (2.15) 3.9

Na+ Probes
SBFI 348 (335) 499 (490) 0.045 (0.083) 0.27 (0.47) 3.8
SBFO 354 (343) 515 (500) 0.14 (0.44) 1.45 (2.09) 31.0

Na Green 506 535 7-foldd 1.14 (2.38) 6.0

K+ Probes
PBFI 336 (338) 557 (507) 0.24 (0.72) 0.47 (0.72) 5.1
CD 222 396 (363) 480 (467) 3.7-fold 0.17 (0.71) 0.9

aF and B refer to the free and cation-bound forms of the probes, respectively.
bAbbreviations: SBFI, sodium-binding benzofuran isophthalate; SBFO, sodium-binding benzofuran oxazole; PBFI, potassium-
binding benzofuran isophthalate.
cNA: not available.
dQB/QF = 7.

Figure 19.46. Representative Na+ and K+ probes. Sodium Green is a
trademark of Molecular Probes Inc.

Figure 19.47. Excitation (SBFI, PBFI and CD 222) and emission
(Sodium Green) spectra of Na+ and K+ probes in the presence of var-
ious concentrations of the ions. Sodium Green is a trademark of
Molecular Probes Inc. Data from [144].



ficient to result in substantial spectral shifts. In support of
this hypothesis, one notices that PBFI, which binds the larg-
er K+ ion, shows a smaller spectral shift than that seen for
binding for Na+ and SBFI.

A coumarin-based probe is available for K+: CD222.
This probe has a more complex chelating group (Figure
19.46) that is directly connected to the coumarin fluo-
rophore.145–146 This probe can be excited at longer wave-
lengths than SBFI and PBFI, and displays larger spectral
shifts (Figure 19.47). The dissociation constant for K+ bind-
ing to CD222 is near 1 mM (Table 19.4). This probe is use-
ful for measurements of extracellular K+, but the binding is
too strong for measurements of intracellular K+ (Table
19.3). The apparent KD of CD222 for K+ is increased in the
presence of Na+. As a result, CD222 may be useful for
measurements of extracellular K+ in blood in the concentra-
tion range 3–6 mM.147 Several other probes with a coumarin
fluorophore and a chelator for K+ have been de-
scribed.148–150 Given the availability of blue and UV LEDs,
these probes may soon find use in simple clinical devices.

In an effort to avoid cellular autofluorescence, several
Na+ and K+ probes have been developed for longer excita-
tion wavelength. One of these probes is Sodium GreenTM,
which is a sodium-specific azacrown conjugated on both
nitrogens to a dichlorofluorescein (Figure 19.46). Sodium
Green can be excited at 488 nm, and displays increasing
intensity in the presence of increasing concentrations of
Na+ (Figure 19.47). Unfortunately, Sodium Green does not
display any spectral shifts, so that wavelength-ratiometric
measurements are not possible. Furthermore, the analogous
probe for potassium has not been reported, so that K+

probes are limited in number.
The inability to develop wavelength-ratiometric probes

for Na+ and K+, particularly with long excitation and emis-
sion wavelengths, illustrates an advantage of lifetime-based
sensing. Sodium Green was found to display a multi-expo-
nential decay, with lifetimes of 1.1 and 2.4 ns in the absence
and presence of Na+, respectively.151 The phase and modu-
lation values (Figure 19.48) are independent of total inten-
sity, allowing the concentration of Na+ to be determined
even if the probe concentration is unknown. Cation-depend-
ent decay times of SBFI and PBFI have been reported.
Unfortunately, SBFI, PBFI, and similar probes display only
modest changes in lifetime,152–154 so that these probes do
not seem suitable for lifetime-based sensing of Na+ or K+.
CD222 does display useful changes in lifetime in response
to K+, even in the presence of large amounts of Na+. In this
case, lifetime-based sensing of K+ using CD222 at the con-

centration present in blood appears to be possible. In con-
trast, CD222 does not allow wavelength-ratiometric meas-
urements of K+ in the presence of 100 mM sodium.147

19.8.4. Calcium and Magnesium Probes

Calcium probes are perhaps the most widely used intracel-
lular indicators (Figure 19.49). These indicators are based
on the BAPTA chelator, which binds Ca2+ with affinities
near 100 nM (Table 19.5). These probes are suitable for
measurements of intracellular Ca2+, but bind Ca2+ too tight-
ly for measurement of Ca2+ in blood or serum, which is near
5 mM (Table 19.3). These probes are often used in fluores-
cence microscopy, where the local probe concentration is
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Figure 19.48. Sodium-dependent phase (φ) and modulation (m) of
Sodium Green. Excitation was at 514 nm, and emission was observed
above 530 nm. Data from [151].

Figure 19.49. Representative Ca2+ and Mg2+ probes.



unknown. The salt forms of these dyes (Figure 19.49) do
not diffuse across cell membranes, so that the cells need to
be labeled by microinjection or electrophoration. BAPTA-
based probes are also available with esterified carboxy
groups, the so-called acetoxymethyl esters (AM esters).
Figure 19.49 shows the AM ester of Indo-1. In this form the
dyes are less polar and passively diffuse across cell mem-
branes. Once inside the cell the AM esters are cleaved by
intracellular esterases, and the negatively charged probe is
trapped in the cells.

Fura-2 and Indo-1 are both wavelength-ratiometric
probes. Fura-2 displays a large shift in its absorption spec-
trum upon binding Ca2+, and is thus used with two excita-
tion wavelengths (Figure 19.50).155 Indo-1 displays a shift
in its emission spectrum upon binding Ca2+. Indo-1 can be
used with two emission wavelengths, and a single excita-
tion wavelength. Thus Indo-1 is preferred when using laser
excitation sources, such as in a laser scanning microscope,
where it is difficult to get two different excitation wave-
lengths.

Like the Na+ and K+ probes, Fura-2 and Indo-1 absorb
in the UV. This is a disadvantage because of cellular auto-

fluorescence and because it is difficult to obtain microscope
optics with high-UV transmission. Hence it is desirable to
develop calcium probes with longer excitation and emission
wavelengths. Coumarin156 and styryl-based157 calcium
probes have been developed but have not yet been widely
used. The excitation spectra of one such probe are shown in
Figure 19.51. These probes allow excitation up to 520 nm,
but wavelength-ratiometric measurements require a second
excitation wavelength below 430 nm.

Calcium probes based on fluoresceins and rhodamines
are also available.158–159 These probes typically have a
BAPTA group linked to the fluorophore, rather than being
part of the fluorophore. We refer to such probes as conju-
gate probes. One example is Calcium Green-1J (Figure
19.49), which shows an approximately eight-fold increase
in fluorescence upon binding calcium (Figure 19.50). Cal-
cium Green-1J is just one member of a series of conjugate
probes for Ca2+ that display a range of emission wave-
lengths. Because Calcium Green-1 does not display a spec-
tral shift it cannot be used for wavelength-ratiometric meas-
urements. However, the lifetimes of the Calcium GreenJ

series all increase on Ca2+ binding, allowing the calcium
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Table 19.5. Spectral and Lifetime Properties of Ca2+ Probes

Excitation a Emission                                           Lifetime (ns) a

Probe λF (λB) [nm] λF(λB) [nm] QF(QB)              τ�F (τ�B)               KD (nM)

Quin-2 356 (336) 500 (503) 0.03 (0.14) 1.35 (11.6) 60.0

Fura-2 362 (335) 518 (510) 0.23 (0.49) 1.09 (1.68) 145.0
Indo-1 349 (331) 482 (398) 0.38 (0.56) 1.40 (1.66) 230.0

Fura Red 472 (436) 657 (637) Low QY b 0.12 (0.11) 140.0
BTC c 464 (401) 531 NA d 0.71 (1.38)

Fluo-3 504 526 40-fold 0.04 (1.28) 390
Rhod-2 550 581 100-fold NA 570

Ca Green 506 534 0.06 (0.75) 0.92 (3.60) 190
Ca Orange 555 576 0.11 (0.33) 1.20 (2.31) 185
Ca Crimson 588 611 0.18 (0.53) 2.55 (4.11) 185
Ca Green-2 505 536 ~100-folde NA 550
Ca Green-5N 506 536 ~30-fold NA 14,000
Ca Orange-5N 549 582 ~5-fold NA 20,000

Oregon Green
BAPTA-1 494 523 ~14-fold 0.73 (4.0) 170
BAPTA-2 494 523 35-fold NA 580
BAPTA-5N 494 521 NA NA 20,000

aF and B refer to the Ca2+ free and Ca2+-bound forms of the probes, respectively.
bLow quantum yield.
cBTC, coumarin benzothiazole-based indicator.
dNA: not available.
eThe term x-fold refers to the relative increase in fluorescence upon cation binding.



concentration to be determined from the lifetimes.160–161

One of the first calcium probes, Quin-2, displays a tenfold
increase in lifetime when bound to calcium.162–163 However,
Quin-2 requires UV excitation and displays a low quantum

yield, so that it is now used less frequently. Recently, Ca2+

probes based on squaraines have been reported, allowing
excitation wavelengths as long as 635 nm.164–165

While the use of the calcium probes seems straightfor-
ward, calibration is difficult when such probes are located
within cells.166–170 When used as intracellular indicators, the
calcium probes are typically calibrated in the presence of
other intracellular ions at their expected concentrations.171

It is difficult to maintain nanomolar Ca2+ concentrations in
the calibration solutions, and the probes themselves can
alter the overall Ca2+ concentration. For this reason, calci-
um buffers have been developed and are commercially
available. And, finally, the probe may interact with intracel-
lular macromolecules, or by phototransformation during
illumination in the microscope, resulting in altered behavior
compared to the calibration data.166,172

Calcium probes have also been developed using aza-
crown ethers as the chelator rather than BAPTA.173–177

However, these probes have been mostly studied in organic
solvents and used to study the effects of Ca2+ on electron
transfer. Magnesium-sensitive probes are available (Table
19.4),176–184 and some have been characterized as lifetime
probes.184 These probes typically have the APTRA chelator,
rather than BAPTA, as can be seen for the calcium probe
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Figure 19.50. Excitation (Fura-2) and emission spectra (Indo-1, Calcium Green-1 and Magnesium Orange) of Ca2+ and Mg2+ probes in the presence
of various concentrations of the ion. Revised from [142] and [144].

Figure 19.51. Excitation spectra of the coumarin benzothiazole-based
indicator (BTC) lithium salt in Ca2+ solutions with concentrations
ranging from 1.3 to 100 µM CaCl2. Revised from [156].



Indo-1, and the analogous magnesium probe Mag-Indo-1
(Figure 19.52).

19.8.5. Probes for Intracellular Zinc

In recent years there has been increased interest in zinc. It
is well known that zinc if bound to a number of enzymes
and plays a structural role in zinc finger proteins. At present
there is interest in the possible rate of zinc in plaque forma-
tion in Alzheimer's disease, post-ischemic toxicity, and as a
neurotransmitter.185 A number of zinc-sensitive fluo-
rophores are now available.186–189 Most of these probes con-
tain the chelating group shown for Zinpry-1 (Figure 19.53).
These probes show increases in fluorescence in the pres-
ence of zinc, which is probably due to a decrease in the
amount of PET quenching in the zinc-bound form. The dis-
sociation constants of these probes are near 1 to 3 nM. The

levels of free zinc in cells may be in the picomolar range, so
that zinc probes with higher affinity are needed.190–191

19.9. GLUCOSE-SENSITIVE FLUOROPHORES

The principles of analyte recognition have been used to
develop fluorophores that are sensitive to glucose. There is
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Figure 19.52. Chemical structures of the calcium probe of Indo-1 and
the magnesium probe Mag-Indo-1. Data from [181].

Figure 19.53. Chemical structure and emission spectra of Zinpyr-1.
Reprinted with permission from [186]. Copyright © 2000, American
Chemical Society.

Figure 19.54. Glucose sensor based on photoinduced electron transfer. Revised from [194].



vast literature on this topic,192–193 from which we have
selected several examples. These probes use boronic acid as
part of the fluorophore. Boron forms complexes with diols,
which has been used for decades for oxidation of sugars.
Complexation of sugars to boron-containing fluorophores
can result in changes in the emission intensity.194–195 For the
probe shown in Figure 19.54 complexation of sugars to the
boron influences the extent of photoinduced electron trans-
fer from the amino group. Depending on pH and sugar con-
centration, the anthracene group is either fluorescent or
nonfluorescent. Figure 19.55 shows emission spectra of a
similar probe. Addition of glucose results in an eight-fold
increase in intensity.

A disadvantage of the probe shown in Figure 19.55 is
that it is not wavelength ratiometric. Wavelength-ratiomet-
ric probes for glucose are now known.197–200 One example
is shown in Figure 19.56. This probe does not display PET
quenching. Instead, complexation with glucose affects the
extent of charge transfer from the amino group to the boron-
ic acid. Upon binding of sugar there is more electron densi-
ty on the boron, which decreases the extent of charge trans-
fer and results in a blue shift in the emission spectra. Fruc-
tose usually gives the largest spectral change with such
probes because it is the most reducing sugar. A difficulty
with boronic acid fluorophores (BAFs) is to obtain a sugar-
dependent spectral change at physiological pH. Many BAFs
show sugar-dependent spectral changes only at pH 8 or
higher. Several BAFs are now known that are sensitive at
pH 7.5.201–202

19.10. PROTEIN SENSORS

Another approach to sensing is to use proteins that bind the
analyte of interest.203–209 The usual approach is to express
the recombinant protein with a single-cysteine residue for
labeling. The probe is usually selected to be sensitive to sol-
vent polarity, and the cysteine residue is positioned close to
the binding site. Binding of the analyte to the protein may
result in a change in the environment around the probe and
a change in its fluorescence intensity. Protein sensors have
been made for glucose,210–212 maltose,213–214 and other ana-
lytes.215–218 Protein sensors are frequently based on the
periplasmic protein from E. coli. These proteins provide the
chemotactic signals needed by the bacterium to move
toward nutrients. These signaling proteins have two
domains.219 The binding site is located between the
domains that usually move closer together upon ligand
binding.

Figure 19.57 shows an example of an engineered pro-
tein for glucose sensing. This protein sensor is based on the
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Figure 19.55. Glucose-dependent emission spectra of the shown
structure. From [196].

Figure 19.56. Emission spectra and wavelength ratios of the saccha-
ride-sensitive probe DSTBA. Reprinted with permission from [200].
Copyright © 2001, American Chemical Society.



glucose-galactose binding protein (GGBP) from E. coli.
The wild-type protein contains no cysteine residues. GGBP
was mutated by insertion of a single-cysteine residue at
position 26, which was labeled with a sulfhydryl-reactive
analogue of ANS. Upon addition of glucose the ANS inten-
sity decreases about twofold. This decrease probably occurs
because glucose binding brings the two domains closer
together. The ANS is distant from the glucose-binding site
and probably becomes more exposed to water when the
domains move closer together.

A different periplasmic protein from E. coli was used
to make a protein sensor for phosphate.214–215 In one of
these sensors a cysteine residue was inserted at residue 197
and labeled with a coumarin derivative (Figure 19.58). In
this case binding of the phosphate ligand resulted in a dra-
matic increase in fluorescence intensity that is probably the
result of shielding the fluorophore from water.

19.10.1. Protein Sensors Based on RET

The large intensity change displayed by the phosphate sen-
sor (Figure 19.58) is exceptional. Most protein sensors dis-
play smaller changes of 1.5- to 2-fold, comparable to that
shown for the glucose sensor in Figure 19.57. The scientif-
ic literature does not contain many reports of experiments
which did not work, but it is likely that many laboratories
attempted to make protein sensors using the periplasmic
proteins and RET. It was logical to speculate that the chang-
ing distance between the domains would result in a change
in RET between donors and acceptors positioned on oppo-
site domains. Few such reports have appeared, probably
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Figure 19.57. Protein sensor for glucose based on the glucose–galac-
tose binding protein from E. coli. From [212].

Figure 19.58. Emission spectra (bottom) of a coumarin-labeled phos-
phate binding protein from E. coli (top) in the absence and presence
of 15 µM phosphate. Revised and reprinted with permission from
[214]. Copyright © 1998, American Chemical Society.



because the changes in distance have not been large enough
to result in large changes in the transfer efficiency.

This problem of a limited change in intensity was
solved by the use of RET between surface-bound reagents
(Figure 19.59). This example also illustrates the increasing-
ly sophisticated chemistry of sensors. This maltose sensor is
based on the maltose-binding protein (MBP) from E. coli.
The protein is bound to a NeutrAvidin surface by a biotiny-
lated linker. MBP is labeled with a nonfluorescent acceptor

QSY7. The donor is Cy3.5, which is also bound to the sur-
face by a specialized linker (Figure 19.60). This linker con-
tains a cyclodextrin that binds to MBP as well as the Cy3.5
donor. These components are bound to the surface by a
biotinylated DNA linker arm that contains regions of sin-
gle- and double-stranded DNA. The single-stranded region
is present to allow changes in rigidity of the DNA by bind-
ing of a complementary sequence called modulator DNA.
When both MBP and the linker are bound to the surface the
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Figure 19.59. Schematic of a surface-bound maltose sensor based on the maltose-binding protein from E. coli and RET. Reprinted with permission
from [220]. Copyright © 2004, American Chemical Society.

Figure 19.60. Linker arm containing the Cy3.5 donor and the cyclodextrin ligand. The fluorophore is bound to the surface via a biotinylated DNA
oligomer with a single stranded region for binding of modulator DNA. The lower panels show the change in donor intensity of the sensor (Figure
19.58) in response to maltose. Revised and reprinted with permission from [220]. Copyright © 2004, American Chemical Society.



donor is quenched because the cyclodextrin binds to the
protein that brings the Cy3.5 in close proximity to the
QSY7 acceptor. Since QSY7 is nonfluorescent it is also
called a quencher. Addition of maltose displaces cyclodex-
trin from MBP, resulting in an increased donor intensity
(Figure 19.59). The extent of binding and, more important-
ly, the extent of RET could be increased by binding of the
modulator DNA. These results describe a general strategy
for surface-bound sensors that are adjustable and yield large
changes in intensity. This approach is likely to be used in
sensors for a wide variety of analytes.

19.11. GFP SENSORS

In Chapter 3 we described the ability of GFP to undergo
internal reactions to create its own chromophore. This chro-
mophore is contained with a β-barrel structure and is usual-
ly not sensitive to the surrounding solution conditions. GFP,
its mutants, and the red coral proteins can be expressed in a
wide variety of cells and organisms.221 Hence, it would be
useful if these proteins could be engineered to become sen-
sitive to desired analytes. This has been accomplished in
several ways, including the use of RET and modification of
the protein structure so that the chromophore becomes sen-
sitive to the analyte.

19.11.1. GFP Sensors Using RET

Since RET is a through-space phenomenon it can be used to
modify the spectral properties of the GFP chromophore.
GFP sensors based on RET have been developed for sever-
al analytes, such as calcium,222–225 protein phosphoryla-
tion,225–226 histone methylation,227 and others.228–230 The
basic idea for these sensors is to make linked donor–accep-
tor GFP pairs where the conformation of the linker changes
in response to the analyte.

Figure 13.22 in Chapter 13 shows a GFP-RET sensor
for protein phosphorylation.225 Cyan fluorescent protein
(CFP) and yellow fluorescent protein (YFP) are used as the
donor–acceptor pair. CFP and YFP are linked by a peptide
that is a substrate for protein kinase. The linker also con-
tains a phosphorylation recognition domain that binds the
phosphorylated peptide. Binding of the phosphopeptide to
the recognition domain is expected to bring the GFPs clos-
er together, resulting in an increase in energy transfer. The
lower panel shows fluorescence ratio images of CHO cells
that express the sensor. When the cells are treated with
insulin the donor intensity at 480 nm decreases relative to

the acceptor emission at 535 nm. This result shows that
cells can be grown and express protein sensors designed to
detect a specific analyte or enzymatic activity.

Another example of a GFP-RET sensor is shown in
Figure 19.61. The donor is enhanced cyan fluorescent pro-
tein (ECFP) and the acceptor enhanced yellow fluorescent
protein (EYFP). The donor and acceptor are linked by the
catalytic and regulating domains of cGMP-dependent pro-
tein kinase (PK). The PK was modified by removal of
residues 1 to 47 (∆1–47), which are responsible for dimer-
ization of this PK, insuring that the sensor is a monomer
within the cell. This sensor was expressed in CHO cells.
The cells were treated with 8-Br-cGMP, which is a phos-
phodiesterase-resistant analogue of cGMP. This treatment
results in a decrease in donor emission at 480 nm and a
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Figure 19.61. GFP-RET sensor for cGMP. Top: Schematic of sensor.
Middle: Spectral response of sensor. Bottom: Ratio images of CHO
cells expressing the GFP sensor. Revised and reprinted with permis-
sion from [230]. Copyright © 2000, American Chemical Society.



slight increase in acceptor emission at 535 nm (middle
panel). The ratio of donor-to-acceptor emission of the intra-
cellular protein shows that the extent of RET increases in
response to 8-Br-cGMP. Apparently, binding of cGMP or 8-
Br-cGMP brings the donor and acceptor closer together.

19.11.2. Intrinsic GFP Sensors

In the previous two examples RET was used as the trans-
ducer mechanism. RET was used because the chromophore
in GFP is usually shielded from the solvent. RET was also
used to obtain a wavelength-ratiometric sensor that is need-
ed to provide a quantitative interpretation of intracellular
fluorescence. Mutant GFPs have been identified that are
sensitive to chloride (Section 8.14.3) and pH. These pro-
teins typically do not display shifts in their emission spec-
tra231–234 and cannot be used as emission-ratiometric probes.
Some of the pH-sensitive GFP mutants display changes in
absorption with pH, but excitation-ratiometric probes are
less convenient than emission-ratiometric probes in fluores-
cence microscopy.

An emission wavelength-ratiometric pH-sensitive GFP
is now available.235 The absorption spectrum is sensitive to
pH; more importantly, the emission spectra are also sensi-
tive to pH (Figure 19.62). This sensitivity is not due to RET,
but to ionization of a tyrosine side chain. As might be
expected the longer-wavelength absorption and emission
occurs at higher pH where the tyrosine is ionized. This pro-
tein can be used for estimation of intracellular pH. Figure
19.63 shows images of fibroblasts transfected with the gene
for this GFP. The transfected cells show emission from the
blue emission near 460 nm (top panel) and the green emis-
sion near 515 nm (middle panel). These two emissions are
seen to be co-localized from the overlay with the light
image (lower panel).

In summary, it is now possible to grow cells, and prob-
ably organisms, that express GFPs with sensitivity to a wide
variety of ions and biomolecules.

19.12. NEW APPROACHES TO SENSING

19.12.1. Pebble Sensors and Lipobeads

A wide variety of fluorophores are available for sensing
cations and anions. These fluorophores are frequently used
for measurement of intracellular ion concentration. Howev-
er, these fluorophores can bind to intracellular biomole-
cules, which can alter the calibration curves by changing
the binding constants or causing shifts in the absorption or

emission spectra. The so-called Pebble sensors were devel-
oped to avoid interference due to binding of the probes to
biomolecules.

Pebble sensors consist of one or more fluorophores
embedded in polymer beads, typically made from polyacry-
lamide. The polymer is highly crosslinked and formed in
the presence of the desired fluorophores, which are then
trapped within the beads.236–240 The high degree of
crosslinking prevents proteins from entering the beads, so
that the calibration curve is the same inside and outside the
cells.

Pebble sensors have been developed for several ana-
lytes. Since the sensors are intended for intracellular use
with fluorescence microscopy it is important to have ratio-
metric data. Figure 19.64 shows a Pebble sensor for pH.
The beads were dense polymers made with 27% acrylamide
and 3% N,N-methlyene-bis(acrylamide). The pH indicator
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Figure 19.62. Absorption and emission spectra of a pH-sensitive GFP.
Reprinted with permission from [235]. Copyright © 2000, American
Chemical Society.



was fluorescein, which is not practical for wavelength-
ratiometric measurements. Wavelength-ratiometric meas-
urements were made possible by inclusion of sulforho-
damine, which is not sensitive to pH. Ratios of the intensi-

ties at 530 and 590 nm can be used to determine the pH
without interference from biomolecules.

The intracellular use of Pebble sensors is shown in Fig-
ure 19.65. In this case the Pebbles were made by encapsu-
lating Calcium Green and sulforhodamine in polyacry-
lamide beads.239 Sulforhodamine served as a calcium-insen-
sitive reference fluorophore. The laser scanning confocal
images of human SYSY neuroblastoma cells are shown in
Figure 19.65. Images were recorded using filters that trans-
mitted the emission of sulforhodamine (right) or calcium
green (left). The cells were treated with m-dinitrobenzene,
which caused the release of calcium from the mitochondria,
which resulted in an increase in the emission from Calcium
Green but no change in the emission from sulforhodamine.

Sensors using polymer beads have also been made by
coating the outer surface of polystyrene particles.241–245 This
has been accomplished by covalent attachment of probes to
the outer surface. Bead sensors have also been made by
coating polystyrene beads with lipids which bind the sens-
ing fluorophores. These particles are called Lipobeads.

19.13. IN-VIVO IMAGING

In-vivo imaging is an emerging futuristic application of flu-
orescence technology. By in-vivo imaging we mean the cre-
ation of three-dimensional fluorescence images of the inter-
nal structures of humans or small animals. In-vivo imaging
can be traced to the suggestion by Chance and coworkers
that images could be obtained from the diffusive migration
of photons in scattering tissues.246–248 Tissues are strongly
absorbing and strongly scattering at wavelengths below 600
nm (Figure 19.66). Tissue absorption and scattering is much
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Figure 19.63. Fluorescence and light images of fibroblast cells which
transiently express a pH-sensitive GFP. Top: Image at 435–485 nm.
Middle: Image at 490–685 nm. Bottom: Overlay of the fluorescence
images onto a light image. Reprinted with permission from [235].
Copyright © 2000, American Chemical Society.

Figure 19.64. Emission spectra of a Pebble sensor, a polyacrylamide
bead containing fluorescein as a pH-sensitive dye, and sulforho-
damine as a pH-insensitive reference dye. Reprinted with permission
from [238]. Copyright © 1999, American Chemical Society.



weaker above 650 nm, where tissues become somewhat
translucent. This can be seen from the red light at 670 nm
upon transillumination of a mouse.249 When long-wave-
length light passes through tissues the light migrates in a
diffusive manner, similar to molecules in the gas phase. The
photons move in a straight line until they are scattered,
which results in a change in direction. The extent of scatter-
ing is described by a scattering coefficient µs that is
expressed in units of reciprocal distance. Light passing
through the tissue can also be absorbed, which is expressed
as the absorption coefficient µa. Different tissues and differ-
ent regions of tissues have different values of µs and µa,
which affect the rate and distance over which photons can
migrate in the tissue. The concept of photon migration
imaging (PMI) is to measure spatially dependent transport
of photons in tissues and to use the information to construct
an image of the internal structure of the tissue.246–248 This
problem is much more difficult than x-ray computerized
tomography because essentially none of the photons pass
through the tissue without undergoing numerous scattering
events.

One difficulty in PMI is the limited contrast in µs and
µa between different regions of tissues. As a result there are
attempts to increase the contrast by using injected dyes such
as indocyanine green.250–251 The instrumentation and algo-
rithms developed for PMI are directly applicable to fluores-
cence in-vivo imaging. Figure 19.67 shows a relatively
straightforward approach to in-vivo imaging. The mouse
contained a tumor that overexpresses receptors for the pep-
tide hormone somatostatin. The mouse was injected with an
analogue to somatostatin labeled with a tricarbocyanine
dye. The mouse was illuminated at 740 nm and imaged
from the same side with a CCD camera. The location of the
tumor is clearly seen from its long-wavelength emission.
This tumor visualization was possible because of the weak
light absorption of tissues and the absence of significant tis-
sue autofluorescence at these long wavelengths.

Fluorescence is also being used for three-dimensional
imaging of tissues.254–255 This is accomplished by measur-
ing the intensities or lifetimes with the light source and
detector placed at a large number of locations around the
animal256–258 (Figure 19.68). Sophisticated algorithms are
used to reconstruct the image from the data. An important
development for in-vivo imaging is the fluorogenic probes
for specific enzymes or tumors.259–261 The image in Figure
19.68 was obtained with a peptide–polymer conjugate that
was heavily labeled with Cy5.5. The fluorescence of the
closely spaced Cy5.5 molecules was self-quenched due to
the degree of labeling. The sequence of the peptide provid-
ed a cleavage site for a cathepsin. These enzymes degrade

PRINCIPLES OF FLUORESCENCE SPECTROSCOPY 657

Figure 19.65. Laser scanning confocal microscopy images of human
SYSY neuroblastoma C6 glioma cells containing Pebble sensors for
calcium. The sensors contained Calcium Green and sulforhodamine as
a reference dye. Images were recorded before (top) and after (bottom)
treatment with m-dinitrobenzene. Revised and reprinted with permis-
sion from [239]. Copyright © 1999, American Chemical Society.

Figure 19.66. Absorption coefficient of typical tissue. The insert
shows the transillumination of a mouse at 670 nm. Revised from
[249].



the extracellular matrix, and are often present at elevated
levels in cancerous tissues and for other disease states.262–264

The mouse in Figure 19.68 had a gliosarcoma surgically
implanted in the brain.

The labeled peptide was cleaved by a cathepsin in the
tumor, resulting in increased intensity from Cy5.5 (color
spot in Figure 19.68). The spot was superimposed on the
MRI image of the same mouse. It is unlikely that in-vivo
fluorescence imaging will provide the high spatial resolu-
tion available with MRI or CT. However, one can imagine a
wide variety of labeled molecules that will localize in
desired locations and be sensitive to specific enzymes. Flu-
orescence in-vivo imaging can add functional or physiolog-
ical information to the images obtained using other modal-
ities.

19.14. IMMUNOASSAYS

Immunoassays constitute a large and diverse family of
assays that are based on many of the principles described in
this book. The basic idea is to couple the association of anti-
body (Ab) with antigen (Ag) to some other event that yields
an observable spectral change. Various mechanisms are
possible, including energy transfer, anisotropy, delayed lan-
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Figure 19.67. Fluorescence imaging of a labeled somatostatin ana-
logue in a mouse tumor. The images were taken before (middle) and
after (bottom) injection with the labeled peptide. The upper panel
shows a schematic of the instrument. Revised from [252–253].

Figure 19.68. Schematic of an instrument for three-dimensional small
animal imaging. PLS, programmable light switch. The image shows a
sagittal section of a combined MRI and fluorescence image of a
mouse injected with a cathepsin B-sensitive molecular beacon. From
[258].

Figure 19.69. Schematic of an enzyme-linked immunosorbent assay (ELISA). AP is alkaline phosphate. Ag is an antigen, and UmP is umbelliferyl
phosphate.



thanide emission, or the use of enzymes to amplify the sig-
nal from a limited number of antigens.265–270 The use of
antibodies as analytical tools can be traced to the develop-
ment of radioimmunoassays by Berson and Yalow,271 which
resulted in a Nobel prize. Since then immunoassays have
been widely used, but are now based mainly on fluores-
cence detection.

19.14.1. Enzyme-Linked Immunosorbent Assays
(ELISA)

The ELISA method is perhaps the most commonly used
immunoassay format owing to its high sensitivity, applica-
bility to a wide range of antigens, and the ability to remove
background by washing steps. This method relies on the
specific interaction between antigen and antibody. A sur-
face is coated with an antibody specific for the antigen of
interest. The sample is incubated with the surface-bound
antibody, to allow the antibody to capture the antigen (Fig-
ure 19.69). The sample is then exposed to a second antibody
that is covalently bound to an enzyme, typically alkaline
phosphatase (AP), horseradish peroxidase, or β-galactosi-
dase. Hence, the antigen must have more than a single anti-
genic site, and the second antibody must be different from
the first antibody. Following adequate time for binding, the
surface is washed to remove unbound enzyme-labeled anti-
body and the enzyme substrate is added. In the case shown
in Figure 19.69 the enzyme alkaline phosphatase cleaves
nonfluorescent umbelliferyl phosphate (UmP), yielding to
the highly fluorescent umbelliferone. A signal is observed
only when the antigen is present.

ELISA assays exist in a number of formats. In some
cases the reaction product absorbs light, and in other cases
the product is strongly fluorescent. The second antibody is
not always labeled with enzyme but can be detected with
yet another antibody that contains the bound enzyme. This
procedure eliminates the need to attach probe or enzyme to
a specific antibody that may be in short supply.

19.14.2. Time-Resolved Immunoassays

A variant of the ELISA method is the so-called "time-
resolved immunoassay."272–277 This type of assay also uses
a polymeric support containing the capture antibody. The
second labeled antibody has a covalently bound chelating
group that contains a lanthanide such as europium (Figure
19.70). Detection is accomplished by addition of a so-called
enhancer solution, which chelates the Eu3+ and has the nec-
essary chromophore for excitation of the lanthanide by
energy transfer (Figure 19.71). The enhancer solution is
needed because the lanthanides absorb light very weakly,
and are rarely excited directly. With the enhancer solution
light is absorbed by chelators, which then transfer the exci-
tation to the lanthanide. The chelating group is typically an
EDTA derivative that strongly binds the Eu3+. The Eu3+ can
be released from the chelator at low pH. The "time-resolved
immunoassays" can be performed by direct detection or in
a competitive format. Direct detection is usually used for
proteins which contain multiple antigenic sites.

These assays are called "time-resolved" because the
sample is excited with a pulse of light, and the detector is
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Figure 19.70. Time-resolved immunoassay based on the long-lived
emission of europium.

Figure 19.71. Europium in a fluorescent state following addition of
enhancer solution. Structures from [274]. Copyright © 1990, CRC
Press.



gated on following decay of the prompt autofluorescence.
Because the lanthanides display millisecond lifetimes, they
continue to emit long after the ns interferences have
decayed. The signal is integrated for a period of time, and
the assay is based on measurement of integrated intensity,
not a decay time. Hence, the phrase "time-resolved" should
not be confused with a lifetime measurement.

Time-resolved immunoassays continue to be devel-
oped for a variety of analytes.277–281 One example is a com-
petitive immunoassay for the sulfa antibiotic sulfamet-
hazine (SHZ) in food. The presence of residual antibiotics
in food is of concern because of the potential health risk to
humans and the development of antibiotic resistance in bac-
teria. This immunoassay is based on antibodies against
SHZ. These antibodies are bound to streptavidin-coated
microwell plates (Figure 19.72). These antibodies bind an
analogue of SHZ that contains a covalently bound europi-
um chelate (SHZ-Eu). This analogue is allowed to bind to
the antibodies. The assay is performed by adding the sam-
ple to the well, allowing time for binding, washing the
plate, then adding the enhanced solution and measuring the
time-delayed emission. The intensity decreases as the SHZ
increases because SHZ displays SHZ-Eu, and the SHZ-Eu

is washed out of the well prior to addition of the enhanced
solution.

19.14.3. Energy-Transfer Immunoassays

Resonance energy transfer provides an obvious approach to
measuring antigen–antibody association, and was suggest-
ed for immunoassays in 1976.282 Such an assay would typ-
ically be performed in a competitive format, and can be
homogeneous (Figure 19.73). Suppose the analyte is the tri-
azine herbicide simazine (SZ), which is shown as the open
shape in Figure 19.73. An antibody against SZ is labeled
with the donor Cy5 and bound to the bottom of the well.283

The acceptor Cy5.5 is bound to BSA, which also contains a
covalently bound analogue of SZ. The assay is then per-
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Figure 19.72. Competitive time-resolved immunoassay for sulfamet-
hazine (SMZ). Reprinted with permission from [280]. Copyright ©
2004, American Chemical Society.

Figure 19.73. Competitive RET immunoassay for the herbicide
simazine. Revised and reprinted with permission from [283].
Copyright © 2001, American Chemical Society.



formed by adding the sample that contains SZ. As SZ
increases the intensity of the surface-bound Cy5 donor
increases, because the Cy5.5-BSA is displaced by SZ. This
RET assay was facilitated by the large R0 for the
Cy5–Cy5.5 donor–acceptor pair,284 which is near 75 Å.
However, there is overlap in the emission spectra of Cy5
and Cy5.5. This overlap could be tolerated in this case
because the unbound acceptor was washed away. Some
background from Cy5.5 is acceptable because the Cy5
emission could be measured on the blue side of its emission
spectrum. It is usually easier to separately measure the
donor emission because the short-wavelength sides of emis-
sion spectra often drop sharply to zero, but there are almost
always tails at long wavelengths. Energy-transfer immuno-
assays have been described for other analytes,285–288 but it
can be difficult to obtain adequate energy transfer due to the
size of the proteins.

The difficulties of overlapping emission spectra of the
donors and acceptors can be minimized to some extent
using lanthanide donors and measurement of the sensitized
acceptor emission. Figure 19.74 shows an immunoassay for
the β subunit of human chorionic gonadotropin (βhCG).

Two antibodies were used and directed against different
epitopes of βhCG.289 One of the antibodies was labeled
with a terbium chelate as the donor, and the second anti-
body was labeled with TMR as the acceptor. Binding of
these two antibodies to βhCG resulted in long-lived sensi-
tive emission of the acceptor, which could be observed
selectively using a 570-nm emission filter. This wavelength
is near the peak of the rhodamine emission but is between
peaks of the structured terbium emission.

The lower panel shows time-resolved decays of the Tb
and TMR in a mixture containing the immune complex.
The decay of the Tb is slower than that of TMR because of
the presence of Tb-labeled antibodies that are free in solu-
tion or not near an acceptor. The intensity decay of TMR is
more rapid because the long-lived acceptor emission is due
to RET, so that the acceptor decay is the same as the decay
of the Tb bound near the acceptor. The use of sensitized
acceptor emission made it unnecessary to wash away excess
reagents, so that the assay could be performed in a homoge-
neous format.

19.14.4. Fluorescence Polarization Immunoassays

The final type of immunoassay is the fluorescence polariza-
tion immunoassay (FPI). Assays of this type are based on
anisotropy measurements of labeled antigens.290–291 The use
of the term "polarization" instead of anisotropy is historical,
and now entrenched in the literature. The anisotropy of a
mixture (r) is determined by the anisotropies of the free (F)
and bound (B) species (rF and rB) and their relative fluores-
cence intensities (fF and fB):

(19.14)

An FPI is a competitive assay that can be performed in a
homogeneous format. Suppose that the antigen is the hor-
mone cortisol (Cor).292 The assay mixture would contain
labeled cortisol, in this case labeled with fluorescein (Fl),
and antibody specific for cortisol (Figure 19.75). Prior to
addition of cortisol from the sample, the anisotropy will be

r � rFfF � rBfB
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Figure 19.74. Time-resolved RET immunoassay for βhCG. The lower
panel shows the intensity decay of the Tb donor and the TMR accep-
tor in a solution containing the complex shown in the top right.
Revised from [289].

Figure 19.75. Homogeneous fluorescence polarization immunoassay
for cortisol (Cor). Fl, fluorescein.



the highest due to binding of antibody to Cor-Fl. Free cor-
tisol from the sample will displace Cor-Fl from the anti-
body. The Co4Fl is now free to rotate, and the anisotropy
decreases.

Typical data for a cortisol FPI are shown in Figures
19.76 and 19.77. Cor-Fl was prepared by reaction of corti-
sol-21-amine with fluorescein isothiocyanate (FITC). Upon
mixing anti-Cor antibody (Ab) to cortisol with Cor-Fl the
polarization increased, which was presumed due to specific

binding of Ab to Cor-Fl. The specificity of the reaction was
confirmed by adding unlabeled cortisol, which resulted in a
decrease in polarization, and also by the absence of a
change in polarization due to nonspecific antibody (∆).

To perform the cortisol assay one uses a mixture of Ab
and Cor-Fl, to which is added the serum sample. As the con-
centration of serum cortisol is increased, the polarization
decreases (Figure 19.77). The polarization values are used
to determine the cortisol concentration. Similar FPIs have
been developed for a wide range of low-molecular-weight
analytes, including antibiotics,293–294 cocaine metabo-
lites,295–296 therapeutic drugs,297–298 the immunosuppressant
cyclosporin,299–300 and phosphorylated proteins.301–303

Numerous FPIs are routinely performed on automatic clin-
ical analyzers.304

FPIs have advantages and disadvantages. FPIs do not
require multiple antigenic sites, as is needed with heteroge-
neous capture immunoassays or RET immunoassays. FPIs
can be performed in a homogeneous format, and may not
require separation steps. However, because FPIs are usual-
ly performed with fluorescein, they are generally limited to
low-molecular-weight analytes. This is because the emis-
sion must be depolarized in the unbound state, which would
not occur for higher-molecular-weight fluorescein-labeled
proteins.

The limitation of FPIs to low-molecular-weight analyte
is illustrated by the FPI for creatine kinase-BB. Creatine
kinase is a dimer, and the subunits can be from muscle (M)
or brain (B). Creatine kinase MB is used as a marker for
cardiac damage, and the presence of CK-BB in the blood
may reflect a number of disease states, including brain trau-
ma.305–307 Figure 19.78 shows an FPI for CK-BB.307 In this
particular case the protein was labeled with dansylaziridine
(DANZA), instead of fluorescein. The immunoassay was
also performed with other probes (Table 19.6). One notices
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Figure 19.76. Time-dependent changes in polarization upon mixing
of antibody to cortisol or nonspecific antibody (∆) and fluorescein-
labeled cortisol and upon addition, at 60 minutes, of 100 ng of unla-
beled cortisol. The antibody is more dilute from top to bottom.
Revised from [292].

Figure 19.77. Cortisol fluorescence polarization immunoassay.
Revised from [292].

Table 19.6. Fluorescein Polarization Immunoassay
of Creatine Kinase BBa

Polarization
Fluorophore-CK τ (ns)           No antibody           With antibody

CPM-CKb ~5 0.337 0.342
IAF-CK ~5 0.333 0.339
DNS-CK ~15 0.181 0.224
DANZA-CK ~15 0.170 0.242

aFrom [307].
bCPM, 3-(4-maleimidylphenyl)-7-diethylamino-4-methyl coumarin;
IAF, 5'-iodo-acetamidofluorescein; DNS, dansyl chloride; DANZA,
dansylaziridine.



that the polarization changes are smaller with the other
probes. This is because the lifetimes of these probes, the
fluorescein derivative IAF, and coumarin derivative CPM
are near 5 ns, while the lifetime of DANZA is near 15 ns.
The longer lifetime of the dansyl-labeled protein (DNS or
DANZA) allows more time for the protein to undergo rota-
tional diffusion. This limitation of FPIs to low-molecular-
weight substances can be overcome by the use of long-life-
time metal ligand probes, which is described in the follow-
ing chapter.
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PROBLEMS

P19.1. Calculation of Lifetimes: Use the data in Figure 19.13
to calculate the lifetimes of the porphyrin probe at 0
and 20.55% oxygen. The light modulation frequency is
3907 Hz.

P19.2. Oxygen Diffusion in a Polymer: Long-lived phospho-
rescent species can be used as oxygen sensors. Figures
19.79 and 19.80 show emission spectra and intensity
decays of camphorquinone in poly(vinyl chloride) and
poly(methyl)methacrylate (PMMA). Use the data in
these figures to calculate the oxygen bimolecular
quenching constant of camphorquinone. Compare this
value with that expected for a fluorophore in water,
which is near 1 x 1010 M–1 s–1. Also calculate the diffu-
sion coefficient of oxygen in poly(methyl methacry-
late). How does this compare with the value in water,
2.5 x 10–5 cm2/s? Assume that the solubility of oxygen
in poly(methyl methacrylate) is the same as in water,
0.001275 M/atm.

P19.3. Lifetimes and Oxygen Quenching: In Section 19.4.2,
we stated that a short-lifetime probe can serve as an
intensity reference in an oxygen sensor. Assume that
the lifetime of the [Ru(Ph2phen)3]2+ oxygen sensor is 5

µs and that the lifetime of the reference fluorophore is
5 ns. Using Figure 19.9 describe the relative extents of
quenching for each probe?

P19.4. Mechanism of Sensing: Figures 19.81 and 19.82 show
data for a CO2 sensor based on RET. Explain the
changes in phase angle in response to CO2. What are
the apparent lifetimes of SR101 at 0% and 2% CO2.

P19.5. Fluorescence Polarization Immunoassays and Effects
of Resonance Energy Transfer: Suppose that you are
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Figure 19.79. Normalized excitation and emission spectra of cam-
phorquinone in poly(vinyl chloride) (PVC) illustrating the effect of
oxygen concentration on phosphorescence intensity. Revised and
reprinted from [308]. Copyright © 1994 with permission from
Elsevier Science.

Figure 19.80. Phosphorescence lifetime measurements for cam-
phorquinone in poly(methyl methacrylate) (PMMA), illustrating the
influence of oxygen concentration on the triplet decay. The polymer-
ic supports are different in Figures 19.79 and 19.80. Revised and
reprinted from [308]. Copyright © 1994 with permission from
Elsevier Science.

Figure 19.81. Spectral characteristics of the donor and acceptor
employed in an RET pCO2 sensor. The solid curves show the absorp-
tion spectra of the Thymol Blue (TB) acceptor at different pH values
(labeled on the curves), demonstrating overlap with the emission spec-
trum of the SR101 donor (dashed). SR101 and TB are present in a
polymer matrix, which is weakly buffered and allows penetration of
CO2. From [65].



performing a fluorescence polarization immunoassay
for a small peptide with a rotational correlation time
(Θ) of 1 ns, and that the peptide (P) is labeled with flu-
orescein (Fl) for which, τ = 4 ns and r0 = 0.40.

A. What is the range of anisotropy values possible?
Assume the antibody (Ab) to the peptide has a
rotational correlation time of 100 ns.

B. Assume that your starting assay contains Fl-P
bound to Ab, and that upon mixing with the sam-
ple 10% of the Fl-P is displaced. What is the
anisotropy?

C. Now assume that the antibody is labeled with rho-
damine (Rh) so that Fl-P is 90% quenched by
RET. What is the anisotropy when 10% of the Fl-
P is displaced?
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Figure 19.82. Response of an RET pCO2 sensor employing
SR 101 as donor and TB as acceptor to changes in the per-
centage of CO2 between 0 and 2%. The phase-angle meas-
urements were made at a light modulation frequency of
138.14 MHz. From [65].



In the previous chapters we discussed small organic fluo-
rophores typified by the Dansyl, fluorescein, rhodamine,
and cyanine dyes. Numerous probes of this type have been
characterized and are commercially available. The majority
of these probes have extinction coefficients ranging from
10,000 to 100,000 M–1 cm–1 and decay times ranging from
1 to 10 ns. Some of these probes are photostable, but all the
organic fluorophores display some photobleaching, espe-
cially in fluorescence microscopy with high illumination
intensities. We now describe different types of lumino-
phores that are mostly inorganic or display unusually long
lifetimes. These classes of probes are semiconductor
nanoparticles, lanthanides, and transition metal–ligand
complexes (MLCs). We occasionally use the term lumino-
phore, especially with the MLCs, because it is not clear if
the emission occurs from a singlet or triplet state, but we
will mostly use the term fluorescent to describe the emis-
sion from any of these species.

20.1. SEMICONDUCTOR NANOPARTICLES

Starting in 19981 there has been rapid development of fluo-
rescent semiconductors nanoparticles. The main component
of these particles is usually cadmium selenide (CdSe), but
other semiconductors are also used. Particles of CdS, CdSe,
InP, and InAs with diameters ranging from 3 to 6 nm can
display intense fluorescence. Perhaps the best way to intro-
duce the semiconductor nanoparticles (NPs) or quantum
dots (QDots) is by their visual appearance. Figure 20.1
shows a color photograph of suspensions of NPs with dif-
ferent sizes.2 These are core–shell NPs where the core is
CdSe and the shell is ZnS. Another photograph of NPs with
different sizes can be found in Figure 21.47. A wide range
of emission wavelengths is available by changing the size or
chemical composition of the NPs (Figure 20.2). The range
of emission wavelengths has been extended to 4 µm using

PbSe particles.3 PbSe QDots with emission wavelengths
near 2 µm display quantum yields as high as 25%.

Studies of luminescent NPs first appeared in the early
1980s.4–7 At that time the quantum yields were low. The
NPs were chemically and photochemically unstable and
had a heterogeneous size distribution. Since that time there
have been many advances in synthesis of homogeneous and
stable NPs.8–11 The chemical and optical properties of NPs
have been described in many reviews.12–16 Figure 20.3
shows a schematic of a typical QDot. Chemical and photo-
chemical stability are improved by coating the CdSe core
with a material that has a higher bandgap. The bandgap of
a semiconductor is the energy of the longest-wavelength
absorption. ZnS has a higher bandgap than CdSe, which
means the long-wavelength absorption of ZnS is at a short-
er wavelength than CdSe.

The optical properties of NPs are similar to a quantum
mechanical particle in a box. Absorption of light results in
creation of an electron–hole pair. Recombination of the pair
can result in emission. The energy of the excited state
decreases as the particle size increases. The energy of the
excited state also depends on the material. The use of a
higher bandgap shell confines the excited state to the center
of the particle. This prevents interactions with the surface
that decrease the quantum yield and chemical stability. In
order to use the NPs in biological systems they need to be
water soluble, which is accomplished with a polymer or sil-
ica layer. This layer is then used to attach proteins or nucle-
ic acids.

Several different methods are used to make the NPs
biocompatible and to introduce binding specificity.17–20 The
surfaces can be coated with sulfhydryl groups using mole-
cules like mercaptoacetic acid or dihydrolipoic acid, fol-
lowed by crosslinking to amino groups on the biomolecules
(Figure 20.4). NPs have also been coated with silica, for
which the surface chemistry is well known. Biomolecules
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can also be bound to the surface by hydrophobic or electro-
static interactions. Using these procedures NPs have been
coated with avidin and antibodies. Avidin, which is posi-
tively charged, binds spontaneously to negatively charged
QDots.18 When using NPs as probes it is useful to visualize
their size.21 NPs are comparable in size to modest size pro-
teins (Figure 20.5), larger than GFP and smaller than IgG.
NPs are much larger than standard fluorophores.

20.1.1. Spectral Properties of QDots

QDots display several favorable spectral features. The
emission spectra of homogeneously sized QDots are about

twofold more narrow than typical fluorophores.22 This fea-
ture can be seen by comparing the emission spectra of cya-
nine dyes with QDots (Figure 20.6). Additionally, the
QDots do not display the long-wavelength tail common to
all fluorophores. These tails interfere with the use of multi-
ple fluorophores for imaging or multi-analyte measure-
ments. The emission spectra of the QDots are roughly sym-
metrical on the wavelength scale and do not display such
tails. For this reason the QDots are being used for optical
bar codes for multiplexed assays.23–24 This approach is
shown in Figure 20.4 (lower right), which shows a polymer
bead containing QDots with different emission wave-
lengths. See also Section 21.6.

An important spectral property of the QDots is their
absorption at all wavelengths shorter than the onset of the
absorption.22 Many of the commonly used organic fluo-
rophores display strong long-wavelength absorption, but
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Figure 20.1. Color photographs of cadmium selenide nanoparticles
illuminated with a long-wave UV lamp. Revised from [2].

Figure 20.2. Emission spectra of semiconductor nanoparticles. The
approximate diameters are labeled on the figure. These are core–shell
particles. For CdSe the shell is ZnS or CdS. Revised from [1].

Figure 20.3. Schematic of a core–shell NPs with a biologically com-
patible surface.

Figure 20.4. Methods used to attach biomolecules to NPs. Revised
from [20].



much less absorption at shorter wavelengths. For example,
Cy3 and Cy5 are essentially non-absorbing at 400 nm (Fig-
ure 20.6). In contrast, the QDots absorb at these shorter
wavelengths. This spectral property allows excitation of a
range of NP sizes using a single light source, which is need-
ed for practical multiplex assays. The wide absorption spec-
tra also allow excitation with a spectrally wide light source.

The QDots also have large extinction coefficients (ε)
that on a molar basis can be up to tenfold larger than rho-
damine.25–26 Small QDots have ε values similar to that of
R6G, near 200,000 M–1 cm–1. Larger QDots can have ε val-
ues as large as 2 x 106 M–1 cm–1. And, finally, QDots can be
highly photostable (below), making them useful probes for
fluorescence microscopy.

20.1.2. Labeling Cells With QDots

Quantum dots are relatively large, and cadmium is toxic, so
it was not known if they would be useful for cell labeling.
QDots can be cytotoxic under some conditions,27–28 but it
seems that the core–shell particles are nontoxic. Quantum
dots covered with mixtures of n-poly(ethylene glyco)phos-
phatidylethanolamine (PEG-PE) and phosphatidylcholine
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Figure 20.5. Relative sizes of luminescent probes and some biomole-
cules. Revised from [21].

Figure 20.6. Absorption and emission spectra of Cy3- and Cy5-labeled oligomers and QDots with bound oligomers. Reprinted with permission from
[22]. Copyright © 2003, American Chemical Society.



(PC) were injected into Xenopus embryos, with no effect on
their development.29

QDots can be used for specific labeling of fixed and
live cells.30–31 Her2 is a cancer marker that is overexpressed
on the surface of some breast cancer cells. Fixed cells were
incubated with monoclonal antibodies against the external
domain of Her2. QDots emitting at 535 nm or 630 nm were
conjugated to anti-IgG antibodies. These protein-coated
antibodies bound specifically to the Her2 markers (Figure
20.7).

An important property of the QDots is their photosta-
bility. Figure 20.8 shows cells labeled with both QDots and
the photostable fluorophore Alexa 488. In the top row of
images the QDots were localized in the nucleus. In the bot-
tom row of images the QDots were bound to the micro-
tubules in the cytoplasm. These images show that the signal
from Alexa 488 is quickly bleached but the QDots remain
fluorescent. These results also show that it is possible to
label internal cellular structures with QDots and that the
intracellular QDots can be highly photostable.

20.1.3. QDots and Resonance Energy Transfer

QDots appear to behave like any other fluorophore with
regard to energy transfer. RET occurs between QDots.32–39

The schematic in Figure 20.9 shows a system used to test
for RET from a CdSe QDot to a rhodamine acceptor. The
QDot surface was coated with biotinylated BSA. Addition
of streptavidin labeled with tetramethylrhodamine (SAv-
TMR) resulted in quenching of the QDot emission.
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Figure 20.7. Labeling of the Her2 marker on breast cancer cells using
QDots emitting at 535 (left) or 630 nm (right). From [30].

Figure 20.8. Photostability comparison between QDots and Alexa
488. Top row: the nuclear antigens were labeled with 630-nm QDots
and the microtubules with Alexa 488. Second row: the microtubules
were labeled with 630-nm QDots and the nuclear antigens with Alexa
488. The graph shows the intensities with continuous illumination.
From [30].

Figure 20.9. RET from CdSe QDots to tetramethylrhodamine. The
QDot donor intensity decreased (top to bottom at 540 nm) as the con-
centration of TRM-streptavidin increased. Reprinted with permission
from [39]. Copyright © 2001, American Chemical Society.



20.2. LANTHANIDES

The lanthanides europium (Eu3+) and terbium (Tb3+) are
unique fluorescent probes. In contrast to all fluorophores
described so far these lanthanides display line spectra from
the individual atoms. The emission lifetimes of Eu3+ and
Tb3+ are on the millisecond timescale and arise from transi-
tions between the f orbitals. The emission rates are low
because the transitions are formally forbidden. The inner
shell f orbital electrons are shielded from the environment,
so that lanthanides do not display polarity-dependent spec-
tral shifts and are not quenched by oxygen.

The use of lanthanides in biochemistry originated with
their use as a luminescent substitute for calcium.40–42 Fluo-
rescent probes are usually sensitive to the surrounding envi-
ronment. The lanthanides can be sensitive to their environ-
ment, but in ways different from typical fluorophores. The
decay times of the lanthanides depend on the number of
coordinated water molecules.43–45 The number of bound
water molecules (n) is given by

(20.1)

where the lifetimes are measured in H2O and D2O. The val-
ues of q are 1.05 and 4.2 for Eu3+ and Tb3+, respectively.
The lanthanides can bind to proteins in place of calcium and
the lifetimes can be used to determine the hydration of the
protein-bound ions. The lanthanide decay times can also be
affected by RET. Since the lanthanides have low extinction
coefficients they are not useful as acceptors. However, the
lanthanides can have high quantum yields and can serve as
donors. At present most applications of the lanthanides are
based on their use as RET donors.

Because of their low extinction coefficients the lan-
thanides are not usually excited directly. The ions are at
first bound to chelators that contain a fluorophore (Figure
20.10). The energy from the fluorophore can be efficiently
transferred to the lanthanide. The energy of the excited flu-
orophore must be adequate to excite the lanthanide. The
chelators serve two other purposes. The chelator increases
the quantum yield of the lanthanide by displacing the bound
water molecules that act as quenchers. The chelator also
provides a means to bind the lanthanide to a biomolecule
using standard coupling chemistry. A large number of
chelators have been described.46–48 The more recent papers
often describe chelators that are conjugatable or otherwise
designed for biological applications.49–54 However, many of

these chelators are not commercially available. The need to
synthesize suitable chelators appears to limit the use of lan-
thanides in biochemical research.

Figure 20.11 shows the emission spectra and intensity
decays of Tb3+ and Eu3+ when complexed with DTPA-
cs124. These emission spectra show no component from the
carbostyril 124, which is part of the chelator. These spectra
were recorded using a light chopper with a 145-µs delay to
suppress the prompt fluorescence from carbostyril 124. It is
possible to use such long time delays because of the 0.61-
and 1.54-ms lifetimes of the Eu3+ and Tb3+ chelates, respec-
tively. If the spectra were recorded without time-delayed

n � q ( 1

τH2O
 �  

1

τD2O
)
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Figure 20.10. Conjugatable chelators for lanthanides. Reprinted with
permission from [46]. Copyright © 1999. With kind permission of
Springer Science and Business Media.

Figure 20.11. Emission spectra and intensity decays of Tb3+ and Eu3+

complexed with DTPA-cs124. Emission from Tb3+ in 5D4 → 7Fj and
from Eu3+ in 5D0 → 7Fj. Reprinted with permission from [46].
Copyright © 1999. With kind permission of Springer Science and
Business Media.



detection there would probably be a large contribution from
carbostyril 124, which would be due to DTPA-cs124 with-
out bound lanthanide.

20.2.1. RET with Lanthanide

Lanthanides have a number of favorable properties as RET
donors.46,55–57 The value of R0 are typically 50–70 Å for
transfer from chelated lanthanides. The Förster distances
can be as large as 90 Å for transfer to allophycocyanine.
The quantum yields of lanthanide chelates depend on the
concentration of water, so that the quantum yield and the
value of R0 can be adjusted to some degree using the
H2O/D2O mixture. The emission from lanthanides is unpo-
larized so there is less concern with κ2, which must be
between 1/3 and 4/3 for the most extreme cases. This range
of κ2 values can result in a maximum error in the distance
of only 12%. The long decay times make it possible to
measure the decays with high precision and with suppres-
sion of background. And, finally, use of the long-lived
acceptor emission allows selective observation of only the
D–A pairs without observing free donor or free acceptor.

Figure 20.12 shows an example of RET from a chelat-
ed lanthanide to a Cy5 acceptor. The donor and acceptor are
linked to opposite ends of a DNA oligomer.55–56 The emis-
sion spectrum for the D–A pair shows the expected europi-
um emission spectrum and emission from Cy5 centered
near 668 nm (Figure 20.13). This component was not due to
directly excited Cy5 because the emission spectra were col-
lected with a time delay of 90 µs and the decay time of
directly excited Cy5 is close to 1 ns. The intensity decay of
the donor alone is a single exponential. The donor decay in

the D–A pair shows two decay times: 0.22 and 2.40 ms. The
2.40-ms component is the same decay time as the donor
alone and the component is due to donor strands of DNA
that are not hybridized with acceptor strands.

A valuable property of lanthanide donor–acceptor pairs
is the ability to selectively observe the pairs in the presence
of unpaired donors and acceptors. The rapidly decaying
component in Figure 20.13 is for the sensitized acceptor
emission measured at 668 nm. This acceptor emission is
due to energy transfer from the donor, and it decays with the
same rate as the donor. Hence the decay time of this com-
ponent (0.22 ms) represents the decay time of the donor in
D–A pairs. Selective observation of this component is pos-
sible because of the structured emission of the donor that
does not emit at the maximum of the acceptor emission.
The 59-µs component in the sensitized acceptor emission is
due to an artifact in the detector.

There are several aspects of RET with lanthanide do-
nors that are worthy of mention. RET occurs due to dipolar
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Figure 20.12. Lanthanide–cyanine donor–acceptor pair linked by a
DNA oligomer. Revised and reprinted with permission from [57].
Copyright © 1994, American Chemical Society.

Figure 20.13. Emission spectra and intensity decays of the
donor–acceptor pair shown in Figure 20.12. The emission spectra
were collected with a time delay of 90 µs. The intensity decays were
measured for the donor at 617 nm and for the sensitized acceptor
emission at 668 nm. Reprinted with permission from [46]. Copyright
© 1999. With kind permission of Springer Science and Business
Media.



interactions. The two shorter wavelengths transitions
around 590–600 nm for europium are thought to be magnet-
ic dipoles and are not included in calculation of the overlap
integrals. The intensity decay of the sensitized acceptor, and
thus also that of the donor, are single exponentials. This is
somewhat surprising because the flexibility of the linkers
(Figure 20.12) is expected to result in a distribution of
donor-to-acceptor distances. Any effect of a distance distri-
bution is probably eliminated due to diffusive motions dur-
ing the donor lifetime (Sections 15.5 and 15.6). It is also
interesting to notice that RET from a lanthanide donor
occurs on a millisecond timescale, whereas RET from a
nanosecond donor occurs on a nanosecond timescale. This
dependence on the decay time of the donor is because the
transfer rate is proportional to the radiative decay rate of the
donor (Section 13.2).

In Section 3.9.1 we described the use of lanthanides
with gated detection for high-sensitivity assays. The detec-
tor is gated on after the prompt autofluorescence has
decayed. With gated detection the goal is not to measure
distances but rather to obtain the highest possible sensitivi-
ty. Figure 20.14 shows examples of DNA hybridization
assays and immunoassays using lanthanides and RET.58–59

In both cases the signal levels are increased by the use of
multiple-lanthanide donors. The immunoassay uses allo-
phycocyanine as the acceptor, which results in large Förster

distances due to the high extinction coefficients of the phy-
cobiliproteins. The DNA hybridization assay uses Cy3 as
the acceptor.

RET with lanthanides can also be used for structural
studies of proteins.60 One example is tropomyosin that was
labeled with a terbium donor and a TMR acceptor on cys-
teine residues at positions 56 and 100, respectively (Figure
20.15). The shortest component of 0.03 ms is due to a ring-
ing artifact in the gated detector. The decrease in lifetime
from 1.37 to 0.61 ms indicates a transfer efficiency of 56%.
Based on the Förster distance of R0 = 57 Å, this efficiency
indicates a distance of 55 Å. This distance is shorter than
the value of 65 Å obtained from the x-ray structure. The
smaller recovered distance is probably due to flexing of
tropomyosin during the millisecond donor lifetime.

20.2.2. Lanthanide Sensors

Because of the shielded f orbitals the lanthanides are rather
insensitive to their local environment. This makes it diffi-
cult to develop analyte-sensitive probes like those available
for calcium and other ions (Chapter 19). However, lan-
thanide-based sensors have been developed using different
principles. Lanthanide-based sensors can depend on
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Figure 20.14. Schematic of an immunoassay and a DNA assay using
RET with a lanthanide donor. APC, allophycocyanine; B, biotin; SA,
streptavidin. The chelators are not shown. Revised from [58–59].

Figure 20.15. Intensity decays of tropomyosin labeled with a Tb3+

donor, or with both the donor and a TMR acceptor. The chelator was
a sulfhydryl-reactive version of DPTA-cs124. Revised and reprinted
with permission from [60]. Copyright © 2004, American Chemical
Society.



changes in hydration or changes in RET from the chela-
tor.61–67 The lanthanide chelate shown in Figure 20.16 dis-
plays an increased intensity at higher pH values. This
increase in intensity is due to removal of a bound water
molecule that is displaced by the sulfonamide at high pH.
Figure 20.17 shows excitation spectra of a cyclodextran ter-
bium complex with increasing concentrations of naphtha-
lene. The increased emission intensity of terbium at 544 nm
is due to energy transfer from naphthalene as it binds in the
cyclodextran cavity.

20.2.3. Lanthanide Nanoparticles

The long lifetime and large Stokes shift of the lanthanides
make them useful in high-sensitivity assays. The sensitivity

can be increased using nanoparticles that contain a large
number of lanthanide chelates.68–71 These nanoparticles are
just becoming available, and the compositions are likely to
evolve. Some of the particles are polystyrene and contain
the lanthanide and a hydrophobic chelator. Other prepara-
tions are based on silica-coated particles of the chelated lan-
thanide (Figure 20.18). In both cases the surfaces are
derivatized to contain reactive groups for binding to bio-
molecules.

20.2.4. Near-Infrared Emitting Lanthanides

Red-emitting or near-infrared (NIR) emitting fluorophores
can be useful for high-sensitivity detection because of the
decreased autofluorescence at longer wavelengths. NIR-
emitting lanthanides are also known. Erbium (Er),
neodymium (Nd), and ytterbium (Yb) emit at wavelengths
ranging from 900 to 1500 nm (Figure 20.19).72–74 Because
of their longer-wavelength absorption spectra these lantha-
nides can be sensitized by longer-wavelength fluorophores
like fluorescein and eosin,73 and even by an NIR fluo-
rophore absorbing at 980 nm.75 The spectra shown in Fig-
ure 20.19 were recorded with excitation at 488 nm, where
these fluorophores absorb. At present, the quantum yield of
the NIR lanthanides are low. However, there are ongoing
efforts to synthesize chelators that result in higher quantum
yields from the NIR lanthanides.76–77 The NIR lanthanides
are beginning to find a use in immunoassays.78
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Figure 20.16. Lanthanide-based pH sensor. From [66].

Figure 20.17. Excitation spectra of a cyclodextran terbium complex
with increasing concentrations of naphthalene. Excitation at 275 nm
and emission at 544 nm. Revised and reprinted with permission from
[67]. Copyright © 1996, American Chemical Society.

Figure 20.18. Lanthanide-containing nanoparticles. The particles are
about 42 nm in diameter. Revised and reprinted with permission from
[71]. Copyright © 2004, American Chemical Society.



20.2.5. Lanthanides and Fingerprint Detection

Detection and imaging of fingerprints is often performed in
a crime-scene investigation (CSI). Fingerprints are often
detected with colorimetric or fluorogenic reagents that react
with amino groups.79–80 Lanthanides can also be used for
visualization of fingerprints.81–83 Detection is based on the
quenching of lanthanides by water. Fingerprints are often
treated with cyanoacrylate, which reacts with molecules in
the prints. These treated prints can be sprayed by a lan-
thanide chelate that has several bound water molecules. The
chelator is usually hydrophobic. The chelator with its bound

lanthanide partitions into the polymer and/or fingerprints.
When this occurs the water is left behind and the lan-
thanides become more brightly fluorescent. The large
Stokes shift and narrow emission spectra of the lanthanides
allows for effective use of filters to remove the incident
light and unwanted background fluorescence.

20.3. LONG-LIFETIME METAL–LIGAND 
COMPLEXES

Organic fluorophores have decay times ranging from 1 to
20 ns and lanthanides have millisecond decay times. These
timescales are useful for many biophysical measurements,
but there are numerous instances where intermediate decay
times are desirable. For instance, one may wish to measure
rotational motions of large proteins or membrane-bound
proteins. In such cases the overall rotational correlation
times can be near 200 ns, and can exceed 1 µs for larger
macromolecular assemblies. Rotational motions on this
timescale are not measurable using fluorophores that dis-
play ns lifetimes. Processes on the µs or even the ms
timescale have occasionally been measured using phospho-
rescence.84–86 However, relatively few probes display useful
phosphorescence in room temperature aqueous solutions.
Also, it is usually necessary to perform phosphorescence
measurements in the complete absence of oxygen. The lan-
thanides are not quenched by oxygen, but their emission is
not polarized so they are not useful for measurements of
rotational diffusion. Also, the millisecond lanthanide life-
times are too long for measurements of many dynamic
processes. Hence, there is a clear need for probes that dis-
play microsecond lifetimes. In this section we describe a
family of metal–ligand probes that display decay times
ranging from 100 ns to 10 µs. The long lifetimes of the
metal–ligand probes allow the use of gated detection, which
can be used to suppress interfering autofluorescence from
biological samples and thus provide increased sensitivity.87

And, finally, the metal–ligand probes display high chemical
and photochemical stability and are reasonably soluble in
water. Because of these favorable properties, metal–ligand
probes can have numerous applications in biophysical
chemistry, clinical chemistry, and DNA diagnostics.

20.3.1. Introduction to Metal–Ligand Probes

The term metal–ligand complex (MLC) refers to transition
metal complexes containing one or more diimine ligands.
This class of probes is typified by [Ru(bpy)3]2+, where bpy
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Figure 20.19. Emission spectra of NIR-emitting lanthanide chelators.
Excitation at 488 nm. Revised from [72].



is 2,2'-bipyridine (Figure 20.20). This class of compounds
was originally developed for use in solar energy conversion
and has become widely used as model compounds to study
excited-state charge transfer. Upon absorption of light
[Ru(bpy)3]2+ becomes a metal-to-ligand charge-transfer
species, in which one of the bpy ligands is reduced and
ruthenium is oxidized:

(20.2)

where RuIII is a strong oxidant and bpy– a strong reductant.
It was hoped that this charge separation could be used to
split water to hydrogen and oxygen. A wide variety of lumi-
nescent MLCs are now known, some of which are strongly
luminescent and some of which display little or no emis-
sion. The metals are typically rhenium (Re), ruthenium
(Ru), osmium (Os), or iridium (Ir). A number of extensive
reviews of their spectral properties is available.88–96

Prior to discussing the spectral properties of the MLCs,
it is useful to have an understanding of their unique elec-
tronic states (Figure 20.21). The π orbitals are associated
with the organic ligands and the d orbitals are associated
with the metal. All the transition metal complexes we will
discuss have six d electrons. The presence of ligands splits
the d-orbital energy levels into three lower (t) and two high-
er (e) orbitals. The extent of splitting is determined by the
crystal field strength ∆. The three lower energy d orbitals
are filled by the six d electrons. Transitions between the
orbitals (t ⊗ e) are formally forbidden. Hence, even if d–d
absorption occurs the radiative rate is low and the emission
is quenched. Additionally, electrons in the e orbitals are
antibonding with respect to the metal–ligand bonds, so
excited d–d states are usually unstable.

The appropriate combination of metal and ligand
results in a new transition involving charge transfer between
the metal and ligands (Figure 20.22). For the complexes
described in this chapter the electrons are promoted from
the metal to the ligand, the so-called metal-to-ligand charge

RuII(bpy ) 2�
3  →

hv
 RuIII

 (bpy ) 2 (bpy�) 2�
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Figure 20.20. Chemical structure of [Ru(bpy)3]2+ and of [Ru(bpy)2-

(dcbpy)]2+. The latter compound is conjugatable and displays strong-
ly polarized emission.

Figure 20.21. Orbital and electronic states of metal–ligand complex-
es. The d orbitals are associated with the metal, and are split by ener-
gy ∆ due to the crystal field created by the ligands. The π orbitals are
associated with the ligand. Reprinted with permission from [97].
Copyright © 1994. With kind permission of Springer Science and
Business Media.

Figure 20.22. Metal-to-ligand charge transfer (MLCT) transition in
[Ru(bpy)3]2+. From [98].



transfer (MLCT) transition. The MLCT transition is the ori-
gin of the absorbance of the ruthenium MLCs near 450 nm.
Emission from these states is formally phosphorescence.
However, these states are shorter lived (microseconds) than
normal phosphorescent states, and thus can emit prior to
quenching. The luminescence of MLCs is thought to be
short lived due to spin–orbit coupling with the heavy metal
atom, which increases the allowedness of the normally for-
bidden transition to the ground state.

A Jablonski diagram for the metal–ligand complexes is
shown in Figure 20.23. Following absorption the complex
undergoes intersystem crossing to the triplet MLCT state.
This occurs rapidly:99–102 in less than 300 fs and with high
efficiency. Once in the MLCT state the excited-state com-
plex decays by the usual radiative (Γ) and non-radiative
(knr) decay pathways. In general the values of knr are larger

than Γ, and the decay times are determined mostly by the
non-radiative decay rates.

For an MLC to be luminescent several criteria must be
satisfied. The crystal field must be strong enough to raise
the d–d state above the MLCT state. Hence, iron MLCs
[Fe(L-L)3]2+ are non-luminescent due to the low lying d–d
state (Figure 20.24). In contrast [Ru(L–L)3]2+ is lumines-
cent because the d–d states are above the MLCT state and
do not serve as a major route of radiationless decay. [Os(L-
L)3]2+ has still higher d–d energies. Since the d–d levels are
not accessible, osmium complexes are highly photostable.
However, osmium MLCs are usually weakly luminescent.
This is a result of the energy gap law. As the energy of the
excited state becomes closer to the ground state, the rate of
radiationless decay increases due to the energy gap law.
Smaller energy gaps result in more rapid radiationless
decay (Section 20.3.4). Osmium MLCs typically have long-
wavelength emission, a low-energy MLCT state, and a
rapid rate of radiationless decay.

The relative levels of MLCT and d–d states determine
the sensitivity of the MLC decay times to temperature. If
the d–d levels are close to the MLCT level, then the d–d
states are thermally accessible. In such cases increasing
temperature results in decreased lifetimes due to thermal
population of the d–d states, followed by rapid radiationless
decay. Osmium complexes with thermally inaccessible d–d
levels are less sensitive to temperature.103–104

20.3.2. Anisotropy Properties of 
Metal–Ligand Complexes

The interest in MLCs as biophysical probes was stimulated
by the observation that some MLCs display strongly polar-
ized emission. The structure of [Ru(bpy)3]2+ is highly sym-
metrical with three identical ligands. Hence, one does not
expect the excited state to be localized on any particular lig-
and, and the emission is expected to display low or zero
anisotropy. However, it was found that Ru MLCs that con-
tained nonidentical diimine ligands displayed high
anisotropy. The first such compound studied105 was the
dicarboxy derivative [Ru(bpy)2(dcbpy)]2+, where dcpby is
4,4'-dicarboxy-2,2'-bipyridyl (Figure 20.20, right). The
excitation anisotropy spectrum of this MLC is shown in
Figure 20.25, along with that of several similar RuMLCs.
The dicarboxy ligand was conjugated to human serum albu-
min (HSA) via the carboxyl groups. Higher fundamental
anisotropies (r0) were observed for the dicarboxy derivative
than for [Ru(bpy)3]2+. Also, usefully high anisotropies were
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Figure 20.23. Jablonski diagram for a metal–ligand complex
[Ru(bpy)3]2+. The decay time is near 400 ns.

Figure 20.24. Lowest energy triplet states for metal–ligand complex-
es with increasing crystal field strength. Revised and reprinted with
permission from [103]. Copyright © 1991, American Chemical
Society.



observed for a number of MLCs (Figure 20.26). A variety
of bioconjugatable MLCs have now been described,106–112

including a biotin-containing MLC.113 MLC-labeled
nucleotides have also been reported.114–118

The potential of the MLCs as biophysical probes is
illustrated by the range of decay times and quantum yields
available with this diverse class of compounds. The chemi-

cal structures of useful rhenium (Re), ruthenium (Ru), and
osmium (Os) complexes are shown in Figure 20.27. When
conjugated to HSA in oxygenated aqueous solution at room
temperature, the rhenium MLC display lifetimes as long as
2.7 µs, and up to 4 µs in the absence of oxygen.119 The
osmium complex displays a much shorter lifetime and
lower quantum yield,120 but can be excited at 680 nm. The
possibility of long-wavelength excitation and long decay
times shows that the MLCs have significant potential as
biophysical probes.121–123

20.3.3. Spectral Properties of MLC Probes

The metal–ligand complexes have favorable absorption and
emission spectra. Absorption and emission spectra of three
conjugatable MLCs are shown in Figure 20.28. The long-
wavelength absorption of the Ru MLCs is not due to
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Figure 20.25. Excitation anisotropy spectra of [Ru(dcbpy)(bpy)2]2+,
[Ru(mcbpy)(bpy)2]2+ and [Ru(phen-ITC)-(bpy)2]2+, conjugated to
HSA. [Ru(bpy)2L]-HSA in 6:4 (V/V) glycerol/water, T = –55°C. Also
shown is the anisotropy spectrum of [Ru(bpy)3]2+ in 9:1 (V/V) glyc-
erol/water, –55°C (dashed).

Figure 20.26. Conjugatable metal–ligand complexes.

Figure 20.27. Chemical structures of ruthenium (II), osmium (II), and
rhenium (I) metal–ligand complexes. The decay times and quantum
yields are for these compounds covalently linked to human serum
albumin. The decays are multi-exponential.



absorption of the metal alone or the ligand alone. Localized
absorption by the ligand, referred to as ligand centered (LC)
absorption, occurs at shorter wavelengths near 300 nm.
Absorption by the d–d transitions of the metal is forbidden
and the extinction coefficients are very low (1 to 200 M–1

cm–1). The broad absorption band at 450 nm is due to the
metal-to-ligand charge transfer (MLCT) transition (eq.
20.2). The MLCT transitions display extinction coefficients
of 10,000 to 30,000 M–1 cm–1. These values are not as large
as fluorescein or cyanine dyes, but these extinction coeffi-
cients are comparable to those found for many fluo-
rophores, and are adequate for some applications.

The emission of the metal–ligand complexes is also
dominated by the MLCT transition, which is centered near
650 nm (Figure 20.28) for the Ru(II) complexes. The MLCs
behave like a single chromophoric unit. In contrast to the
lanthanides, the absorption and emission are not due to the
atom, but rather to the entire complex. Also, the metal–lig-
and bonds are covalent bonds, and the ligands and metal do
not dissociate under any conditions that are remotely phys-
iological.

Examination of Figure 20.28 reveals another favorable
spectral property of the MLCs, namely a large Stokes shift,

which makes it relatively easy to separate the excitation and
emission. This large shift results in minimal probe–probe
interaction. In contrast to fluorescein, which has a small
Stokes shift, the MLCs do not appear to self-quench when
multiple MLCs are attached to a protein molecule. Addi-
tionally, the MLCs do not appear to be prone to self-associ-
ation.

For the ruthenium complexes, comparison of Figures
20.25 and 20.28 reveals that the MLCs with the longest
emission wavelengths display the highest anisotropy. This
behavior seems to correlate with the electron-withdrawing
properties of the ligand, which are highest for dcbpy and
lowest for phenanthroline isothiocyanate. In general it
seems that having one ligand to preferentially accept the
electron in the MLC transition results in high fundamental
anisotropies. This suggests that MLCs with a single chro-
mophoric ligand will have high anisotropies, which has
been observed for Re(I) complexes.119

20.3.4. The Energy Gap Law

One factor that affects the decay times of the metal–ligand
complexes is the energy gap law. This law states that the
non-radiative decay rate of a metal–ligand complex increas-
es exponentially as the energy gap or emission energy
decreases.124–130 One example of the energy gap law is
shown in Table 20.1 for Re(I) complexes. The structure of
these complexes is similar to the lowest structure in Figure
20.27, except that the chromophoric ligand is bpy. In this
complex the emission maximum is sensitive to the structure
of the non-chromophoric ligand. The radiative decay rates
(Γ) are relatively independent of the ligand but the non-
radiative decay rate (knr) is strongly dependent on the ligand
and emission maximum. The dependence of knr on emission
energy for a larger number of Re(I) complexes is shown in
Figure 20.29. The value of knr increases as the emission
energy decreases. Because knr is much larger than Γ, the
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Figure 20.28. Absorption and emission spectra of [Ru(bpy)2-

(dcbpy)]2+, [Ru(bpy)2(mcbpy)]+, and [Ru(bpy)2 phen-ITC]2+ conjugat-
ed to HSA. Excitation wavelength 460 nm, at 20°C. Structures are
shown in Figures 20.26 and 20.27. Revised from [110]. Copyright ©
1996, with permission from Elsevier Science.

Table 20.1. Spectral properties of the Rhenium
MLC fac-Re(bpy)(CO)3La

L            λem (nm) Q τ (ns) Γ (s–1)             knr (s–1)

Cl– 622 0.005 51 9.79 x 104 1.95 x 107

4-NH2 Py 597 0.052 129 4.06 x 105 7.34 x 106

Py 558 0.16 669 2.36 x 105 1.26 x 106

CH3 CN 536 0.41 1201 3.43 x 105 4.90 x 105

aData from [124].



decay times of these complexes are determined mostly by
the value of knr.

Another example of the energy gap law is shown in
Figure 20.30 and Table 20.2 for osmium complexes. In this
case the shortest-wavelength (highest energy) emission was
found for the osmium complex with two phosphine
(dppene) ligands. When the dppene ligands are replaced
with phenanthroline ligands (phen) the emission maximum
occurs at longer wavelengths. When this occurs the quan-
tum yield (Q) and lifetime decreases in agreement with the

energy gap law. These decreases are due to an increase in
the non-radiative decay rate. The energy gap law is useful
in understanding how the quantum yield and lifetime are
related to the emission maxima, but it cannot be used to
compare different types of complexes. The energy gap law
works well within one homologous series of complexes, but
is less useful when comparing different types of complexes.

20.3.5. Biophysical Applications of 
Metal–Ligand Probes

The MLCs can be used as biophysical probes. We present
three representative applications: studies of DNA dynam-
ics, measurement of domain–to-domain motions in pro-
teins, and examples of metal-ligand lipid probes.

DNA Dynamics with Metal–Ligand Probes: Some
metal–ligand complexes bind spontaneously to DNA. The
strength of binding depends on the ligands and stereochem-
istry of the complexes. The MLCs have been used to probe
DNA,131–138 and some MLCs are quenched by nearby gua-
nine residues.139–141 One application is to study DNA
dynamics using the polarized emission.142–145 A spherical
molecule will display a single correlation time, and, in gen-
eral, globular proteins display closely spaced correlation
times due to overall rotational diffusion. In contrast, DNA
is highly elongated and expected to display motions on a
wide range of timescales: from ns to µs (Section 12.8).
Most experimental studies of DNA dynamics have been
performed using ethidium bromide (EB), which displays a
decay time for the DNA-bound state near 30 ns, or acridine
derivatives that display shorter decay times. The short
decay times of most DNA-bound dyes is a serious limita-
tion because DNA is expected to display a wide range of
relaxation times, and only the ns motions will affect the
anisotropy of ns probes. In fact, most studies of DNA
dynamics report only the torsional motions of DNA, which
are detectable on the ns timescale. The slower bending
motions of DNA are often ignored when using ns probes.
These slower binding motions may be important for pack-
aging of DNA into chromosomes.
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Figure 20.29. Dependence of the non-radiative decay rate of Re(I)
complexes on the emission maxima. Revised and reprinted with per-
mission from [124]. Copyright © 1983, American Chemical Society.

Figure 20.30. Osmium MLCs with different lifetimes and quantum
yields. See Table 20.2.

Table 20.2. Spectral Properties of Osmium MLCsa

Com-
pound λem (nm) Q τ (ns) Γ (s–1)         knr (s–1)

[Os(phen)3]2+ 720 0.016 260 6.15 x 104 3.79 x 106

[Os(phen)2 dppene]2+ 609 0.138 1830 7.54 x 104 4.71 x 105

[Os(phen) (dppene)2]2+530 0.518 3600 1.44 x 105 1.37 x 105

aData from [125].



An MLC probe that intercalates into double-helical
DNA is shown in Figure 20.31. This probe is quenched in
water and is highly luminescent when bound to DNA. The
emission spectrum of [Ru(bpy)2(dppz)]2+ bound to calf thy-
mus DNA is shown in Figure 20.32. In aqueous solution the
probe luminescence is nearly undetectable. In the presence
of DNA the luminescence of [Ru(bpy)2dppz]2+ is dramati-
cally enhanced,146–147 an effect attributed to intercalation of
the dppz ligand into double-helical DNA. This MLC is
highly luminescent in aprotic solvents but is dynamically
quenched by water or alcohols.148–149 The increase in fluo-
rescence upon binding to DNA is due to shielding of the
nitrogens on the dppz ligand from the solvent. This
enhancement of emission upon binding to DNA means that
the probe emission is observed from only the DNA-bound
forms, without contributions from free probe in solution. In
this respect [Ru(bpy)2(dppz)]2+ is analogous to ethidium
bromide, which also displays significant emission from
only the DNA-bound form.

In order to be useful for anisotropy measurements, a
probe must display a large fundamental anisotropy (r0). The
excitation anisotropy spectrum of [Ru(bpy)2(dppz)]2+ in vit-
rified solution (glycerol, –60EC) displays maxima at 365
and 490 nm (Figure 20.32). The high value of the
anisotropy indicates that the excitation is localized on one
of the organic ligands, not randomized among the ligands.
It seems reasonable to conclude that the excitation is local-
ized on the dppz ligand because shielding of the dppz lig-
and results in an increased quantum yield. The time-
resolved intensity decay of [Ru(bpy)2(dppz)]2+ bound to
calf thymus DNA is shown in Figure 20.33. The intensity
decay is best fit by a triple-exponential decay with a mean
decay time near 110 ns. Anisotropy decay can typically be
measured to about three times the lifetime, suggesting that
[Ru(bpy)2dppz]2+ can be used to study DNA dynamics to
300 ns or longer.

The time-resolved anisotropy decay of DNA-bound
[Ru(bpy)2(dppz)]2+ is shown in Figure 20.34. The anisot-
ropy decay could be observed to 250 ns, several-fold longer
than possible with EB. The anisotropy decay appears to be
a triple exponential, with apparent correlation times as long
as 189.9 ns. Future intercalative MLC probes may display
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Figure 20.31. Chemical structure of a DNA anisotropy probe,
[Ru(bpy)2(dppz)]2+.

Figure 20.32. Absorption, emission, and excitation anisotropy spectra
(dashed) of [Ru(bpy)2(dppz)]2+ bound to calf thymus DNA. The exci-
tation anisotropy spectrum is in 100% glycerol at –60°C. From [144].

Figure 20.33. Time-dependent intensity decay of DNA labeled with
[Ru(bpy)2(dppz)]2+. The data are shown as dots. The solid line and
deviations (lower panel) are for the best three decay time fit, with
decay times of 12.4, 46.6, and 126 ns. From [144].



longer decay times. Studies of DNA-bound MLC probes
offers the opportunity to increase the information content of
the time-resolved measurements of nucleic acids by extend-
ing the observations to the microsecond timescale.

Domain-to-Domain Motions in Proteins: There is
presently considerable interest in measuring the rates of
domain flexing in multi-domain proteins. Domain motions
in proteins occur in signaling proteins such as calmodulin
and sugar receptors. Domain motions are thought to occur
in proteins such as hexokinase,150 creatine kinase,151–152

protein kinase C, phosphoglycerate kinase,153 and immuno-
globulin.153–155 As described in Section 14.7, such motions
can be detected by the effects of donor-to-acceptor diffu-
sion on the extent of resonance energy transfer. These
measurements have not been successful to date, primarily
because the decay time of most fluorophores is too short for
significant motion during the excited state lifetime.153 This
fact is illustrated in Figure 20.35, which considers the effect
of D-to-A diffusion on the donor decay, as measured in the
frequency domain. For domain-to-domain motions the
mutual diffusion coefficients are expected to be 10–7 cm2/s,
or smaller. If the donor decay time is 5 ns, then diffusion
has essentially no effect on the extent of energy transfer
(top). For this reason the donor decay contains no informa-
tion on the diffusion coefficient and cannot be used to

recover the diffusion coefficient. Suppose now the donor
decay time is increased to 200 ns. Then a diffusion coeffi-
cient of 10–7 cm2/s has a significant effect on the extent of
resonance energy transfer (RET), as shown by the shaded
area in the bottom panel of Figure 20.35. To date, RET with
MLCs has not been used to measure domain flexing in pro-
teins. However, the potential seems clear, especially in light
of the long decay times possible with rhenium MLCs.
Decay times as long as 4 µs have been found in aqueous
solution,119 suggesting that domain flexing will be measur-
able with D values smaller than 10–8 cm2/s.

MLC Lipid Probes: Long-lifetime probes are expected
to be especially valuable in membrane biophysics. Long-
lifetime MLC probes could be used to study rotational
motions of entire lipid vesicles, or to measure diffusion by
its effect on resonance energy transfer. Several MLC lipids
have been described (Figure 20.36), all of which show
polarized emission.156–157 The Ru MLC lipids display life-
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Figure 20.34. Time-dependent anisotropy decay of DNA labeled with
[Ru(bpy)2(dppz)]2+. The data are shown as dots. The solid line and
deviations (lower panel) are for the best three correlation time fits with
correlation times of 3.1, 22.2, and 189.9 ns. From [144].

Figure 20.35. Simulated data illustrating effect of donor lifetime on
the contribution of interdomain diffusion to the frequency-domain
donor decays. For the simulations we assumed a D–A distance distri-
bution with R0 = = 30 Å and hw = 20 Å. The insert shows a schemat-
ic donor (D) and acceptor (A) labeled domains for calmodulin. Top:
for a donor decay time of 5 ns. Bottom: for a donor decay time of 200
ns.



times near 400 ns, and the Re MLC lipid a lifetime near 4
µs in dipalmitoyl-L-α-phosphatidylglycerol (DPPG) vesi-
cles, in the presence of dissolved oxygen. Such long-life-
time probes can be used to measure microsecond correla-
tion times in membranes, or even the rotational correlation
times of lipid vesicles (Section 11.10.2).

20.3.6. MLC Immunoassays

Fluorescence-polarization immunoassays (FPIs) can be
performed using MLCs.158–162 FPIs are based on the
changes in polarization (or anisotropy) that occur when a
labeled drug analogue binds to an antibody specific for that
drug. The anisotropy of the labeled drug can be estimated
from the Perrin equation:

(20.3)

where r0 is the anisotropy observed in the absence of rota-
tional diffusion and Θ is the rotational correlation time.

Suppose the fluorophore is fluorescein (Fl) with a lifetime
near 4 ns and the analyte (A) is a small molecule with a
rotational correlation time near 100 ps (Figure 20.37, top).
The assay is performed using a covalent adduct of fluores-
cein and the analyte (Fl–A). When free in solution, the
anisotropy of Fl–A is expected to be near zero. The correla-
tion time of an antibody is near 100 ns and the anisotropy
of the Fl–A–IgG complex is expected to be near r0. FPIs are
typically performed in a competitive format. The sample is
incubated with a solution containing the labeled drug
(Fl–A) and antibody (Figure 20.37, bottom). The larger the
amount of unlabeled drug, the more Fl–A is displaced from
the antibody, and the lower the polarization. For an FPI to
be useful there needs to be a substantial difference in the
anisotropy between the free and bound forms of the labeled
drug.

The usefulness of MLCs in clinical FPIs is illustrated
by consideration of an FPI for a higher-molecular-weight
species (Figure 20.38). Suppose that the antigen is HSA,
with a molecular weight near 66 kD and a rotational corre-
lation time near 50 ns. This correlation time is already much
longer than the lifetime of fluorescein, so that the anisot-
ropy is expected to be near r0. For this reason, FPIs are typ-
ically used to measure only low-molecular-weight sub-
stances.

The use of MLC probes can circumvent these limita-
tions of FPIs to low-molecular-weight antigens. The
dependence of the anisotropy on the probe lifetime and the
molecular weight of the antigen is shown in Figure 20.39.

r �
r0

1 � τ/Θ
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Figure 20.36. MLC lipid probes.

Figure 20.37. Schematic of a fluorescence polarization immunoassay.



For typical probes with lifetimes near 4 ns (fluorescein or
rhodamine) the anisotropy of low-molecular-weight anti-
gens (MW < 1000) can be estimated from Figure 20.39 to
be near 0.05. An antibody has a molecular weight near
160,000, resulting in an anisotropy near 0.29 for the anti-
gen–antibody complex. Hence a large change in anisotropy
is expected upon binding of low-molecular-weight species
to larger proteins or antibodies. However, if the molecular
weight of the labeled antigen is larger—above 20,000 Dal-
tons—then the anisotropy changes only slightly upon bind-
ing of the labeled antigen to a larger protein. For example,
consider an association reaction that changes the molecular
weight from 65,000 to 1 million daltons. Such a change
could occur for an immunoassay of HSA using polyclonal

antibodies, for which the effective molecular weight of the
immune complexes could be 1 million or higher. In this
case the anisotropy of a 4-ns probe would change from
0.278 to 0.298, which is too small of a change for quantita-
tive purposes. In contrast, by use of a 400-ns probe, which
is near the value found for our metal–ligand complex, the
anisotropy value of the labeled protein with a molecular
weight of 65,000 is expected to increase from 0.033 to
0.198 when the molecular weight is increased from 65,000
to 1 million daltons (Figure 20.39).

FPIs of the high-molecular-weight antigen HSA have
been performed using the Ru and Re MLCs.160–161 The Re
MLC shown in Figure 20.27 displays a quantum yield of
0.2 and a lifetime over 2700 ns.162 Absorption, emission,
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Figure 20.38. Fluorescence polarization immunoassay of a high-molecular-weight species using an Ru(II) metal–ligand complex.

Figure 20.39. Molecular-weight-dependent anisotropies for probe
lifetimes from 4 ns to 4 µs. The curves are based on eq. 20.3 assum-
ing ν + h = 1.9 ml/g for the proteins, r0 = 0.30, in aqueous solution at
20°C with a viscosity of 1 cP.

Figure 20.40. Absorption and emission spectra of [Re(bcp)(CO)3(4-
COOHPy)]+ (RE) conjugated to HSA in 0.1 M phosphate-buffered
saline (PBS) buffer, pH 7.0. Excitation wavelength was 400 nm. The
excitation anisotropy spectrum in 100% glycerol at –60°C was meas-
ured with an emission wavelength of 550 nm. Reprinted with permis-
sion from [162]. Copyright © 1998, American Chemical Society.



and anisotropy spectra of this probe are shown in Figure
20.40. The Re complex can be excited near 400 nm, which
is due in part to the long-wavelength absorption of the 4,7-
dimethyl-1,10-phenanthroline (bcp) ligand. These wave-
lengths can be obtained from LEDs. The large Stokes shift
from 350 to 520 nm makes it easy to isolate the MLC emis-
sion. Importantly, the Re MLC displays a high fundamental
anisotropy near 0.3 for excitation at 400 nm.162–163 This is
probably due to the presence of just one chromophoric lig-
and, so there is no possible randomization of the excitation
to other ligands.

The high-quantum-yield rhenium MLC was covalently
bound to HSA used to detect binding of an antibody against
human serum albumin (Figure 20.41). The steady-state
anisotropy was found to increase nearly fourfold upon bind-
ing of IgG, and there was no effect from nonspecific IgG.
These results demonstrated that long-lifetime MLCs are
useful for immunoassays of high molecular weight anti-
gens. It is important to note that the sensitivity of most flu-
orescence assays is limited not by the ability to detect the
emission but rather by the presence of interfering autofluo-
rescence that occurs on the 1- to 10-ns timescale. The avail-
ability of probes with longer decay times should also allow
increased sensitivity by the use of gated detection following
decay of the unwanted autofluorescence.

For many applications it is preferable to use the longest
possible wavelength for excitation. At longer wavelengths
there is less sample absorbance, less autofluorescence, and
the light sources are less expensive. However, the quantum
yields of long-wavelength MLCs are usually low. It is a
challenge to obtain long-wavelength excitable MLCs that

display long lifetimes and high quantum yields. Some
progress has been made toward developing long-wave-
length long-lifetime MLCs. It is known that the decay times
of Os MLCs can be increased by the use of tridentate lig-
ands in place of bidentate ligands.164–166 Several such com-
pounds have been synthesized (Figure 20.42). These Os
complexes display long-wavelength absorption and decay
times longer than 100 ns. Another approach to increasing
the quantum yield and decay times of Os MLCs is by the
use of arsine and phosphine ligands.167 Using this approach
it is possible to obtain high quantum yields. Unfortunately,
the absorption spectra shift to shorter wavelengths, and the
450 nm absorption is weak. Some Ru MLCs display emis-
sion wavelengths as long as 715 nm and lifetimes over 100
ns.
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Figure 20.41. Steady-state fluorescence polarization of [Re(bcp)-
(CO)3(4-COOHPy)]–HSA at various concentrations of IgG specific
for HSA (anti-HSA, circles) or nonspecific IgG (squares). Revised
and reprinted with permission from [162]. Copyright © 1998, Ameri-
can Chemical Society.

Figure 20.42. Long-wavelength long-lifetime osmium (II) complexes.



20.3.7. Metal–Ligand Complex Sensors

Another area of interest is the use of MLCs in ion sensing.
MLCs that are sensitive to ions168–175 or pH176–181 have
recently become available. One example is the pH-sensitive
MLC [Ru(bpy)2(deabpy)]2+, where deabpy is 4,4'-diethy-
laminomethyl-2,2'-bipyridine (Figure 20.43). The emis-
sion spectra of [Ru(deabpy)(bpy)2]2+ at pH values
ranging from 2 to 12 are shown in Figure 20.44. The emis-
sion intensity increases about threefold as the pH increases
from 2.23 to 11.75. The pH-dependent intensity changes
show a pKA value near 7.5. This pKA value is ideally suited
for measurements of blood pH, for which the clinically rel-
evant range is from 7.35 to 7.46, with a central value near
7.40. In addition, much cell culture work is performed near
pH 7.0–7.2. The changes in emission with a change in pH
are believed to be due to deprontonation of the amino

groups of [Ru(bpy)2(deabpy)]2+. The emission spectrum of
the MLC pH probe shifts to longer wavelengths as the
amino groups are prontonated at low pH (Figure 20.44).
This suggests the use of [Ru(bpy)2(deabpy)]2+ as a wave-
length-ratiometric probe (Figure 20.45). Such ratiometric
probes are already in widespread use for measurement of
Ca2+ and pH (Chapter 19), but these display ns decay times.

The emission shift to longer wavelengths at low pH
(Figure 20.44) seems to be generally understandable in
terms of the electronic properties of the excited MLCs. The
long-wavelength emission is from a metal-to-ligand charge
transfer (MLCT) state in which an electron is transferred
from Ru to the ligand. The protonated form of deabpy is
probably a better electron acceptor, lowering the energy of
the MLCT state, shifting the emission to longer wave-
lengths, and thereby decreasing the lifetime. These results
suggest a general approach to designing wavelength-ratio-
metric MLC probes based on cation-dependent changes in
the electron affinity of the ligand. Changes in the emission
spectra can be expected to cause changes in lifetime in
accordance with the energy gap law (Section 20.3.4). The
emission spectra (Figure 20.44) reveal that the probe is
luminescent in both the protonated and unprotonated forms.
This suggests that it can be useful as a lifetime probe
because each form is luminescent and may display distinct
decay times. At present there is an understandable interest
in detection of dangerous substances. A cyanide-sensitive
MLC has been reported (Figure 20.46). The emission inten-
sity decreases as the cyanide concentration increases.

And, finally, the MLCs appear to be highly photo-
stable. [Ru(bpy)2(dcbpy)]3+ and fluorescein were illuminat-
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Figure 20.43. Structure of [Ru(bpy)2(deabpy)]2+, a long-lifetime
MLC pH sensor. From [181].

Figure 20.44. pH-dependent emission spectra of Ru(bpy)2-

(deabpy)(PF6)2. Excitation at 414 nm. Revised from [181].

Figure 20.45. Wavelength-ratiometric measurements of pH using the
emission intensities of [Ru(bpy)2(deabpy)]2+ at 620 and 650 nm. From
[181].



ed with the 488-nm output of an argon ion laser (Figure
20.47). The MLC was stable for extended periods of time,
under conditions where fluorescein was rapidly bleached.
The initial decrease in the MLC intensity is thought to be
due to heating. The long-term photostability of MLCs
should make them useful for high-sensitivity detection in
fluorescence microscopy, fluorescence in-situ hybridiza-
tion, and similar applications.

20.4. LONG-WAVELENGTH LONG-LIFETIME
FLUOROPHORES

Red- and NIR-emitting probes are desirable for many appli-
cations of fluorescence. However, the red–NIR probes with
high extinction coefficients and high quantum yields also
display short lifetimes. For MLCs the quantum yields de-
crease as the emission wavelength increases, and none of
the MLCs have high extinction coefficients. Some of these
disadvantages of MLCs can be circumvented using MLCs
as donor to high quantum-yield long-wavelength accep-
tors.182–184

A tandem MLC–red fluorophore can be used to obtain
a fluorophore that has both a long emission wavelength and

a long lifetime. Assume the donor is an MLC with a 1000-
ns decay time and that the distance between the donor and
acceptor is r = 0.7R0. An acceptor at this distance will
reduce the lifetime of the MLC to about 100 ns. Because the
acceptor lifetime is short (τA = 1 ns), the acceptor intensity
will closely follow the donor intensity. The acceptor will
display essentially the same decay time(s) as the donor.
Most acceptors will display some absorption at the donor
excitation wavelength. In this case the acceptor emission
will typically display an ns component as a result of a
directly excited acceptor, and a long decay time near 100 ns
resulting from RET from the donor. The long-lifetime emis-
sion acceptor can be readily isolated with gated detection.

An important advantage of such an RET probe is an
increase in the effective quantum yield of the long-lifetime
D–A pairs. This increase in quantum yield occurs because
the transfer efficiency can approach unity even though the
donor quantum yield is low. The result of efficient RET
from the donor is that the wavelength integrated intensity of
the D–A pair can be larger than that of the donor or accep-
tor alone (Figure 20.48). Thus tandem RET probes with
MLC donors can be used to create long-lifetime probes,
with red–NIR emission, with the added advantage of an
increased quantum yield for the D–A pair. The modular
design of these probes allows adjustment of the spectral
properties, including the excitation and emission wave-
lengths and the decay times.

At first glance an increase in the overall quantum yield
due to RET is a surprising result, but some simple consid-
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Figure 20.46. Structure and emission spectra of a cyanide-sensitive
MLC. Revised and reprinted with permission from [175]. Copyright
© 2002, American Chemical Society.

Figure 20.47. Photostability of [Ru(bpy)2(dcbpy)]2+ and fluorescein.



erations explain why this occurs. Consider a mixture of
donor and acceptor where RET does not occur. The total
emission of both the donor and acceptor is given by the sum
of the two emissions. This total intensity is given by

(20.4)

where QD
0 and QA

0 are the quantum yields of the donor and
acceptor in the absence of RET, and εD and εA are the
extinction coefficients of the donor and acceptor, respec-
tively. Now assume RET occurs with efficiency E. The total
emission is now given by

(20.5)

If the transfer efficiency is high the total intensity
becomes

(20.6)

so that the total quantum yield is determined by the quan-
tum yield of the acceptor, and not the donor.

If the acceptor does not absorb at the donor excitation
wavelength, then

(20.7)

so that the total quantum yield is determined by the quan-
tum yield of the acceptor, and not the donor.

If the energy transfer is too efficient then the donor life-
time will be too short. However, it is possible to find condi-
tions where the quantum yield is substantially increased and
the acceptor lifetime is still acceptably long. An Ru MLC
donor and a high-quantum-yield acceptor were linked by an
polyproline linker (Figure 20.49). The acceptor emission is
considerably more intense from the D–A pair than from the

FT � QAεD

FT � QA(εA � εD )

FT � FD � FA � QO
D εD (1 � E ) � QO

A (εA � EεD )

F0
T � F0

D � F0
A � Q0

D 
εD � Q0

A 
εA
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Figure 20.48. Schematic of a long-lifetime probe based on RET. For
the simulated spectra we assumed the acceptor does not absorb at the
donor excitation wavelength.

Figure 20.49. Structure of a tandem MLC–acceptor pair emission
spectra, and intensity decays reconstructed from the frequency-
domain data. Revised and reprinted with permission from [184].
Copyright © 2001, American Chemical Society.



donor or acceptor alone. In the absence of RET the donor
lifetime is 820 ns. In the D–A pair the long component in
the acceptor lifetime is 130 ns, which is long enough to use
with gated detection. These results show a general approach
to obtain the desired emission wavelengths and lifetime
using MLCs as donors in tandem probes.
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PROBLEMS

P20.1. Effect of Off-Gating on the Background Level: Figure
20.50 shows the intensity decay of a long-lifetime
sensing probe (τ2) with an interfering autofluorescence
of τ1 = 7 ns.

A. The decay time of the long-lifetime component
is 400 ns. Confirm this by your own calcula-
tions.

B. What are the values of αi in the intensity decay
law? That is, describe I(t) in terms of α1

exp(–t/τ1) + α2 exp(–t/τ2).

C. What are the fractional intensities (fi) of the two
components in the steady-state intensity meas-
urements?

D. Suppose the detector was gated on at 50 ns, and
that the turn-on time is essentially instantaneous
in Figure 20.50. Assume that the intensities are
integrated to 5 µs, much longer than τ2. What
are the fractional intensities of each compo-
nent? Explain the significance of this result for
clinical and environmental sensing applications.
It is recommended that the integrated fractional
intensities be calculated using standard comput-
er programs.

P20.2. Oxygen Bimolecular Quenching Constant for a
Metal-Ligand Complex: The complex of ruthenium
with three diphenylphenanthrolines [Ru(dpp)3]2+

displays a long lifetime near 5 µs and has found
widespread use as an oxygen sensor. Recently a
water-soluble version of the sensor has been synthe-
sized (Figure 20.51).185 Frequency-domain intensi-
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Figure 20.50. Intensity decay of a long-lifetime probe having a decay
time of 400 ns, with an interfering autofluorescence of 7 ns.

Figure 20.51. Structure of a water-soluble MLC used as an oxygen
sensor.



ty data for [Ru(dpp(SO3Na)2)3]Cl2 are shown in
Figure 20.52. Calculate the oxygen bimolecular

quenching constant for this complex. Assume the
solubility of oxygen in water is 0.001275 M/atm.

PRINCIPLES OF FLUORESCENCE SPECTROSCOPY 703

Figure 20.52. Frequency-domain intensity decay of
[Ru(dpp)(SO3Na)2)3]Cl2 in water, under an atmosphere of
argon (o), air (�), or oxygen (�).



During the past 20 years there have been remarkable
advances in the use of fluorescence to study DNA. Fluores-
cence methods are now used for DNA sequencing, detec-
tion of DNA hybridization, restriction enzyme fragment
analysis, and fluorescence in-situ hybridization (FISH), and
to detect polymerase chain reaction products. Molecular
beacons can be used to detect messenger RNA within cells.
DNA arrays can be used to monitor the expression of thou-
sands of genes using a single microscope slide. Fluores-
cence was used to sequence the human genome that was
reported in 2000.1–2 Given these advances it is surprising to
realize that DNA sequencing by fluorescence was first
reported in 1986. It is not practical to describe the many
specialized methods used to study DNA in molecular biol-
ogy, genetics, and medical diagnostics. In this chapter we
provide an overview of the dominant users of fluorescence
in DNA analysis.

21.1. DNA SEQUENCING

DNA sequencing first became practical in 1977.3–4 The
original method involved chemical degradation of the DNA
using conditions that were partially selective for one of the
four bases. The DNA fragments were then separated by
chromatography and the fragments detected using 32P
autoradiography. In the same year a method became avail-
able for generating fragments terminating in each of the
four bases.5 This method used termination of enzymatic
DNA synthesis using dideoxynucleotides. The fragments
were again detected using radioactivity. An overview of the
history of DNA sequencing methods can be found in the
informative text by Watson et al.6

The use of radioactive tracers is problematic with
regards to cost, safety, and disposal. Also the use of radioac-
tivity was not amenable to the degree of automation needed
to sequence long DNA chains, chromosomes or an entire
genome. DNA sequencing using fluorescence was first

reported in 1986.7–12 At present essentially all sequencing is
done using fluorescence detection. It is unlikely that the
human genome would have been sequenced without the use
of fluorescence. DNA sequencing is now highly automat-
ed11 and performed in numerous laboratories around the
world.

21.1.1. Principle of DNA Sequencing

A number of slightly different methods are used for DNA
sequencing, but all methods rely on the use of dideoxynu-
cleotide triphosphate (ddNTP) to terminate DNA synthesis.
The basic idea of sequencing using ddNTP terminators is
shown in Figures 21.1 and 21.2. In DNA the nucleotides are
linked in a continuous strand via the 5' and 3' hydroxyl
groups of the pentose sugar. DNA is replicated by adding
nucleotides to the 3' hydroxyl group. For sequencing a
DNA strand with an unknown sequence is replicated using
DNA polymerase. Replication is started from a primer loca-
tion with a known sequence. The most commonly used
primer is the M13 sequence, which is 17 nucleotides long.
In the example shown in Figure 21.2 a single fluorescent
primer is used to initiate the reaction. The sample contains
DNA polymerase and the four deoxynucleotide triphos-
phates.

Within a short period of time the DNA polymerase
molecules are randomly distributed along the unknown
sequence. The strands being synthesized have a sequence
complementary to the unknown strand. The reaction mix-
ture is split into four parts, one part for each of the four
bases. The DNA polymerase reaction is randomly terminat-
ed by adding one of the ddNTPs to each of the four parts of
the reaction. The ddNTPs are added along the growing
chain. The absence of a 3' hydroxyl group on the ddNTPs
prevents further elongation and terminates the reaction.
This results in a mixture of oligonucleotides of varying
length. The different size oligomers are separated by poly-
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acrylamide gel electrophoresis. Remarkably, numerous
fragments differing by just one base pair can be resolved:
up to several hundred bases. Each reaction mixture is elec-
trophoresed in a separate lane. Each lane of the reaction
mixture contains oligomers which are terminated with only

one of the ddNTPs. The gels separate the DNA fragments
according to size, so that the sequence can be determined
from the fluorescence of the separated DNA fragments.

Because of the large number of sequences that need to
be determined it is desirable to have the highest possible
throughput. The throughput can be increased fourfold if the
four DNA bases can be identified in a single lane of the
chromatography gel. This can be accomplished using four
fluorescent ddNTPs if each ddNTP contains a different flu-
orophore (Figure 21.3). In this case the reaction is initial-
ized using a nonfluorescent primer. The reaction is termi-
nated by addition to the four labeled ddNTPs. This inserts a
labeled fluorophore that identifies the base at the 3' end of
the terminated chains. The mixture can be analyzed in a sin-
gle lane and the emission spectra used to identify the bases.
Single- and four-lane sequencing represent the limiting
cases, and many hybrid methods are also in use.

21.1.2. Examples of DNA Sequencing

A variety of fluorophores have been used for DNA sequenc-
ing: typically a set of four fluorophores, one for each
base—A, C, G, or T. The fluorophores are typically select-
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Figure 21.1. Schematic of a dideoxynucleotide triphosphate (ddNTP).
Fluorescent and nonfluorescent ddNTPs are used for DNA sequenc-
ing, depending on the method. The 2' group is hydrogen in DNA, and
is a hydroxyl group in RNA. In a ddNTP the 3'hydroxyl group is not
present so the DNA chain cannot be continued.

Figure 21.2. Four-lane DNA sequencing using nonfluorescent
ddNTPs and a fluorescent primer for DNA synthesis.

Figure 21.3. Single-lane DNA sequencing using a nonfluorescent
primer and four fluorescent ddNTPs.



ed so that all can be excited using the 488 nm line from an
argon ion laser. The first set of fluorophores8 used for DNA
sequencing is shown in Figure 21.4. These fluorophores
were attached to primers, which is different from the
approaches shown in Figures 21.2 and 21.3. The four dyes
could be excited at 488 nm, but the absorption of Texas Red
and tetramethylrhodamine is obviously weak at 488 nm.

For this reason it was necessary to use 514-nm excitation in
order to obtain relatively equal intensities for all four
probes. Another difficulty with these four dyes is the over-
lapping emission spectra. It was necessary to record inten-
sities at more than one excitation and emission wavelength
in order to identify the fluorophore. In spite of these diffi-
culties the use of four fluorophores allowed use of a single
gel column containing the mixture of labeled DNA frag-
ments.

An improved series of dyes for use as fluorescent
dideoxy terminators is shown in Figure 21.5. A hydroxyl
group is not present on the 3' portion of the sugar, so that
these nucleotide analogues are unable to elongate the DNA
chain. These dyes displayed similar extinction coefficients
at 488 nm, allowing the use of a single excitation wave-
length (Figure 21.6). The fluorescence intensities of these
fluorophores differ by less than a factor of two. The letters
SF indicate succinylfluorescein, which was linked to the
base. The numbers refer to the emission maximum of each
fluorescein derivative. In the lower panel the letter refers to
the base to which the fluorescein is attached.

The emission spectra in Figure 21.6 show that there is
substantial overlap of the emission spectra at all useful
wavelengths. While the overlap can be decreased using dif-
ferent dyes there is always some spectral overlap. These
dyes were identified by measuring the emission intensities
through filters (Figure 21.6, lower panel). The fluorescent
intensities at each location in the gel are measured with a
laser scanning instrument (Figure 21.7). The laser beam is
scanned across the gel and the intensity ratios are measured
using two filters and two detectors. The intensity ratios are
used to identify the base.

21.1.3. Nucleotide Labeling Methods

A wide variety of chemical structures have been used to
covalently label DNA.13–14 One typical linkage was shown
in Figure 21.5, which showed acetylene linkages between
the fluorophores and the nucleotide bases. Other typical
structures are shown in Figure 21.8. Probes can be attached
to the 5' end of DNA via a sulfhydryl group linked to the
terminal phosphate. Amino groups can also be placed on
the terminal phosphate. The 5' phosphate can be made reac-
tive with iodoacetamide probes by attaching a terminal —
PO3S residue. Alternatively, fluorophores have been linked
to the bases themselves, typically opposite to the base
recognition hydrogen bonding side of the base. This type of
attachment is used to label the internal DNA bases.
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Figure 21.4. Fluorophores used for DNA sequencing with fluorescent
primers. Top, absorption spectra; middle, emission spectra; bottom,
probe structures. The X was linked to the 5' end of the DNA using an
aliphatic amino group on the 5' terminus. Revised from [8]. Decay
times are from [42] below.



21.1.4. Example of DNA Sequencing

It is informative to see some actual data from DNA
sequencing,15–16 which was accomplished using the fluo-
rophores shown in Figure 21.9. These probes show moder-
ately distinct emission spectra (Figure 21.10), so that sin-
gle-lane sequencing should be possible. However, it is dif-
ficult to excite these four fluorophores using a single exci-
tation wavelength.17 Two laser sources were used at 488 and
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Figure 21.5. Fluorescent chain-terminating dideoxynucleotides. The letters refer to the DNA base, and the numbers refer to the emission maximum.
Reprinted with permission from Prober JM, Trainor GL, Dam RJ, Hobbs FW, Robertson CW, Zagursky RJ, Cocuzza AJ, Jensen MA, Baumeister K.
1987. A system for rapid DNA sequencing with fluorescent chain-terminating dideoxynucleotides. Science 238:336–343 [9]. Copyright © 1987,
American Association for the Advancement of Science.

Figure 21.6. Absorption (top) and emission spectra (bottom) of the
fluorescent chain terminating dideoxynucleotides in Figure 21.5. The
absorption spectra are of the succinyl fluorescein (SF) dyes, prior to
coupling to the amine reactive ddNTPs. Reprinted with permission
from Prober JM, Trainor GL, Dam RJ, Hobbs FW, Robertson CW,
Zagursky RJ, Cocuzza AJ, Jensen MA, Baumeister K. 1987. A system
for rapid DNA sequencing with fluorescent chain-terminating
dideoxynucleotides. Science 238:336–343 [9]. Copyright © 1987,
American Association for the Advancement of Science.

Figure 21.7. Apparatus for wavelength ratio intensity measurements
from DNA gels. From [9].



543.5 nm (Figure 21.11), and the emission was observed at
four wavelengths. The excitation wavelength was selected
using a spatial filter or sector wheel. The emission was
observed using four emission filters. The primers were
labeled with the fluorophores and sequencing was accom-
plished using a single capillary tube. The lower panel shows
the intensity tracers for each combination of excitation and
emission wavelength that uniquely identifies each fluo-
rophore and base.

21.1.5. Energy-Transfer Dyes for 
DNA Sequencing

In the previous example it was necessary to use two laser
wavelengths to obtain comparable intensities from the four
dyes. For sequencing it is desirable to have dyes that dis-
play distinct emission spectra and similar intensities with a
single excitation wavelength. This is difficult to accomplish
using a single fluorophore. Donor–acceptor pairs have been
designed to fulfill these requirements.18–25 One set of ener-
gy-transfer primers for sequencing was constructed using

the fluorophores shown in Figure 21.9. The emission spec-
tra of these four probes are moderately distinct (Figure
21.10), suggesting allowance of sequencing in a single lane.
However, the intensities are unequal when excited at a sin-
gle wavelength of 488 nm, which is why two excitation
wavelengths are used in Figure 21.11. The donors and
acceptors were covalently linked within the Förster distance
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Figure 21.8. Methods to label DNA. In the top structure DNA is
labeled with a fluorescent primer. The two structures in the middle
show labeling of DNA using labeled nucleotide triphosphates. In the
bottom structure DNA can also be labeled on the 5' end via a thiophos-
phate linkage (bottom). Revised from [13] and [14].

Figure 21.9. Fluorophores used as energy-transfer DNA sequencing
probes. The two wavelengths are the excitation and emission maxima.
Revised from [15].

Figure 21.10. Emission spectra of the four probes used for construc-
tion of the energy-transfer primers. Reprinted with permission from
[16]. Copyright © 1994, American Chemical Society.



(R0) using reactive oligonucleotides (Figure 21.12 top) or
DNA-like sugar polymers without the nucleotide bases
(bottom). The lengths of the oligonucleotide linkers were
adjusted to obtain the amount of energy transfer so that the
acceptor intensities are comparable to excitation at 488 nm.

The energy-transfer cassettes displayed nearly equal
intensities when excited at 488 nm (Figure 21.13). The
emission spectra are moderately well separated, which is
easier to see in the normalized emission spectra (Figure
21.14). The bases can be readily identified by measurement
at the four emission wavelengths, which allows DNA
sequencing with capillary electrophoresis using a single
488 nm excitation wavelength. However, Figure 21.14
shows that the emission spectra overlap, and that there is
residual emission from the donors which contributes to the
intensities at shorter wavelengths. Hence, there is still a
need for improved dyes for DNA sequencing. Another set
of energy-transfer primers has been reported based on the
Bodipy fluorophore.25 These primers are claimed to show

more distinct emission spectra than shown in Figure 21.13,
but the Bodipy fluorophores are thought to be less photo-
stable. Given the need for sequencing, there will be contin-
ued development of probes with improved spectral proper-
ties.

21.1.6. DNA Sequencing with NIR Probes

The genomes of many organisms are being sequenced,
which must be accomplished as rapidly and inexpensively
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Figure 21.11. DNA sequencing using two excitation wavelengths and
the fluorophores shown in Figure 21.10. Revised and reprinted with
permission from [17]. Copyright © 1991, American Chemical
Society.

Figure 21.12. Energy-transfer primers used for DNA sequencing.
F10F, F10J, F10T, and F10R are energy-transfer primers in which
the donor and acceptor (see Figure 21.9 for the structures of F, J,
T, and R) have been covalently linked using reactive oligonu-
cleotides. Excitation is at 488 nm, and the emission wavelengths are
indicated on the right-hand side of the figure. As shown at the bottom
of the figure, donor–acceptor pairs can also be placed on sugar poly-
mers (—SSS—) prior to the primer sequence. Revised from [15] and
[16].



as possible. One method to decrease the cost is to use semi-
conductor laser diodes, which are now available for many
wavelengths. These lasers consume little power and can
operate for up to 100,000 hours between failures.26 An addi-
tional advantage of red and NIR excitation is the lower aut-
ofluorescence from biological samples, gels, solvents, and
optical components. Several groups have described NIR
dyes for DNA sequencing.27–31 One such DNA primer is
shown in Figure 21.15. Excitation can be accomplished in
the NIR at 785 nm, and emission occurs at 810 nm. Such
dyes often display small Stokes shifts, which can result in
difficulties in rejecting scattered excitation. The Stokes shift
can be increased using donor–acceptor pairs, as shown in
Section 21.1.5. The quantum yield of the NIR probe shown
in Figure 21.15 is low (0.07), and considerably less than
that of fluorescein (0.90). Nonetheless, the detection limit

was 40-fold lower for this NIR probe, primarily because of
the decreased background signal.27

Most sequencing instruments have been designed
around the spectral properties of available probes. Howev-
er, there are significant advantages in designing the probes
prior to the instrumentation. For instance, the probes shown
in Figure 21.4 require an argon ion laser at 488- and 514-
nm excitation. Synthesis of the NIR DNA primer allowed
design of a sensitive and reliable sequencer (Figure 21.16).
The long-wavelength absorption maximum allowed use of
a 785-nm laser diode as the excitation source.27 The long-
wavelength emission could be efficiently detected with an
avalanche photodiode. The excitation beam is incident on
the glass plate at the Brewster angle to minimize scattered
light. This sequencer illustrates the effectiveness of includ-
ing probe design as an integral part of the instrument design
process. Because only a single fluorophore is used the NIR
sequencing is done using four lanes.

At present a set of four NIR probes for single-lane
DNA sequencing does not seem to be available, but the
spectral properties of many NIR dyes are known.32–33 Most
NIR probes are used as primers with nonfluorescent
dideoxy terminators. It is difficult and challenging to devel-
op probes for use in DNA sequencing. The dyes must dis-
play similar intensities at a single excitation wavelength,
and must not alter too greatly the electrophoretic mobility
of the labeled DNA fragments. While it seems possible to
have four distinct red-NIR dyes for DNA sequencing, this
has not yet been accomplished.
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Figure 21.13. Absorption and emission spectra of the four energy-
transfer primers showing the relative fluorescence intensity excitation
at 488 nm. See Figure 21.9 for the structures of F, J, T, and R. The
emission spectrum for each primer pair was determined in solutions
having the same absorbance at 260 nm. From [15].

Figure 21.14. Normalized emission spectra of the energy-transfer
DNA probes in Figure 21.12. From [15].



21.1.7. DNA Sequencing Based on Lifetimes

It is difficult to obtain four dyes with similar absorption
spectra and different emission spectra, which allows deter-
mination of all four bases on a single gel column. The use
of decay times, instead of emission maxima, offers an alter-
native method to identify the bases. An additional advan-
tage of lifetime-based sequencing is that the decay times are
mostly independent of intensity. If decay times are used to
identify the bases, the emission spectra can overlap, possi-
bly making it easier to identify suitable fluorophores. Fur-
thermore, the instrumentation for time-resolved measure-
ments has become simpler, less expensive, and more reli-
able (Chapter 4), so that rapid and continuous lifetime
measurements is relatively simple to implement. Progress
has been made on lifetime-based sequencing.34–41 The
decay times for the initially used DNA sequencing dyes
have been measured in polyacrylamide gels under sequenc-
ing conditions.42 These decay times are listed on Figure
21.4. While the decay times are different for each dye,
pulsed light sources at 488 and 514 nm were not available
at that time. Hence the efforts on lifetime-based sequencing
were focused on longer wavelength dyes. A set of lifetime

DNA dyes excitable at 636 nm has been developed (Figure
21.17).43 The decay times are seen to range from 3.6 to 0.7
ns. Methods have been described for "on-the-fly" lifetime
measurements of labeled DNA primers in capillary elec-
trophoresis,44–46 and there is continuing progress on the
instrumentation47–48 and probes49–50 for lifetime-based
sequencing. Capillary gel electrophoresis is being used in
place of slab gels, providing more rapid separations with
improved resolution.51 It is now possible to identify up to
one thousand bases in a single separation,52–53 and there is
continuing development of new formats and instruments for
high throughput DNA sequencing.54–58

21.2. HIGH-SENSITIVITY DNA STAINS

There are numerous applications that require detection of
DNA and DNA fragments. One example is analysis of DNA
fragments following digestion with restriction enzymes.
Frequently one wishes to know whether a DNA sample is
from a particular individual, or whether an individual car-
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Figure 21.15. Structure, absorption, and emission spectra of an NIR
DNA primer. Revised from [27].

Figure 21.16. NIR DNA sequencer. Redrawn with permission from
LiCor Inc.



ries a particular gene. This determination does not require
sequencing and can be accomplished by examination of the
DNA fragments formed by enzymatic degradation of DNA
by restriction enzymes. A large number of restriction
enzymes are known, each of which is specific for a particu-
lar base sequence, but they sometimes recognize more than
one sequence. Generally, the enzymes are specific for rela-
tively long sequences of four to nine base pairs, so that rel-
atively small numbers of DNA fragments are formed. A
schematic of a restriction fragment analysis is shown in
Figure 21.18. The normal DNA has three restriction
enzyme sites, and the mutant is missing one of these sites.
Following digestion and electrophoresis, the mutant DNA
shows one larger DNA fragment, whereas the normal DNA
showed two smaller DNA fragments.

Typically samples of DNA are examined using one or
more restriction enzymes. The fragments are different for
each individual due to sequence polymorphism occurring in

the population. These different size fragments are referred
to as restriction fragment length polymorphisms (RFLPs),
which do not represent mutations but rather the usual diver-
sity in the gene pool. Following enzymatic digestion the
fragments are separated on agarose gels. Originally the
DNA was detected using 32P and autoradiography. Today
detection is accomplished mostly by fluorescence.

Detection of DNA using stains has a long history, start-
ing with staining of chromatin with acridine dyes. The situ-
ation was improved by the introduction of dyes such as
ethidium bromide and propidium iodide, which fluoresce
weakly in water and more strongly when bound to DNA.59

DNA on gels is detected by exposing the gels to ethidium
bromide (EB). When using EB the gel typically contains
micromolar concentrations of EB to ensure that the DNA
binds significant amounts of EB. Because of the micromo-
lar binding constants, sensitivity can be low because of
background from the free dyes.

21.2.1. High-Affinity Bis DNA Stains

There are now a number of greatly improved dyes which
have high affinity for DNA and almost no fluorescence in
water. Some of these dyes are dimers of acridine or ethidi-
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Figure 21.17. Structure and intensity decays of dyes for lifetime-
based sequencing. Excitation was with a pulsed laser diode at 636 nm.
IRF, instrument response function. Revised from [43].

Figure 21.18. Analysis of DNA restriction fragments. The arrows
indicate three cleavage sites in normal DNA (N), one of which is miss-
ing in the mutant DNA (M). The smaller fragments at the end were not
detected.



um bromide.60–61 The ethidium dimer was found to bind
DNA 103 to 104 more strongly than the monomer.62 The
homodimer of ethidium bromide (Figure 21.19) was found
to remain bound to DNA during electrophoresis. This result
is surprising because the positively charged dye is expected
to migrate in the opposite direction from the DNA. This
result suggests the dyes do not dissociate from DNA on the
timescale of electrophoresis. The DNA fragments can be
stained prior to electrophoresis and it is not necessary to
maintain a micromolar concentration of free dye. The DNA
gels display little background fluorescence, and the DNA
fragments can be detected with high sensitivity.

The usefulness of the EB homodimer resulted in fur-
ther development of DNA dyes with high affinity for
DNA.63–70 The structures of several high-affinity dyes are
shown in Figure 21.19. These dyes are positively charged
and display large enhancements in fluorescence upon bind-
ing to DNA. The EB homodimer displays an enhancement
of 35-fold, and TOTO-1 displays an enhancement of 1,100-
fold. The name TOTO is used to describe thiazole homod-
imers. The use of these dyes with pre-stain DNA fragments
provided a 500-fold increase in sensitivity as compared
with gels stained with ethidium bromide after electrophore-
sis.68 These dyes are widely used as DNA stains, and ana-
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Figure 21.19. Chemical structures of high-affinity DNA dyes: absorption (dashed) and emission (solid) spectra of the dyes bound to DNA. The rela-
tive enhancements of the fluorescence of the dyes on binding to DNA are (top to bottom) 35, 1,100, and 3,200. Data from [68].



logues with slightly longer excitation and emission wave-
lengths are also available. Different DNA samples can be
stained with different dyes prior to electrophoresis. The
dyes do not exchange between the DNA strands, allowing
the samples to be identified from the spectral properties.
This allows molecular weight standards to be elec-
trophoresed in one lane on the gel with the unknown sam-
ple.

21.2.2. Energy-Transfer DNA Stains

The bis dyes shown in Figure 21.19 display favorable prop-
erties, but it is desirable to have dyes excitable at 488 nm
with larger Stokes shifts. Such dyes were created using
donor–acceptor pairs.71–72 One such dye is shown in Figure
21.20. The thiazole dye on the left (TO) serves as the donor
for the thiazole–indolenine acceptor (TIN) on the right.
TOTIN remains bound to DNA during electrophoresis. The
half-time for dissociation is 317 min.71 TOTIN can be excit-

ed at 488 nm, and displays emission from the TIN moiety
near 670 nm. For excitation at 488 nm the emission from
TIN alone is much weaker (dashed). TOTIN also allows red
excitation at 630 nm with laser diode or HeNe sources.

21.2.3. DNA Fragment Sizing by Flow Cytometry

DNA fragment sizing is usually performed almost exclu-
sively on slab or capillary gels. These methods are typical-
ly limited to fragment sizes up to 50 kb in length, and the
size resolution is highly nonlinear. Flow cytometry is a
method in which cells flow one by one through an area illu-
minated by a laser beam. Information about the cells is
obtained using fluorescent labels. The development of high-
affinity DNA stains allows DNA fragment sizing using flow
technology.73–81 The amount of dye bound by the DNA
fragments is proportional to the fragment length. Longer
DNA fragments bind more dye. The DNA fragments are
analyzed in a flow system similar to that used for flow
cytometry. This approach allows measurement of the size
and number of DNA fragments, without physical separation
of the fragments by chromatography or electrophoresis.

An example of DNA fragment sizing by flow cytome-
try is shown in Figure 21.21. The DNA was from bacterio-
phage λ, which was digested with the HindIII restriction
enzyme.80 The DNA was stained with TOTO-1, and excited
by an argon ion laser at 514 nm. As the TOTO-1 stained
DNA passes through the laser beams the instrument records
a histogram based on the size of the photon bursts (Figure
21.21, top). For this combination of DNA and restriction
enzyme the size of the DNA fragments was known. The
photon burst size correlated precisely with fragment size
(Figure 21.21, bottom). The photon burst size was found
linear with fragment size up to 167 kb.79 Given the expense
and complexity of DNA gels, it seems probable that DNA
analysis by flow cytometry will become more widely used
in the near future. Flow analysis of DNA has already been
used to measure DNA damage73 and for rapid identification
of photogens.74

21.3. DNA HYBRIDIZATION

Detection of DNA hybridization is widely useful in molec-
ular biology, genetics, and forensics. Hybridization occurs
during polymerase chain reaction (PCR) and fluorescence
in-situ hybridization. A variety of methods have been used
to detect DNA hybridization by fluorescence. Several pos-
sible methods are shown schematically in Figure 21.22.
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Figure 21.20. Top: Structures of thiazole orange (TO) and the thia-
zole orange–thiazole–indolenine–heterodimer TOTIN, an energy-
transfer dye for staining of DNA. Bottom: Absorption (solid) and
emission (dotted) spectra of TOTIN and emission spectrum of TIN
(dashed); the structure on the right side of TOTIN, bound to double-
stranded DNA. Excitation was at 488 nm. Reprinted with permission
from [72]. Copyright © 1995, Academic Press Inc.



One commonly used method is to detect an increase in RET
when complementary donor and acceptor labels hybridize
(upper left). The presence of complementary DNA
sequences can be detected by increased energy transfer
when these sequences are brought into proximity by
hybridization.82–89 This can occur if the complementary
strands are labeled with donors and acceptors. An example
of this approach was shown in Figure 1.27. Energy transfer
can also occur if the donor- and acceptor-labeled oligonu-
cleotides bind to adjacent regions of a longer DNA se-
quence (Figure 21.22). An example of this approach is
shown below in Figure 21.36. Hybridization can be detect-
ed if a donor intercalates into the double-helical DNA, and
transfers to an acceptor-labeled oligonucleotide. The use of
an intercalating dye has been extended to include a cova-
lently attached intercalators, whose fluorescence increases
in the presence of double-stranded DNA (d).90–91 One
example is shown in Figure 21.23, in which the acridine dye
is covalently linked to the 3' phosphate of an oligothymidy-
late. Upon binding to a complementary adenine oligonu-
cleotide the acridine fluorescence increases about twofold.
Hybridization can be competitive where the presence of
increased amounts of target DNA competes with formation
of donor–acceptor pairs.92 The acceptor can be fluorescent,
or it can be nonfluorescent, in which case the donor appears
to be quenched. A competitive assay (Figure 21.22) was
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Figure 21.21. Top: Histogram of photon burst sizes of TOTO-1
stained DNA from a HindIII digest of λ-DNA. Bottom: Correlation of
the photon burst size with DNA fragment length. Excitation was at
514 nm from an argon ion laser, and emission was observed through
a 550-nm interference filter. Modified and reprinted from [80].
Copyright © 1995, American Chemical Society.

Figure 21.22. Methods to detect DNA hybridization by energy transfer. D, donor; A, acceptor or quencher; I, intercalating dye.



performed with complementary DNA strands in which the
opposite strands were labeled with fluorescein and rho-
damine.93 Hybridization of the strands resulted in quench-
ing of the donor fluorescence. Increasing amounts of unla-
beled DNA, complementary to one of the labeled strands,
resulted in displacement of the acceptor and increased
donor fluorescence. Such arrays can be useful in amplifica-
tion reactions in which the DNA is thermally denatured dur-
ing each cycle.

21.3.1. DNA Hybridization Measured with 
One-Donor- and Acceptor-Labeled DNA Probe

Most DNA hybridization methods (Figure 21.22) require
two probe DNA molecules, one labeled with donor and the
other with acceptor. Assays can be based on a single donor-
and acceptor-labeled probe DNA.93 One example is shown
in Figure 21.24, in which single-stranded DNA is labeled
on opposite ends with a donor and acceptor, respectively. In

the absence of the complementary strand the single-strand-
ed probe DNA is flexible. This allows the donor- and accep-
tor-labeled ends to approach closely, resulting in a high
FRET efficiency. Upon binding of the single-stranded
probe DNA to its complementary strand, the donor and
acceptor become more distant due to the greater rigidity of
double-stranded DNA. Hybridization can be detected by an
increase in donor emission and a decrease in acceptor emis-
sion. There are many circumstances where an FRET assay
would be simplified by the use of only a single probe mol-
ecule. The donor and acceptor concentrations are forced to
remain the same, independent of sample manipulations,
because they are covalently linked. This allows the extent of
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Figure 21.23. DNA hybridization detected by a covalently bound
intercalating probe. Fluorescence intensity of the probe, an acridine
dye covalently linked to the 3'-phosphate of an oligothymidylate
(dashed); fluorescence intensity of the probe upon binding to a com-
plementary adenine oligonucleotide (dotted). From [91].

Figure 21.24. Detection of DNA hybridization with a single donor-
and acceptor-labeled oligonucleotide. The increase in donor emission
and decrease in acceptor emission occurred upon binding of the
oligonucleotide to its complementary strand is shown. From [93].



hybridization to be determined using wavelength-ratiomet-
ric measurements.

21.3.2. DNA Hybridization Measured by 
Excimer Formation

DNA hybridization can also be detected by pyrene excimer
formation.94–96 DNA probes were synthesized with pyrene
attached to the 5' and 3' ends (Figure 21.25). It is well
known that one excited pyrene molecule can form an excit-

ed-state complex with another ground-state pyrene, form-
ing an excimer. This complex displays an unstructured
emission near 500 nm as compared to the structured emis-
sion of pyrene monomer near 400 nm. The use of excimer
formation to detect DNA hybridization is shown in Figure
21.26. The assay requires two DNA probes that bind to
adjacent sequences on the target DNA. In this example the
correct target DNA is a 32-mer oligonucleotide. If both the
5'- and 3'-pyrene probe bind to target DNA, the pyrene
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Figure 21.25. Pyrene-labeled oligonucleotide probes. Modified from
[96].

Figure 21.27. Effect of target DNA (32-mer) and mismatched target DNA (33- and 34-mer) on the emission from DNA probes labeled with pyrene
at the 3' and 5' ends. The target DNA 32-mer and the mismatched target DNA have the sequence 5'-AGAGGGCACGGATACC*GCGAGGTGGAGC-
GAAT-3', where the asterisk denotes the location of one or two extra thymine residues in the 33- and 34-mer, respectively. Modified from [96].

Figure 21.26. Principle of the excimer-forming DNA hybridization
array. Modified from [96].



monomers will be in close proximity, resulting in excimer
emission. Emission spectra of a mixture of the 3' and 5'
probes are shown in Figure 21.27. In the absence of target
DNA the emission is near 400 nm and characteristic of a
pyrene monomer. Titration with increasing amounts of tar-
get DNA results in increasing emission from the excimer
near 500 nm.

This hybridization assay based on excimer formation is
sensitive to precise matching of the target sequence with the
probe sequence. Just one extra thymine residue in the target
DNA, between the pyrene sites on the probe DNA, elimi-
nates most of the excimer emission. This property of the
assay is distinct from a hybridization assay based on FRET.
In the case of FRET the donor–acceptor interaction occurs
over long distances, so that the additional distance of one
base would not abolish FRET. In contrast, excimer forma-
tion is a short range interaction that requires molecular con-
tact between the pyrene monomers. For this reason it is sen-
sitive to small changes in the pyrene-to-pyrene distance.

21.3.3. Polarization Hybridization Arrays

DNA hybridization has also been detected using fluores-
cence anisotropy.97–99 Hybridization is detected by the
increase in anisotropy when labeled DNA binds to its com-
plementary strand. These assays are analogous to the fluo-
rescence polarization immunoassays. Polarization or
anisotropy measurements have the favorable property of
being independent of the intensity of the signal and depend-
ent on the molecular weight of the labeled molecule. Also
polarization measurements do not require separation steps.

DNA hybridization arrays based on polarization have
been reported using the fluorescein probes,100–101 as well as
a more novel NIR dye.99 The structure of an NIR dye,
LaJolla BlueTM, is shown in Figure 21.28. The central chro-
mophore is a phthalocyanine, which displays the favorable
property of absorbing in the NIR, and in this case was excit-
ed by a pulsed laser diode at 685 nm. The phthalocyanines
are poorly soluble in water, and hence the central silicon
atom was conjugated to polar groups to increase the water
solubility and prevent aggregation.

Polarization values of the LaJolla BlueTM oligonucleo-
tide are shown in Figure 21.29. The dye-DNA probe was
mixed with either complementary (!) or non-complemen-
tary DNA (�, �). The polarization increases upon mixing
with the complementary strand, but not with the non-com-
plementary oligomers. This result suggests that polarization
measurements can be used to monitor the production of

complementary DNA by PCR and related amplification
methods. However, the change in polarization is not large,
which is probably because the fluorophores have substan-
tial motional freedom when present in both single-stranded
and double-stranded DNA. A unique aspect of the data in
Figure 21.29 is the use of pulsed excitation and gated detec-
tion after the excitation pulse. This was done to avoid detec-
tion of scattered light and/or background fluorescence from
the sample.
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Figure 21.28. Structure of the LaJolla BlueTM–oligonucleotide.
Revised and reprinted with permission from [99]. Copyright © 1993,
American Association for Clinical Chemistry.

Figure 21.29. Fluorescence polarization DNA hybridization array.
One mP is equivalent to 0.001 polarization units. The probe DNA was
mixed with complementary (!) or non-complementary DNA (�, �).
The excitation source was a pulsed laser diode at 685 nm. The emis-
sion at 705 nm was detected after the excitation pulse. Modified from
[99].



21.3.4. Polymerase Chain Reaction

Polymerase chain reaction (PCR) is an important advance
for DNA technology.102–105 PCR allows almost unlimited
amplification of DNA. Small amounts of DNA isolated
from forensic evidence, DNA libraries, or archaeological
sites can be replicated many times to obtain useful amounts
for further studies. The progress of a PCR reaction can be
followed by any probe that detects the presence of double-
helical DNA. These methods include probes like Syber
Green, which are only fluorescent in the presence of dou-
ble-stranded DNA or molecular beacons (Section 21.4) that
bind to the amplified DNA and become fluorescent. The
most widely used approach is based on energy transfer and
is called Taqman. This name refers to the use of Taq DNA
polymerase, which is stable at the high temperatures need-
ed to denature the double-stranded DNA prior to each round
of amplification. The sample initially contains a D–A
oligonucleotide, in which the donor fluorescence is
quenched.103–104 During the PCR reaction this D–A strand is
displaced and cleaved by DNA polymerase, which displays
some nuclease activity as well as polymerase activity. Upon
cleavage of the D–A pair, the donor becomes distant from
the acceptor and thus more fluorescent (Figure 21.30). PCR
assays based on fluorogenic donor–acceptor pairs are
presently used in commercial instruments. The oligonu-
cleotide sequence in the D–A pair is complementary to a

portion of the DNA to be amplified. This type of assay is an
extension of the concept of fluorogenic probes described in
Chapter 3, wherein the molecule becomes more fluorescent
as the result of enzymatic cleavage.

21.4. MOLECULAR BEACONS

21.4.1. Molecular Beacons with 
Nonfluorescent Acceptors

In DNA or genetic analysis it is frequently necessary to
detect the presence of a single gene in a sample containing
the entire genome. This can be accomplished by identifying
and detecting a base sequence that is unique for a particular
gene. Detection of such sequences in a mixture of DNA can
be accomplished using molecular beacons.

Molecular beacons were introduced in 1996106–107 and
have become widely used in biotechnology and the bio-
sciences. A schematic of a typical molecular beacon is
shown in Figure 21.31. A molecular beacon contains a flu-
orophore (donor)–quencher (acceptor) pair, a loop region,
and a stem region that contains two short complementary
sequences. The loop region contains a base sequence that is
complementary to a target sequence. In the absence of tar-
get DNA the complementary sequences on each end
hybridize, brining the fluorophore and quencher in close
contact. Binding to target DNA results in extension of the
beacon and increased fluorescence.

Molecular beacons possess a number of characteristics
that are favorable for their use in biotechnology, diagnostics
and genetic analysis. Molecular beacons allow detection of
the target sequence without any separation steps. It was
found that hybridization of beacons to target sequences is
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Figure 21.30. Release of donor quenching during polymerase chain
reaction. From [103]. Figure 21.31. Schematic of a typical molecular beacon.



more specific than hybridization of linear DNA to a similar
size sequence. The beacon can be almost completely specif-
ic for a target sequence and discriminate against sequences
with a single base mismatch. The beacons rapidly unfold
and fold as the temperature is increased and decreased,

allowing their use with real-time detection in polymerase
chain reaction (PCR). Molecular beacons can also be used
as intracellular probes for DNA or mRNA.

Figure 21.32 shows the sequence and structure of a
molecular beacon.106 The stem region contains five base
pairs and the loop is complementary to a 15-base sequence
in the target DNA. The fluorophore EDANS is a dansyl
derivative. The quencher is Dabcyl, which is an RET accep-
tor. At low temperatures the beacon is hybridized and
almost nonfluorescent. Upon heating the beacon unfolds
and the EDANS emission increases 25-fold. Figure 21.33
shows the fluorescence intensities of a molecular beacon
upon addition of the complementary sequence, and
sequences with a single base mismatch or deletion. The
intensity increases significantly for the perfectly matched
sequence. The photograph of the UV-illuminated beacon
shows a bright visible emission in the presence of the target
and no visible emission in the absence of target DNA. Mol-
ecular beacons display a high on–off contrast ratio as well
as high specificity.

Molecular beacons are used to follow PCR amplifica-
tion (Figure 21.34). In this example the beacon contained a
loop sequence that is complementary to a middle segment
of an 84-base long amplicon. The intensities are measured
after the reaction mixture is cooled to the annealing temper-
ature at 50EC. At higher temperatures all the beacons are
unfolded and not hybridized, so the intensity represents the
total number of beacons in the sample. When the sample is
annealed the intensity depends on the number of target
sequences. This number increases with each PCR cycle,
resulting in a higher intensity at the annealing temperature.
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Figure 21.32. Structure and thermal unfolding of a molecular beacon.
From [106].

Figure 21.33. Fluorescence intensity of the molecular beacon in
Figure 21.32 upon addition of the complementary oligo, or oligos with
a one-base mismatch or deletion. The photo shows the UV-illuminat-
ed molecular beacon in the presence (left) and absence (right) of the
complementary oligomer. Revised from [106].

Figure 21.34. Use of a fluorescein–dabcyl molecular beacon to follow
PCR amplification. The numbers on the right are the initial number of
template molecules. Revised from [107].



The cycle at which the fluorescence becomes detectable
depends on the number of amplicons at the start of the
amplification.

A somewhat surprising result with molecular beacons
is that dabcyl quenches fluorophores with emission from
blue to red wavelengths.107 This quenching appears to be
independent of spectral overlap between the emission and
the dabcyl absorption. Quenching occurs even when there is
no obvious spectral overlap. This is a favorable result
because a single type of quencher can be used with a wide
variety of fluorophores. The reasons for universal quench-
ing by dabcyl are not completely known and may be the
result of complex formation between the fluorophore and
quencher.108 Dabcyl is not the only quencher used in molec-
ular beacons. Molecular beacons have been reported which
use a variety of quenchers including pyrene.109 Molecular
beacons have also been based on intercalation into the dou-
ble helix.110

21.4.2. Molecular Beacons with 
Fluorescent Acceptors

The previous section described molecular beacons with a
single emitting species. Molecular beacons can also be
made using fluorescent acceptors.111–115 The beacon shown
in Figure 21.35 has a Cy3 donor and a Cy5 acceptor. In this
beacon one of the probes is located within the oligomer
rather than at one of the ends. Upon addition of the target
sequence the extent of energy transfer decreased, resulting
in an increase in the donor emission and a decrease in the
acceptor emission. For a molecular beacon with two fluo-
rophores the intensity ratio is independent of the total
molecular beacon concentration. Additionally, the ratio can
be used to determine the concentration of the target
sequence, if the concentration of the beacon is known.

Molecular beacons with a quencher or fluorescent
acceptor serve different purposes. A molecular beacon of
the type shown in Figure 21.35 may not be useful for detec-
tion of a small quantity of target in a sample containing
other DNA. A small amount of target DNA will result in a
small change in the intensity ratio, which may not be
detectable. In contrast, a molecular beacon of the type
shown in Figure 21.31 displays emission against a dark
background, allowing low concentrations of target to be
detected. However, the intensity data alone do not reveal the
concentration of target DNA.

21.4.3. Hybridization Proximity Beacons

Molecular beacons can be highly specific, but it can be
important to decrease the number of false positives. This
can be accomplished by using molecular beacons which
hybridize close to each other on the target sequence (Figure
21.36). The beacons are designed so that RET occurs
between a donor on one beacon and an acceptor on the
other beacon.116 Both beacons are quenched in the absence
of target DNA. Specificity is increased because RET will
only occur when both beacons are bound. Binding of the
donor beacon alone or the acceptor beacon alone will
increase the donor or acceptor intensities, but it will not
increase the extent of RET.

Figure 21.37 shows emission spectra of the donor and
acceptor beacons. In the absence of target DNA both the
donor and acceptor are quenched and the signal is close to
zero. If only the donor beacon binds to the target the donor
emission is high. The acceptor emission remains low, even
in the presence of target DNA, because the acceptor absorbs
weakly at the excitation wavelength. When both beacons
are bound to the target the acceptor emission increases due
to RET. The donor is partially quenched by RET to the
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Figure 21.35. Molecular beacon based on RET between a Cy3 donor
and a Cy5 acceptor. The arrows indicate increasing concentrations of
the target sequence. Revised and reprinted with permission from
[113]. Copyright © 2004, American Chemical Society.



nearby acceptor. Emission from both the donor and accep-
tor is only seen when both beacons bind to the same target
sequence. This type of beacon could be made even more

specific using a lanthanide donor and detection of the sen-
sitized acceptor emission

21.4.4. Molecular Beacons Based on Quenching 
by Gold

Gold surfaces and colloids are becoming more widely used
in bioassays because of the well-developed chemistry for
linkage to the surface, the ease of colloid preparation, and
the chemical stability of the surfaces. Gold is an highly
effective quencher of fluorescence.117–119 Quenching proba-
bly occurs by RET to the gold surface, but other mecha-
nisms may also be present. Because of the strong quench-
ing gold can provide a large on–off ratio for molecular bea-
cons.120–121 A molecular beacon on a gold surface is made
by binding a labeled oligomer to the surface by a sulfhydryl
group.121 In the absence of target DNA the rhodamine label
is quenched (Figure 21.38). In the presence of target DNA
the rhodamine moves away from the gold surface and
becomes fluorescent. Surface-bound molecular beacons
could have a different sequence at each position on an array,
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Figure 21.36. Donor and acceptor molecular beacons for a hybridization proximity array. Reprinted with permission from [116]. Copyright © 2003,
American Chemical Society.

Figure 21.37. Emission spectra of the donor and acceptor beacons in
Figure 21.36 in the absence and presence of target DNA. Revised and
reprinted with permission from [116]. Copyright © 2003, American
Chemical Society.



allowing detection of a good number of sequences by the
spatial localization of complementary sequences on the
array.

21.4.5. Intracellular Detection of mRNA Using
Molecular Beacons

An ability to monitor gene expression in a single cell would
be of great value in cell biology. However, detection of spe-
cific messenger RNAs within a cell is a challenging task.
Staining with nucleic acid probes will label both DNA and
RNA. Even if a stain is specific for RNA, it will stain all the
RNA, not just the desired gene product. Molecular beacons
can be used to monitor specific mRNAs in living
cells.122–124

Figure 21.39 shows light and fluorescence images of
mammalian kidney cells.124 The light image shows a cluster
of five cells. One cell was microinjected with a molecular
beacon specific for β-actin mRNA. The fluorophore was
TAMRA and the quencher dabcyl. The images were record-
ed with an intensified CCD camera so the different colors
represent different intensities. The fluorescence images
taken at 3-minute intervals show a progressive increase in
fluorescence intensity. Only the single microinjected cell
showed this emission. Control experiments showed that a
nonspecific molecular beacon did not display a time-
dependent increase in intensity. This control experiment
indicates that the increase in intensity is due to the mRNA
for β-actin and not the result of hydrolysis of the molecular

beacon. This result shows that molecular beacons can be
used to study gene expression in living cells.

21.5. APTAMERS

Molecular beacons are used to detect the presence of spe-
cific sequences in biological samples. Specially designed
sequences of DNA can also be used to detect other mole-
cules that are not nucleic acids. These nucleic-acid se-
quences that bind to specific molecules are called aptamers.
Specific detection by aptamers depends on specific interac-
tions with the analyte as well as base pairing between dif-
ferent parts of the aptamer.

The concept of an aptamer is best illustrated by a spe-
cific example.125–126 Figure 21.40 shows an aptamer that
binds cocaine. This aptamer contains a fluorescein donor
and a dabcyl acceptor. Cocaine binds to a central region of
the aptamer, which then forms additional base pairs be-
tween the two ends of the aptamer. This folding brings the
donor and acceptor closer together and results in quenching
of fluorescein by the dabcyl acceptor (Figure 21.41). Addi-
tion of closely related molecules does not result in donor
quenching.

Aptamers provide a general approach to the design of
reagents with high affinity for the desired species.127–131

Aptamers can be made from DNA or RNA. The specificity
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Figure 21.38. Surface-bound molecular beacon with quenching by a
gold surface. The CCD photons shows epifluorescence confocal
microscope image of the surface-bound beacon in the absence (top)
and presence (bottom) of the target sequence. Reprinted with permis-
sion from [121]. Copyright © 2003, American Chemical Society.

Figure 21.39. Light and fluorescence images of kangaroo rat kidney
cells. The fluorescence images are taken at 3-minute intervals follow-
ing microinjection of a molecular beacon specific for β-actin mRNA.
The molecular beacon contained TAMRA and a dabcyl acceptor.
Revised and reprinted with permission from [124]. Copyright © 2001,
American Chemical Society.



of aptamers can be as high as that obtained with antibodies.
The base sequence of an aptamer determines its binding
specificity. The sequence is determined by a procedure
called Selex: selective enrichment of ligands by exponential
enrichment. The procedure starts with a library of random
DNA or RNA sequences that are flanked by the primer
sequences used for polymerase chain reaction (PCR). The
library is enriched for the molecule of interest, typically by
binding to a chromatography column that contains this mol-
ecule. The oligomers that bind to the column are eluted, and
amplified by PCR, followed by additional rounds of enrich-
ment and selection. Finally the enriched library is cloned
and sequenced, followed by selection of those sequences
with the optimal binding affinity for the molecule of inter-
est. Aptamers have been designed for a variety of molecules
including cAMP,132 adenosine,133 steroids,134 carbohy-
drates,135 and the protein HIV reverse transcriptase.136–137

Aptamers can contain more than one oligonucleotide, as
shown for the aptamer that binds rATP (Figure 21.42). The
aptamer consists of two oligonucleotides, one labeled with

a rhodamine donor and the other with a dabcyl acceptor.125

Addition of rATP results in binding of the two oligonu-
cleotides to two rATP molecules. This binding results in
quenching of the rhodamine donor, which only occurs in
the presence of rATP and not the other ribonucleotides (Fig-
ure 21.43).

Aptamers can be designed for proteins as well as for
small molecules. Platelet-derived growth factor (PDGF)
stimulates cell division and cell proliferation, and is a
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Figure 21.40. Structure of DNA aptamer that binds cocaine; F is flu-
orescein and D is dabcyl. Reprinted with permission from [126].
Copyright © 2001, American Chemical Society.

Figure 21.41. Donor intensity of the cocaine-binding aptamer in the
presence of cocaine (1, !), benzoyl-ecgonine (2, �) and ecgonine
methyl ester (3, �). Reprinted with permission from [126]. Copyright
© 2001, American Chemical Society.

Figure 21.42. DNA aptamer specific for rATP; R is rhodamine and D
is dabcyl. Reprinted with permission from [125]. Copyright © 2000,
American Chemical Society.

Figure 21.43. Rhodamine donor intensities of the aptamer shown in
Figure 21.42 in the presence of ribonucleotides. Reprinted with per-
mission from [125]. Copyright © 2000, American Chemical Society.



potential protein marker for cancer diagnosis. PDGF is typ-
ically detected using ELISA or radiotracer methods. Figure
21.44 shows a fluorophore-labeled aptamer specific for
PDGF. Upon addition of PDGF the anisotropy increases
more than twofold.138 This result shows that other fluores-
cence parameters can be used with an aptamer, not just
RET. The twofold increase in anisotropy is probably larger
than could be obtained with a fluorescein-labeled antibody.
The molecular weight of IgG is near 150,000, and an Fab
fragment has a molecular weight near 50,000. For proteins
of this size the fluorescein anisotropy would be near its
maximal value before binding to PDGF. The smaller size of
the aptamers and their high degree of flexibility in the
absence of ligand should result in similar anisotropy
changes in other aptamers.

21.5.1. DNAzymes

The uses of aptamers have been extended to include DNA
sequences that have enzymatic activity,139–140 analogous to
the activity displayed by ribozymes. A combination apta-

mer-DNAzyme was developed for detection of lead
ions.141–142 The aptamer contained two parts that were
labeled with a TAMRA donor or a dabcyl acceptor. These
two oligomers spontaneously hybridized, which resulted in
quenching of TAMRA by RET (Figure 21.45). Upon addi-
tion of Pb2+ the DNAzyme undergoes autocatalytic cleav-
age to release the fragments of the cleaved oligomer. The
donor intensity increases when the quencher oligomer is
released, which can be used to perform assays for lead.
Aptamer technology may evolve to create a new class of
sensors with high specificity and enzymatic activity.

21.6. MULTIPLEXED MICROBEAD ARRAYS:
SUSPENSION ARRAYS

In Section 21.9 we will describe detection of DNA se-
quences using two-dimensional arrays of capture oligomers
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Figure 21.44. Structure of a fluorescein-labeled aptamer specific for
PDGF. The lower panel shows the fluorescein anisotropy. Revised and
reprinted with permission from [138]. Copyright © 2001, American
Chemical Society.

Figure 21.45. Detection of Pb2+ using a DNAzyme. The fluorophore
is TAMRA and the quencher is dabcyl. From [142].



on a glass support. These arrays are expensive to produce
and the surface-localized molecules require long times to
reach equilibrium binding. An alternative for multiplex
assays is the use of optically coded beads or suspension
arrays.143–147 This approach is based on beads with unique
optical signatures. The surface of each bead contains mole-
cules that bind to a single analyte or single DNA oligomer.

The concept of a suspension array is shown in Figure
21.46. In this example the polymer beads contain varying
amounts of semiconductor nanoparticles or quantum dots
(QDs) with different emission wavelengths. QDs are
described in Chapter 20. If it is possible to distinguish ten
different intensity levels and six wavelengths then one mil-
lion unique codes can be created. In practice the number of
detectable unique codes is likely to be less. Suspension
arrays can also be created using different types of fluo-
rophores.146 However, the width of emission spectra usual-
ly limits the number of unique wavelengths. Quantum dots
are well suited for multiplex assays.148 The narrow emission
spectra allows a reasonable number of different emission
wavelengths, as is shown by a photograph of QD suspen-
sions illuminated with a UV lamp (Figure 21.47). The pho-

tostability of QDs is also important for a multiplex assays
because the relative intensities as well as the wavelengths
are used to identify the beads.

Suspension arrays can be used to rapidly detect the
presence of DNA sequences in a mixture.148 This is accom-
plished by attaching a different capture oligomer to each
type of bead (Figure 21.48). The beads are mixed with the
DNA sample. Each type of bead and hence each sequence
is identified by its emission spectrum. If a labeled oligomer
binds to a particular bead then an additional emission peak
is seen from this bead. The mixture of oligomers can all be
labeled with the same fluorophore because the bead identi-
fies the sequence and the fluorophore emission indicates the
presence or absence of the sequence in the sample.

Figure 21.49 shows emission spectra of several types
of microbeads. The top panels show the bead with a 1:1:1
intensity ratio before and after incubation with the target
sequence labeled with Cascade Blue. Emission from the
target sequence is seen near 440 nm. The lower panels show
detection of different target sequences with different
microbeads. In practice it would be necessary to collect
such data from a larger number of beads. This can be
accomplished using flow analysis similar to that used in
flow cytometry or DNA fragment size analysis (Section
21.2.3).

21.7. FLUORESCENCE IN-SITU HYBRIDIZATION

Fluorescence in-situ hybridization (FISH) is a widely used
method in cell biology, medical testing, and geno-
mics.149–152 The concept of FISH is shown in Figure 21.50.
The DNA to be tested, typically metaphase chromosomes,
is exposed to fluorescently labeled probe DNA. The expo-
sure conditions result in denaturation of the chromosomes
and hybridization of the chromosomes with the probe DNA.
The probe DNA has a base sequence directed toward one or
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Figure 21.46. Optical coding of microbeads based on emission inten-
sity and wavelengths. From [147].

Figure 21.47. Real-color photograph of ZnS-capped CdSe quantum
dots excited with a near-UV lamp. From [148].



more chromosomes. The probe DNA is labeled with one or
more fluorophores. Following exposure to the probe DNA,
one or more of the chromosomes become fluorescent.
Alternatively, the probe DNA can be specific for the cen-
tromeric or telomeric region of chromosomes, in which
case only the ends of the chromosomes become fluorescent.

DNA probes can also be specific for small regions of DNA
representing one or several genes. FISH can also be used
with dispersed DNA in interphase cells, typically to detect
individual genes. When first introduced in-situ hybridiza-
tion was performed using radioactive traces and radiogra-
phy. At present in-situ hybridization is performed almost
exclusively using fluorescence.

21.7.1. Preparation of FISH Probe DNA

Preparation of probe DNA to identify individual genes is
relatively straightforward. A DNA oligomer with the gene
sequence and appropriate primer sequences is synthesized.
This task was aided by completion of the human genome in
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Figure 21.48. Schematic of a DNA hybridization array using QD-labeled microbeads. From [148].

Figure 21.49. Emission spectra of a single type of microbead after
equilibration with its target sequence. The target oligomer was labeled
with Cascade Blue emitting near 440 nm using biotin-streptavidin
chemistry. From [148].

Figure 21.50. Schematic of fluorescence in-situ hybridization (FISH).



2001. The DNA can be amplified using DNA polymerase
and/or PCR. Fortunately, it is possible to incorporate a high
density of fluorophores into the probe DNA. This is accom-
plished using labeled deoxynucleotide triphosphates
(dNTPs). Several labeled dNTPs are shown in Figure 21.51.
Note that these labeled bases contain the 3' hydroxyl group
so that the DNA strand can be continued, in contrast to the
ddNTPs shown in Figure 21.1. These nucleotides can be
incorporated at reasonable densities without interfering
with hybridization or base pairing. A wide variety of fluo-
rophores can be used. The highest sensitivity has typically
been found using rhodamines,152 which are more photo-
stable than fluorescein. These probes can be used to identi-

fy regions of a chromosome or the location of a gene with-
in a chromosome (Figure 21.50).

More complex procedures are needed to prepare probe
DNA to entirely label or paint a selected chromosome. This
requires that the probe DNA contains a large number of dif-
ferent sequences so that the entire chromosome is labeled.
At the same time the probe DNA cannot contain sequences
that bind to the other chromosomes. This task is made more
complex by the presence of repetitive sequences that are
present in all the chromosomes. The preparation of probe
DNA to paint individual chromosomes starts with isolation
of the individual chromosomes using flow cytometry. The
chromosomal DNA is then amplified using PCR in the pres-
ence of the labeled nucleotide. The DNA can also be
labeled using nick-translation. In this procedure the DNA is
incubated with DNAase I, DNA polymerase, as well as
labeled and unlabeled nucleotides. The enzymes partially
cleave the DNA, remove nucleotides, and replace the nu-
cleotides with labeled nucleotides from the reaction mix-
ture. This procedure also reduces the average size of the
DNA fragments, which improves the rate of hybridization.
Because of the repetitive sequences that appear in all the
chromosomes, the probe DNA described above will bind to
these regions in all the chromosomes. These sequences are
removed by incubation with a competitor DNA sample that
contains these sequences, forming double-helical DNA that
contains the unwanted sequences. An excess amount of the
competitive DNA is used to prevent binding of these
sequences to the chromosomes.

FISH is usually performed on fixed cells on micro-
scope slides. Prior to fixation the cells can be trapped in the
metaphase by colchicine, which interferes with mitosis.
Following fixation unwanted cellular components are
removed with enzymes and/or solvents. Considerable
experimentation and testing is needed to identify the
detailed treatments needed to prepare useful samples.150

The fixed preparations are then incubated with various sol-
vents and at elevated temperatures to allow the probe DNA
to hybridize with the chromosomes.

21.7.2. Applications of FISH

FISH has numerous applications in cell biology and genet-
ic testing.153–154 Some examples include studies of gene
expression,155 detection of the gene for Duchenne muscular
dystrophy,156 detection of the human papillomavirus
thought responsible for cervical cancer,157 and fetal sex
determination from amniotic fluid.158 The power of FISH
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Figure 21.51. Emission spectra of fluorescent deoxynucleotide for
incorporation into DNA FISH probes. The fluorophore can be fluores-
cein (FL), or one of a variety of other fluorophores such as tetramethyl
rhodamine (TMR), Texas red (TR), or cascade blue (CB). From
Molecular Probes literature.



can be illustrated by several examples. Figure 21.52 shows
metaphase chromosomes from a human-hamster hybrid cell
line.150 All the chromosomes were stained with a nonspecif-
ic probe with blue emission. The chromosomes were
exposed to a FISH probe specific for human chromosome 4.
The yellow emission from this probe shows the cell con-
tains three copies of this chromosome.

FISH can be used to locate individual genes instead of
painting entire chromosomes (Figure 21.53). Methaphase
mouse tumor chromosomes were stained with DNA probes
specific for the immunoglobulin heavy-chain locus (red) or
for the c-myc gene (green). In this case only small regions
of the chromosome are labeled.150 The interphase nucleus in
the lower right released some of its DNA during sample
preparation. FISH can also be applied to interphase nuclei
when the DNA is not condensed into chromosomes. An
interphase cell was stained with three gene-specific probes,
one with green emission and two with red emission (Figure
21.54). The image shows that the gene labeled with the
green probe is localized between the two other genes.

21.8. MULTICOLOR FISH AND 
SPECTRAL KARYOTYPING

Suppose it is necessary to identify each of the chromosomes
by staining with FISH probes. Because of the width of the
emission from most fluorophores it is not possible to visu-
ally identify more than about five fluorophores. Identifica-
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Figure 21.52. FISH of a human-hamster hybrid cell. All the chro-
mosomes are stained uniformly using a nonspecific probe like
DAPI. Three copies of human chromosome 4 were identified by a
probe (yellow) specific for this chromosome. From [150].
Courtesy of Dr. Thomas Ried from the Center for Cancer
Research (NCI/NIH).

Figure 21.53. Mouse tumor metaphase chromosomes stained for the
immunoglobulin heavy chain locus (red) and the c-myc gene (green).
All the DNA was stained with a nonspecific blue fluorophore. Image
courtesy of Dr. Thomas Ried from the Center for Cancer Research
(NCI/NIH).

Figure 21.54. Labeling of an interphase nucleus with three gene-spe-
cific probes. Images courtesy of Dr. Thomas Ried from the Center for
Cancer Research (NCI/NIH).



tion of all 24 chromosomes could be accomplished by
sequential staining with different DNA probes, but this is
impractical. This problem of chromosome identification
was solved using mixtures of fluorophores in each DNA
probe. The fluorophore mixtures are designed so that the
emission spectrum of each mixture can be uniquely identi-
fied and assigned a pseudocolor. The DNA probe is now a
complex mixture containing different sequences to label the
entire chromosome and different fluorophore ratios to yield
24 individually identifiable emission spectra. The fluo-
rophores are usually attached to the DNA in two different
ways. Some fluorophores are attached directly, as shown in
Figure 21.51. Some fluorophores are attached indirectly
using protein linkers. This is accomplished using biotin or
digoxigenin-labeled nucleotides. These nucleotides are then
labeled with avidin or antibodies that have covalently linked
fluorophores.

Two approaches are used to record the spectral infor-
mation, multicolor FISH (m-FISH),159–161 and spectral
karyotyping (SKY).162–165 In m-FISH the emission is
imaged through several filters. These images are used to
identify the mixture which stained each chromosome. In
SKY the emission is imaged through an interferometer that
is scanned to obtain the spectral information (Figure 21.55).
The value of spectral labeling of the chromosomes is shown
by the images on the right side of Figure 21.55. The display
colors, which approximate the true colors, are essentially

the same for all six chromosomes. However, three of the
chromosomes are labeled with Cy3 and three with Texas
Red. Use of the emission spectra allowed the identity of the
chromosomes to be determined, and each type was assigned
a different pseudocolor.

Spectral karyotyping has been extended to allow for
identification of all 24 chromosomes (Figure 21.56). The
display colors approximate the visual appearance of the
painted chromosomes. The spectral distribution is used to
identify each chromosome based on the known spectral dis-
tribution of the painting probes.165 Each spectral distribu-
tion is assigned a pseudocolor that allows visual discrimina-
tion. The chromosomes can then be easily paired and ana-
lyzed.

Spectral karyotyping and m-FISH provide an approach
to the study of abnormal cells.162 Figure 21.57 shows a
chromosomal image from an ovarian cancer. The image on
the left is an inverted DAPI image, which is used because it
approximates the Giemsa stains familiar to cell biologists.
The middle panel is an RGB image created from separate
images taken through three different emission filters which
is intended to represent the visual image. The device shown
in Figure 21.55 was used to identify the spectral signatures.
The SKY images show that there have been many chromo-
somal rearrangements, which can be seen from chromo-
somes that are assigned multiple pseudocolors. SKY and
m-FISH provide a means to detect chromosome abnormal-
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Figure 21.55. Principle of spectral imaging and karyotyping. The wavelength distribution of the emission is determined with an interferometer. The
results can be displayed as true colors (display color) or pseudocolor (clarification color). From [165].



ities and rearrangements, as well as monitoring bone mar-
row cells following transplantation and cancer thera-
py.166–172 The use of FISH relies on methods for labeling
DNA, computerized imaging, and high, sensitivity CCD
detection. FISH technology represents a combination of
modern optics, molecular biology, and fluorescence spec-
troscopy, and promises to become a central tool in molecu-
lar medicine.

21.9. DNA ARRAYS

DNA arrays provide a method for parallel high-throughput
analysis of gene expression. This capability has resulted in
a paradigm shift in biological research. Traditional experi-
ments in gene expression studied one or a few genes in an
organism. Presently it is possible to simultaneously study
the expression of thousands of genes in a single experi-
ment.173–180

DNA arrays consist of regular arrays of DNA frag-
ments or oligomers on a solid support, usually glass micro-
scope slides. These slides can contain more than 20,000 dif-
ferent sequences or more in only a few square centimeters
of area. There are two general methods to prepare arrays, by
mechanical spotting of DNA solutions on slides or by light-
generated arrays. Spotted arrays are now being produced in
individual laboratories and in core facilities. Light-generat-
ed arrays are more expensive to produce and are usually
manufactured commercially.

21.9.1. Spotted DNA Microarrays

Preparation of a DNA array is somewhat expensive and
complex (Figure 21.58). DNA clones are prepared by one
of several available methods.180 Usually mRNA is isolated
from the desired sample and used to create cDNA using
reverse transcriptase. The use of mRNA or cDNA results in
DNA fragments that represent the expressed genes. The use
of mRNA or cDNA is generally preferable to using the
entire genome, which contains many regions that are repet-
itive or not converted into gene products. The DNA clones
are then spotted onto microscope slides. Prior to spotting,
the slides are treated with polylysine or an aminosilane
reagent to cover the surface with positive charges, which
results in DNA binding to the surface. After drying, the
slides are illuminated with UV light, which probably
crosslinks the DNA to the surface. The surface is then treat-
ed with succinic anhydride to remove the positive charges
on the surface, which would result in nonspecific binding.
Spotting of the slides is accomplished using automated
instruments designed for this purpose.181 Spotting is usual-
ly done using small capillaries that make contact with the
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Figure 21.56. Spectral karyotyping of 24 human chromosomes using 24 pointing probes. From [165].

Figure 21.57. Chromosome images of an ovarian carcinoma. Left,
inverted DAPI image. Middle, RGB image. Right, SKY classification
image. From [162].



slide (Figure 21.59). The microarrays can also be spotted
using ink jet or bubble jet technology.182–184

DNA microarrays with a modest number of spots can
be used for specific diagnostic tests or bioassays. Microar-
rays with a larger number of surface-bound oligomers are
often used to measure profiles of gene expression.185 A
schematic of these experiments is shown in Figure 21.60.
Messenger RNA is isolated from two samples that originate

with the same organism or cell line, but which have been
treated differently. One sample serves as the control. The
other sample is stimulated to divide or is treated in a way
that affects the cell. The mRNA is isolated from both sam-
ples and converted to cDNA. During synthesis the cDNA is
labeled using fluorescent oligonucleotides, typically con-
taining Cy3 and Cy5. These two samples of cDNA are then
coated over all the spots and allowed to hybridize. The con-
centrations of cDNA are adjusted so that the amounts are
less than that bound to the surface. Under these conditions
the amount of labeled cDNA bound is roughly proportional
to the amount in the samples.

The relative level of each cDNA is determined from the
relative intensities of the two fluorophores on each spot of
the array. Figure 21.61 shows a portion of an array. The
color image is usually constructed from the relative intensi-
ties of the green Cy3 emission and the red Cy5 emission. In
this experiment the CDKN1A gene is overexpressed in the
sample relative to the control, and the MYC gene is under-
expressed. These expression levels are seen from the red
spot for CDKN1A and a green spot for MYC, or from the
intensity traces for this row of spots (lower panel). The
other spots are yellow, which indicates that the expression
levels of these genes are the same in the control and the
sample.

DNA arrays can contain large numbers of genes. The
array in Figure 21.62 contains more than 9000 genes from
the plant Arabidopsis. The color of each spot indicates the
relative expression level of each gene. By using such arrays
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Figure 21.58. Use of DNA arrays for gene expression profiling. From
[178].

Figure 21.59. Apparatus for making spotted DNA microarrays. From [175].



it is possible to study how families of genes are activated in
response to stimuli or at different phases of the growth
cycle.

21.9.2. Light-Generated DNA Arrays

DNA arrays can also be made using a combination of pho-
tochemistry and photolithography.187–189 This approach is
shown in Figure 21.63. The surface is coated with a protect-
ed hydroxyl groups. Regions of the surface are deprotected
by light and coupled to a nucleotide. Another region of the
surface is then deprotected and another nucleotide is added.
This process is repeated until the oligomers are 15 to 25
bases long. Up to 300,000 oligonucleotides can be synthe-
sized and located in a 1.28 x 1.28 cm array. Typically a sin-
gle gene is represented by about 20 oligomers. These light-
generated arrays are manufactured by Affymetrix Inc. Gene
chips are available for a number of organisms. It appears
that the expression levels are determined by intensities at a
single wavelength rather than by intensity ratios for differ-
ent wavelengths. Light-generated arrays can also be made
using micromirror arrays or digital light processors.190–191
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PROBLEM

P21.1. Spectra Observables Useful for DNA Sequencing:
Intensity, intensity-ratio, and lifetime measurements
have been used for DNA sequencing. Suggest reasons
why anisotropy and collisional quenching have not
been used for DNA sequencing.
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Fluorescence microscopy is one of the most widely used
tools in the biological sciences. There has been a rapid
growth in the use of microscopy due to advances in several
technologies, including probe chemistry, confocal optics,
multiphoton excitation, detectors, computers, and geneti-
cally expressed fluorophores such as GFP. Perhaps the most
limiting aspect of fluorescence microscopy is knowledge of
the local probe concentrations within the cell. These con-
centrations are usually variable based on the affinity of the
fluorophore for various biomolecules within the cell. For
example, probes such as DAPI and Hoechst have affinity
for nucleic acids and are primarily nuclear stains. Probes
such as rhodamine 123 have affinity for mitochondria. The
known affinities of probes for specific biomolecules is a
basic tool of optical microscopy, histology, and fluores-
cence microscopy. However, in general, the concentrations
of the probes in each region of the cell are not known.

In the 1980s the use of fluorescence microscopy ex-
panded from staining biomolecules within cells to studies
of the intracellular concentrations of ions and to detection
of association of reactions within the cells. This emphasis
on intracellular physiology required different types of fluo-
rophores, ones which changed their spectral properties in
response to the ion or in response to the binding reaction of
interest. The best-known examples of such probes are the
wavelength-ratiometric probes for cell calcium (Chapter
19). Wavelength-ratiometric probes were needed because
the local concentrations of fluorophores within cells are not
known. These concentrations are unknown because the
probes diffuse rapidly, undergo photobleaching, and can be
washed out of the cells. Also, the quantum yields of probes
can change due to the local environment. Even if the local
intensity of a fluorophore is measured it is difficult to use
the intensity to determine the local concentration. Without
knowledge of the probe concentration it is not possible to
make quantitative use of intensity measurements within the
cells.

Wavelength-ratiometric probes provide a way to make
measurements that are independent of the local probe con-
centrations. Suppose the emission spectrum of a fluo-
rophore changes in response to calcium. The ratio of the
emission intensities at two wavelengths will depend on the
calcium concentration, but the ratio will be independent of
the probe concentration. This ratiometric measurement
allows quantitative information to be obtained from the
images without precise knowledge of the probe concentra-
tions in each region of the cell.

Fluorescence-lifetime imaging microscopy (FLIM)
provides measurements that are independent of probe con-
centration. The intensity of a fluorophore depends on its
concentration. However, the lifetime of a fluorophore is
mostly independent of its concentration. Suppose the life-
time of a probe changes in response to pH, calcium, or
some other analyte. If the lifetime is measured this value
can be used to determine the analyte concentration, and the
determination will be independent of the probe concentra-
tion.

The concept of fluorescence-lifetime imaging is illus-
trated in Figure 22.1. Suppose that the cell has two regions,
each with an equal steady-state fluorescence intensity.
Assume further that the lifetime of the probe in the central
region of the cell (τ2) is several-fold longer than that in the
outer region (τ1). The longer lifetime in the central region
could be due to the presence of an ionic species such as cal-
cium, binding of the probe to a macromolecule, or other
environmental factors. The quantum yields of the probe in
the central and outer regions could be the same or different
due to interactions of the probe with biomolecules. The
concentrations of the probe could be different due to partial
exclusion of the probe from some region of the cell. The
intensity image will not reveal the different environments in
regions 1 and 2 (lower left). However, if the lifetimes were
measured in regions 1 and 2 then the distinct environments
would be detected. FLIM allows image contrast to be based
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on the lifetimes in each region of the cell, which can be pre-
sented on a color scale or as a 3D surface in which the
height represents the local decay times.

The concept of FLIM is an optical analogue of magnet-
ic resonance imaging (MRI). In MRI the proton relaxation
times at each location in the patient are measured. The
numerical value of the relaxation time is used to determine
the contrast in the calculated image. The MRI images are
presented as grayscale images because they are familiar to
radiologists. The local chemical composition of the tissue
determines the proton relaxation times. MIR image contrast
is not based on signal intensity or proton concentration. The
contrast in FLIM is determined by similar principles. The
local environment determines the fluorescent lifetime,
which is then used to calculate an image that is independent
of probe concentration.

It is more difficult to measure lifetimes than intensities.
So what is the value of FLIM? The advantages of lifetime
imaging frequently justify the effort. There are a relatively
small number of wavelength-ratiometric probes useful for
intracellular use. Most of the available wavelength-ratio-
metric probes are for the divalent ions calcium and magne-
sium. There are fewer wavelength-ratiometric probes for
the monovalent ions sodium and potassium, and these
probes are more difficult to use. The wavelength-ratiomet-
ric probes for sodium absorb in the UV and display only
small spectral changes. There are a larger number of probes
that display changes in lifetime in response to ions or the
environment, without displaying spectra shifts. For exam-
ple, there are several long-wavelength probes for sodium
that change intensity but not wavelength (Chapter 19).
Probes for chloride are based on collisional quenching,

which decreases the lifetimes but does not cause a spectral
shift. In general, there are more lifetime probes for ions
than there are wavelength-ratiometric probes.

Another advantage of lifetime imaging is that intracel-
lular measurements of FRET using the donor lifetimes can
be more reliable than intensity measurements of the donor
and/or acceptor. Suppose the cell contains two proteins that
associate with each other in response to a stimulus, and that
the proteins are labeled each with a donor or acceptor. In
principle the extent of association can be determined from
the decrease in donor intensity. However, since the local
donor concentration is not known the extent of quenching
cannot be determined from the donor intensity alone. The
intensity of the donor in the absence of acceptor must also
be known. Such control measurements are difficult to per-
form when using cells. Why not use the donor-to-acceptor
intensity ratio? This ratio is difficult to use because the local
acceptor concentration is also unknown and the donor and
acceptor labeled proteins may not be present at equal con-
centrations within the cell. The intensity ratio can be differ-
ent due to different donor and acceptor concentrations as
well as differences in the RET efficiency. Determination of
the extent of binding is more straightforward using the
donor lifetime. The donor lifetime will be decreased by
FRET to a bound acceptor. The donor lifetime will not be
affected by an acceptor-labeled protein that is not bound to
the donor-labeled protein. If the donor intensity is well
above the background intensity the donor lifetime will be
independent of its concentration.

Creation of a lifetime image with reasonable spatial
resolution requires measurement of 256 x 256 or more indi-
vidual lifetime measurements, or even more lifetimes if
higher spatial resolution is required. Additionally, the life-
times have to be measured using a microscope. There are
two general approaches to FLIM. The FLIM images can be
measured using scanning methods when the lifetime is
measured at discrete locations. Lifetime images can also be
measured by wide-field methods even in solution when a
time-resolved imaging detector is used. Because of the dif-
ficulty of measuring a single lifetime the concept of lifetime
imaging seemed impractical with the technology available
in the 1980s and early 1990s. Even if such measurements
could be performed, the data acquisition times would be
excessively long, precluding studies of live cells. At present
the situation is completely different. Because of advances in
technology FLIM studies of cells are now practical, and are
becoming almost routine. FLIM can be performed using
time-domain or frequency-domain methods, and by variants
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Figure 22.1. Intuitive presentation of the concept of fluorescence-
lifetime imaging (FLIM). The object is assumed to have two
regions that display the same fluorescence intensity but different
decay times, τ2 > τ1.



of these methods, and the use of FLIM is increasing in the
biosciences.

22.1. EARLY METHODS FOR FLUORESCENCE-
LIFETIME IMAGING

In Chapter 4 we mentioned that the first lifetimes were
measured by the phase method. Similarly, the first lifetime
images were obtained using a phase method. In the late
1980s it was not practical to create a lifetime image using
pixel scanning, and a wide-field method was needed. CCD
cameras were available for wide-field steady-state imaging.
However, CCDs are slow accumulating detectors which do
not provide an opportunity for the nanosecond time resolu-
tion needed for FLIM. This problem was solved by using a
gain-modulated image intensifier as an optical phase-sensi-
tive detector.1–4

In Section 5.12 we described phase-sensitive detection.
The phase angle of the detector is set at a known value rel-
ative to the phase of the incident light and the phase-sensi-
tive intensity is measured. The phase-sensitive intensity is a
steady-state signal that is proportional to cos(θ – θD) where
θD is the phase angle of the detector and θ is the phase angle
of the emission. If the phase-sensitive intensity is measured
using several detector phase angles then the phase angle or
lifetime of the emission can be determined. Phase-sensitive
detection can be used to measure lifetime images using an
image intensifier instead of a PMT (Figure 22.2). In this fig-

ure the sample consists of four cuvettes, each containing a
fluorophore with a different lifetime or a calcium-sensitive
fluorophore. These cuvettes are illuminated with the same
laser beam. The phase and modulation of the emission from
each cuvette is different due to the different decay times.

Lifetime imaging was accomplished by measuring the
images using a frequency-modulated image intensifier. The
gain or voltage across the intensifier is modulated at the
same frequency as the frequency of the modulated excita-
tion, and the signals are phase locked so there is no drift
between them. This measurement results in a constant
image where the intensity at each location in the image is
proportional to cos(θ(r) – θD) where θ(r) is the phase angle
of the emission at position r. The image intensifier contains
a phosphor screen where the brightness is proportional to
the intensity, and the intensity is recorded with a CCD cam-
era. The result is a steady signal from each cuvette, which
is the phase-sensitive intensity. This configuration results in
an optical phase-sensitive detector operating at the same
frequency as the light modulation. This approach is analo-
gous to using a PMT as a high-frequency phase-sensitive
detection.5

Measurement of a single phase-sensitive intensity is
not adequate to determine the lifetime. The phase angle and
modulation of the emission can be determined by collection
of a series of phase-sensitive images using different detec-
tor phase angles. At any position in the sample the phase-
sensitive intensity is given by

(22.1)

In this expression mD is the modulation of the detector, m(r)
is the modulation of the emission at position r, k is a con-
stant, and C(r) is the concentration or steady-state intensity
of the fluorophore at position r. The detector is in phase
with a zero lifetime when the detector angle θD = 0.

Measurement of lifetimes from the phase-sensitive
intensities is illustrated in Figure 22.3. The cell is illuminat-
ed with light modulated at 80 MHz. The phase angle and
modulation of the emission is different in these two regions
because of the different lifetimes. The phase-sensitive
intensities and modulations are different in each region of
the cell due to the different lifetimes. The phase angles and
modulations in each region are determined by fitting the
phase-sensitive intensities to a cosine function. The phase
angle or modulation image is then used to calculate the life-
time image.

I(θD,r ) � kC(r )  ( 1 �
1

2
 mDm(r )  cos{ θ(r ) � θD } )
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Figure 22.2. Schematic diagram of an FLIM experiment. The "object"
consists of a row of four cuvettes each with a different fluorophore or
a calcium-sensitive fluorophore with different calcium concentrations.
The lifetime of the four samples are different. These cuvettes are illu-
minated with intensity-modulated light. The emission is detected with
a phase-sensitive image intensifier, which is imaged onto a CCD cam-
era. The light source is a pulsed laser.



22.1.1. FLIM Using Known Fluorophores

The actual use of phase-sensitive images to measure life-
time images is shown in Figure 22.4. The excitation is
passed through four cuvettes, each containing a fluorophore
with a different lifetime. DMSS has the shortest lifetime,
smallest phase angle, and highest modulation. 9-Cyanoan-
thracene has the longest lifetime, largest phase angle, and
smallest modulation. The phase-sensitive intensities at the
various detector phase angles can be fit to determine the
phase angle and modulation of the emission. Since the
phase-sensitive intensities were measured using an imaging
detector, the data can be used to create an image when the
contrast or color is based on phase angle, modulation or
apparent lifetime.

22.2. LIFETIME IMAGING OF CALCIUM 
USING QUIN-2

22.2.1. Determination of Calcium Concentration
from Lifetime

Lifetime imaging depends on the use of a probe that
changes lifetime in response to a change in conditions.
Imaging of calcium concentrations requires a probe that
displays calcium-dependent lifetimes. Figure 22.5 shows
non-imaging frequency-domain data for the calcium probe
Quin-2 with various concentrations of calcium.6 The fre-
quency response shifts dramatically to lower frequencies at

higher concentrations of calcium. At intermediate calcium
concentrations near 8 nM the decays are multi-exponential,
as can be seen from the shape of the frequency response.
The data were fit globally to two lifetimes: τ1 = 1.38 ns and
τ2 = 11.58 ns, with amplitudes that depend on the calcium
concentration.

The data in Figure 22.5 can be used to create a calibra-
tion curve for calcium (Figure 22.6). These curves can be
used to determine the concentration of calcium from the
phase or modulation of the emission. It is important to rec-
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Figure 22.3. Schematic of lifetime imaging using phase-sensitive
images.

Figure 22.4. Phase-sensitive intensities of standard fluorophores at
various detector phase angles. The decay times from left to right
are 0.04 ("), 1.10 (∆), 3.75 (!), and 9.90 ns (�). The modulation fre-
quency was 49.53 MHz. DMSS, 4-dimethylamino-ω-methylsulfonyl-
trans-styrene; 9-CA, 9-cyanoanthracene; POPOP, p-bis[2-(5-phenyl-
oxazazolyl)]benzene. θ1 is the arbitrary phase angle of the incident
light.

Figure 22.5. Frequency-domain intensity decays for Quin-2 with
varying concentrations of calcium. The data were fit globally with two
lifetimes τ1 = 1.38 ns and τ2 = 11.58 ns.



ognize that the calcium concentrations can be determined
using measurements at a single modulation frequency with-
out resolution of the multi-exponential decay. This is
because there is always a single phase angle and modula-
tion of the emission irrespective of the complexity of the
decay. Of course, a different calibration curve would be
obtained using different modulation frequencies.

22.2.2. Lifetime Images of Cos Cells

Once a calibration curve is known the phase and modula-
tion values can be used to determine calcium concentrations
in cells. Fluorescence intensity images for Quin-2 in three
Cos cells are shown in Figure 22.7. The intensity of Quin-2
is highly variable in different regions of the cells (top). The
intensity images alone do not indicate if the intensity differ-
ences are due to differences in Quin-2 concentrations or to
different calcium concentrations. Phase-sensitive images
were obtained using the apparatus shown in Figure 22.2 and
the phase angles determined at each location in the image.
In contrast to the intensities the phase angles are more con-
stant throughout the cells (Figure 22.7, middle). The phase
angle image can be converted to a calcium concentration
image (bottom) using a calibration curve like that in Figure
22.6. The calcium concentration appears higher in the
periphery of the cells than near the center. The regions of
lower calcium concentration correspond to regions of lower
phase angles. The calcium concentration images are more
constant than are the intensity images. This result indicates
that most of the intensity variations seen in Figure 22.7 are
due to differences in Quin-2 concentrations rather than
locally different calcium concentrations. The use of FLIM
allowed the calcium concentrations to be determined with-
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Figure 22.6. Dependence of the phase angle and modulation of Quin-
2 on the calcium concentration. Revised from [7].

Figure 22.7. Fluorescence imaging of Cos cells labeled with Quin-2.
Top, intensity. Middle, phase angle image at 45.53 MHz. Bottom, cal-
cium concentration image. The calibration curve used to calculate the
calcium concentration is different from Figure 22.6, and included a
photobleaching correction. Reprinted with permission from [7].



out knowledge of the local probe concentrations within the
cell.

22.3. EXAMPLES OF WIDE-FIELD FREQUENCY-
DOMAIN FLIM

Since the early use of FLIM for calcium imaging there has
been a dramatic increase in the use of FLIM.8–13 Several
methods can be used to create lifetime images, including
time-domain, frequency-domain, and gated methods. A
number of laboratories have constructed wide-field fre-
quency-domain FLIM instruments.14–19 Additional refer-
ences on FLIM methods and applications are listed in the
section entitled Additional Reading on Fluorescence-Life-
time Imaging Microscopy near the end of the chapter.

22.3.1. Resonance Energy-Transfer FLIM of 
Protein Kinase C Activation

Wide-field frequency-domain FLIM can be used to study
the activation of intracellular proteins. One example is the

use of FLIM to study protein phosphorylation in response
to stimuli.20–22 Figure 22.8 shows images of Cos7 cells that
expressed GFP-labeled protein kinase C (PKC). The inten-
sity images in the top panels show the locations of GFP-
labeled PKC. This protein is phosphorylated upon activa-
tion by the tumor-producing substance phorbol myristoyl
acetate (PMA). The cells were microinjected with Cy3.5-
labeled IgG that is specific for the phosphorylated epitope
of PKC. Binding of the labeled antibody to PKC is expect-
ed to reduce the lifetime of the GFP label by resonance
energy transfer to the acceptor Cy3.5.

The lower panels in Figure 22.8 show the lifetime
images of the three cells at various times. Initially the GFP
lifetimes are the same in all the cells and constant within the
cells. At later times the GFP lifetime in the central cell
decreases. All the cells were treated with PMA, and only
the central cell was injected with Cy3.5-labeled IgG specif-
ic for phosphorylated PKC. The lifetime of GFP-PKC in the
central cell decreases because of energy transfer to the Cy
3.5-labeled antibody. These images are not confocal so it is
difficult to know if phosphorylated PKC appears uniformly
throughout the cell or is localized near the membrane.
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Figure 22.8. Activation of lipid/calcium-dependent protein kinase C (PKC) in Cos7 cells. The top panels show the intensity images of GFP-tagged
PKC. All the cells were treated with phorbol myristoyl acetate (PMA). The lower panels show the GFP-lifetime images the central cell was injected
with Cy3.5-IgG specific for the phosphorylated epitope of PKC. Reprinted with permission from [22].



The images in Figure 22.8 show an advantage of using
lifetime images as compared to intensity images. In princi-
ple RET from GFP to Cy3.5 could have been measured
using intensity ratios of GFP to Cy 3.5. However, the ratios
would not allow the extent of RET to be calculated without
knowledge of the local concentrations of unbound acceptor.
The donor lifetime is not affected by unbound acceptor and
thus reflects the extent of acceptor binding to GFP-PKC
and the extent of its phosphorylation. The donor-to-accep-
tor intensity ratio would be dependent on the concentration
of unbound acceptor.

22.3.2. Lifetime Imaging of Cells Containing 
Two GFPs

GFP-labeled proteins are widely used in cellular imaging.
Because of the need to monitor more than a single intracel-
lular protein a number of GFP mutants have been developed
with different absorption and emission wavelengths. How-
ever, the wide absorption and emission spectra of the GFPs

limit the number that can be observed in a single experi-
ment. One approach to distinguishing more GFPs is to use
lifetimes instead of or in addition to wavelength to identify
the GFP.23

The possibility of resolving multiple GFPs using life-
times is shown in Figure 22.9. These panels show Vero cells
that are expressing more than one type of GFP. All the cells
express YFP5 in the cytoplasm that displays a lifetime near
3.4 ns. The cells also express GFP5 that displays a lifetime
near 2.2 ns. In the upper left GFP5 is located near the golgi.
In the other three cells GFP5 is localized in the nucleus. The
presence and location of GFP5 can be seen as a decrease in
lifetime in these regions of the cell. This effect is most obvi-
ous for the cell in case YFP5 was not present in the nucleus
(lower right), so that the emission is mostly due to GFP5,
which has a shorter lifetime. These results show how FLIM
can be used to resolved similar molecules in cells if the life-
times are different.

22.4. WIDE-FIELD FLIM USING A 
GATED-IMAGE INTENSIFIER

Another approach to lifetime imaging is analogous to the
pulse sampling method described in Section 4.8.1. Instead
of sinusoidally modulating the gain of the image intensifi-
er, the intensifier is gated on for short periods of time (Fig-
ure 22.10). The intensity images collected at various time
delays are used to calculate the lifetime at each pixel.24–35

The time intervals can be non-overlapping, as shown in Fig-
ure 22.10, or overlapping to provide a larger signal in each
image. Gated-image intensifiers are commercially available
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Figure 22.9. Lifetime images of Vero cells expressing two GFPs. All
cells express YFP5 (τ = 3.4 ns) in the cytoplasm. The cells in the upper
right and lower left express GFP5 localized in the nucleus. The cell in
the lower right does not have YFP5 in the nucleus so that only the
shorter lifetime GFP5 contributes to the signal. Reprinted with per-
mission from [23].

Figure 22.10. Schematic of FLIM using a gated-image intensifier.
Reprinted with permission from [35].



and in the past several years have become fast enough for
nanosecond FLIM.36–38

The lifetime images obtained using a gated-image
intensifier can be relatively free of noise. Figure 22.11
shows lifetime images of small samples of Coumarin-314
(τ = 3.46 ns) and of DASPI (τ = 143 ps). The images clear-
ly distinguish the two lifetimes, and the lifetime is constant
in each solution. FLIM with a gated intensifier has also
been applied to cellular imaging. In this case the time win-
dows for gating were 2 ns wide and spaced 1 ns apart.28 The
gated time intervals were overlapped in time. Figure 22.12
shows lifetime images of protein dimerization in mouse
pituitary cells. These cells expressed the transcription factor
EBP∆224, which was fused with GFP. Two fusion proteins
of this transcription factor were expressed, one with CFP
and another with YFP, which served as a donor–acceptor
pair. The presence of dimers of EBP∆224 is seen around the
periphery of the cell as a decreased lifetime for the donor.

22.5. LASER SCANNING TCSPC FLIM

An alternative to wide-field microscopy is laser scanning
microscopy (LSM). When using LSM the images are creat-
ed by sequentially measuring all the pixels in an image.39

This is accomplished by scanning a focused laser beam
across the sample and measuring the intensities at each
position. LSM is usually performed using confocal optics to
reject out-of-focus fluorescence. LSM is also performed

using multiphoton excitation, in which case out-of-plane
fluorescence is not excited and the confocal pinholes are
not needed. LSM offers many opportunities for lifetime
imaging because of the well-developed technology for
time-resolved measurements using point detectors such as
PMTs and APDs.

Figure 22.13 shows a schematic for TCSPC when
using a laser scanning microscope. The basic idea is to per-
form the TCSPC measurements while the laser scans across
the sample. At each point in the image the instrument meas-
ures a decay curve. This is possible because the repetition
rate of the laser is usually high enough that many excitation
pulses arrive during the dwell time at each pixel. For exam-
ple, if the dwell time is 20 µs and the laser repetition rate is
80 MHz, then 1600 pulses arrive at each pixel while scan-
ning a single image. The data are then stored in a three-
dimensional matrix. The x- and y-axes indicate the position
in the sample (Figure 12.13). The third dimension repre-
sents the arrival times of the photons associated with each
pixel in the image.

The principle of TCSPC FLIM is straightforward but
its implementation is complex.41–52 Specialized hardware
and software is needed to keep track of the time between the
laser pulses and detected photons, and the position of the
laser beam on the sample. Fortunately, these capabilities are
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Figure 22.11. FLIM of small containers of Coumarin-314 (τ = 3.46
ns) and 2-(p-dimethylamino-styryl)-pyridylmethyl iodide (DASPI, τ =
143 ps) in a 50:50 mixture of water and glycerol. Reprinted with per-
mission from [35].

Figure 22.12. FLIM of small containers of Coumarin-314 (τ = 3.46
ns) and 2-(p-dimethylamino-styryl)-pyridylmethyl iodide (DASPI, τ =
143 ps) in a 50:50 mixture of water and glycerol. Reprinted with per-
mission from [35].



available commercially and can be added to laser scanning
microscopes. TCSPC appears to have many advantages for
FLIM. Since individual photons are counted the measure-
ments provide high efficiency. TCSPC makes use of all the
photons reaching the detector. FLIM using a gated-image
intensifier only makes use of a small fraction of the photons
that arrive while the gate is open. Frequency-domain FLIM
uses more of the available photons than gating, but the duty
cycle is 50% or less. Using all the available photons is an
important feature in fluorescence microscopy because the
fluorophores are being photobleached during observation.

The total time to acquire a lifetime image depends on
the photon count rate and the desired accuracy in the decay
times. A single-exponential lifetime can be estimated with
10% accuracy with 185 photons.51 At a count rate of 106

photons/s acquisition of 200 photons requires 0.2 ms and
data for a 128 x 128 lifetime image can be acquired in 3.3
s. It is easily possible to collect 200 photons with a dwell
time of 0.2 ms because there will be 16,000 excitation puls-
es. The time needed to acquire an FLIM image increases
dramatically if it is necessary to resolve a double exponen-
tial decay at each pixel. Resolution of a double-exponential
decay to an accuracy of 10% requires 10,000 to 100,000
photons.51 Hence the time to acquire the data can become
longer than practical with biological samples.

Presently available technology for TCSPC imaging
goes beyond that shown in Figure 22.14. Many laser scan-
ning microscopes have multiple detectors for emission at
different wavelengths. Multiple detectors are useful be-
cause cells are often labeled with more than one fluo-
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Figure 22.13. Schematic for FLIM using TCSPC. Revised from [40].

Figure 22.14. Schematic for multi-wavelength TCSPC lifetime imaging. Reprinted with permission from [49].



rophores, some ion indicators are wavelength-ratiometric,
and donor and acceptor intensities can be measured simul-
taneously.

22.5.1. Lifetime Imaging of Cellular Biomolecules

FLIM can yield dramatic images showing the locations of
different biomolecules within cells. Figure 22.15 shows
intensity and lifetime images of bovine artery endothelial
cells stained with three fluorophores. Nucleic acids were
stained with DAPI, F-actin was stained with Bodipy FL-
phallacidin, and the mitochondria were stained with Mito-
Tracker Red CMX Ros. The intensity image shows regions
of the cell with different brightness but does not distinguish
between the three fluorophores. TCSPC measurements in
each region of the cell showed that DAPI decayed with a
lifetime of 1.1 ns, Bodipy-FL displayed a lifetime of 2.5 ns,
and MitoTracker CMX Ros displayed a lifetime of 1.8 ns.
These lifetimes were used to assign pseudocolors to each of
the fluorophores. The lifetime image clearly resolved the
locations of the probes based on their lifetimes.

22.5.2. Lifetime Images of Amyloid Plaques

Alzheimer's disease is associated with the accumulation of
plaques composed primarily of an amyloid peptide that
forms β-sheets. Formation of the plaques depends on the
presence of presenilin 1 (PS1), which contains part of the
enzymatic activity needed for plaque formation. Lifetime
imaging was used to determine the location of PS1 in Chi-
nese hamster ovary (CHO) cells that expressed this protein.
The cells were stained with fluorescein-labeled antibodies
that bound closely to PS1. The lifetime of these antibodies
was mostly constant throughout the cell (Figure 22.16). The
cells were then exposed to Cy3-labeled antibodies that also
bound closely to PS1 and serve as an acceptor for FITC.
The presence of the Cy3 acceptor resulted in a decrease in
the lifetime of the FITC donor.53 The mean lifetime of FITC
changed from about 2.6 ns in the absence of acceptor to
about 1.6 ns in the presence of acceptor. These results show
that RET and laser scanning FLIM can be used to detect
local proximity of proteins within cells.

22.6. FREQUENCY-DOMAIN LASER SCANNING
MICROSCOPY

Laser scanning microscopy can also be used with frequen-
cy-domain measurements for lifetime imaging.54–57 The
instrumentation is similar to that shown in Figure 22.13
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Figure 22.15. Intensity (left) and lifetime image (right) of bovine
artery endothelial cells. The nuclei were stained with DAPI for DNA
(blue), F-actin was stained with Bodipy FL-phallacidin (red), and the
mitochondria were stained with MitoTracker Red CMX Ros (green).
Two-photon excitation of 800 nm. Courtesy of Dr. Axel Bergman,
Becker & Hickl GmbH.

Figure 22.16. TCSPC lifetime images of CHO cells that express pre-
senilin 1. The cell on the left was exposed to FITC-labeled antibody
that bound near PS1. The cell on the right contained both FITC and
Cy3-labeled antibodies near PS1. Revised from [53].



except that the phase and modulation of the emission is
measured rather than using TCSPC. An example of such
measurements is lifetime imaging of the stratum corneum,
which is the outermost layer of the skin. The lifetime probe
was BCECF,57 which displays a pH-dependent change in
lifetime. This change was used to obtain a calibration curve
of phase and modulation versus pH (Figure 22.17). The
stratum corneum was imaged using two-photon excitation
of BCECF at 820 nm. It was possible to obtain images at
various depths in the stratum corneum because the long
wavelength used for two-photon excitation can penetrate
tissues and two-photon excitation is intrinsically confocal
due to localized excitation at the focal point of the laser.
The images of BCECF at a depth of 6.8 microns in the stra-
tum corneum are shown in Figure 22.18. The intensity
image shows that BCECF is present in the cells and in the
interstitial spaces. The modulation is higher and the lifetime
is lower in the interstitial spaces. These data allow the pH to
be imaged within and around the keratinocytes. This result
shows the ability of FLIM to provide quantitative molecu-
lar imaging using minimal perturbation of tissues.
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Figure 22.17. pH-dependent phase and modulation values of BCECF
for 820 nm excitation with a Ti:sapphire laser, 80 MHz. Revised from
[57].

Figure 22.18. pH lifetime imaging of the skin stratum corneum at a depth of 6.8 microns using BCECF. See Figure 22.17. η is refractive index of the
surrounding environment. Reprinted with permission from [57]. Images courtesy of Dr. Kerry M. Hanson from the University of Illinois at Urbana-
Champaign.



22.7. CONCLUSIONS

FLIM is a robust method for molecular imaging that can be
accomplished using several approaches, some of which are
listed in the section entitled Additional Reading on Fluores-
cence-Lifetime Imaging Microscopy near the end of this
chapter. FLIM can be used for imaging of ions, biomolecule
proximity, and conditions that result in a change in the life-
time of the fluorophore. The instrumentation of FLIM is
becoming simpler and less expensive, and can be created
using modest modifications of existing instruments. The
use of FLIM and the range of its applications is likely to
expand greatly with the near future.
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PROBLEMS

P22.1. Figures 22.15 and 22.19 show images of the same type
of cells stained with the same three fluorophores.
Explain the different colors of the images. Do the leg-
ends correctly identify each fluorophore?
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Figure 22.19. Fluorescence intensity images of bovine pulmonary
artery endothelial cells stained with DAPI, Bodipy FL-phallacidin,
and MitoTracker Red CMXRos. Multi-exposure image obtained with
DAPI, fluorescein, and Texas Red filter sets. From [58].



Detection of single molecules represents the ultimate level
of sensitivity and has been a longstanding goal of analytical
methods. Because of its high sensitivity, and because a
bright signal appears against a dark background, fluores-
cence is one obvious choice for single-molecule detection
(SMD). However, SMD using fluorescence is technically
difficult. The first report on SMD using fluorescence with a
single fluorophore at room temperature appeared just 15
years ago in 1990.1 In that report SMD was accomplished
under flow conditions to minimize the observed volume.
Pulsed laser excitation was used to allow off-gating of the
scattered light, which otherwise obscured the signal. Even
with careful optical filtering and solvent purification the
detected signal was only about 50 photons per molecule of
rhodamine 6G in water, with background counts of up to 20
photons. This work1 demonstrated that SMD would be a
difficult task, particularly in less pure biological samples.
The literature contains earlier reports of SMD. These
include the report by Hirshfeld in 19762 and reports by
Keller, Mathies, and coworkers in 1989.3–4 However, these
experiments were performed with large molecules, each of
which contained multiple fluorophores. In Hirshfeld's work
the protein–polymer complex contained about 100 fluores-
cein molecules.2 In other studies SMD was accomplished
with phycobiliproteins.3–4 Single-molecule detection was
reported in the late 1980s at liquid helium temperature5 or
for trapped atoms,6–7 which are conditions not suitable for
biochemical experiments. In this chapter we will focus
mainly on SMD of single fluorophore molecules or a larg-
er molecule containing a single bound fluorophore under
typical conditions used for biochemical experiments.

There are several methods for detection of single or
small numbers of fluorophores. Fluorescence correlation
spectroscopy (FCS) measures fluctuations in the small
number of molecules in a focused laser beam. FCS will be
described in the following chapter. FCS is useful with freely
diffusing molecules. Other methods for SMD are based on

optical imaging using various forms of microscopy. Using
these methods a molecule can only be imaged if it stays in
one place during observation. Hence spectroscopic studies
of single molecules are almost invariably performed on
immobilized molecules. This can be accomplished with
highly viscous or rigid polymers or with molecules tethered
to a surface.

SMD is an exciting methodology for several reasons.
From a fluorescence point of view we begin to deal with
absolute quantities rather than relative intensity values.
When performing anisotropy measurements on single mol-
ecules the theory changes because the classic equations for
anisotropy (Chapter 10) were derived based on averaging of
the signal from a large number of randomly oriented mole-
cules. Perhaps the dominant reason for using SMD is to
avoid ensemble averaging. For instance, suppose a solution
contains two types of fluorophores. The emission spectra of
a single molecule in the mixture will be representative of
just one type of molecule, and not an average spectrum.
Single-molecule studies of enzymes can reveal the time
course of the enzymatic reaction, without the use of high-
speed mixing or other synchronization methods that are
needed when studying a large number (ensemble) of mole-
cules. Structural fluctuations of macromolecules may be
seen directly, which is not possible with ensemble-averaged
measurements.

The usefulness of avoiding ensemble averaging is
shown in Figure 23.1. Consider a molecular beacon that can
exist in a closed state that is quenched or an open state that
is fluorescent. Assume that the temperature is adjusted so
that half the molecules are closed and half are open. The
ensemble spectrum from a solution containing many molec-
ular beacons would have an intensity 50% of the maximum
unquenched intensity (lower panel). This ensemble spec-
trum would not reveal if half of the beacons are open or
closed, or if all the beacons are 50% quenched. Emission
spectra of the single molecules would provide this informa-
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tion. If the observed single-molecular beacon were open the
single-molecule spectrum would have the intensity expect-
ed for a single fluorophore. If the observed molecular bea-
con were closed, it would display a lower intensity or would
not be observable. Intermediate intensities would be
observed if the beacon was partially quenched. If the mo-
lecular beacon folds and unfolds on the timescale of the
measurements then the signal would fluctuate. This exam-
ple shows how observation of single molecules can reveal
information about the conformation of biomolecules which
is not available when observing many molecules.

Another opportunity using SMD is to study reaction
kinetics without synchronization of the reaction. Consider
an enzyme catalyzed reaction where the substrate is nonflu-
orescent and the product is fluorescent. The reaction is usu-
ally started by addition of the substrate (Figure 23.2, top
panel) and the progress of the reaction followed by the
change in fluorescence intensity. These data would not
reveal any intermediate steps in the reaction. Now consider
an experimental design where a single enzyme molecule is
bound to a surface. In this case the enzyme (E) is labeled
with a fluorophore (F) and the substrate contains a
quencher. When the substrate (S–Q) binds to the enzyme
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Figure 23.1. Comparison of single-molecule and ensemble emission
spectra for a molecular beacon.

Figure 23.2. Comparison of ensemble and single-molecule enzyme kinetics. The enzyme is labeled with a fluorophore (F). The substrate contains a
group (Q) that quenches the fluorophore.



the intensity of F decreases (lower panel). When the prod-
uct dissociates the intensity will return to the initial value.
If intermediate states are present they might be observed by
intermediate intensities. The time intervals when the inten-
sities are high or low can be used to determine the rate con-
stants for the reaction. In the case of the single molecule it
is not necessary to consider the starting time for the reac-
tion. The reaction can be studied in a stationary experiment,
assuming the substrate concentration is not changing. Mea-
surements on different single enzyme molecules would
reveal if there were subpopulations with different kinetic
constants. These two examples (Figure 23.1 and 23.2) show
that a wealth of new information is available when observ-
ing single molecules.

Perhaps surprisingly, SMD is not presently used for
high-sensitivity detection. Single molecules are observed
but not usually counted. At present it is considerably easier
to find and measure single immobilized molecules than to
count the number of molecules in a sample. However, sin-
gle-molecule counting is likely to be used more frequently
in the future, as shown by attempts to determine the
sequence of single strands of DNA.8–9 The field of SMD is
growing rapidly. We have attempted to provide a snapshot
of this changing technology. More detail abut SMD can be
found in recent reviews and monographs.10–18

23.1. DETECTABILITY OF SINGLE MOLECULES

It is informative to consider the samples and instrumental
requirements needed to detect the emission from a single
molecule above the background signal from the system. In
any real system there will be background signal due to
impurities in the sample, emission from optical compo-
nents, scattered light at the incident wavelength, and dark
counts (dark current) from the detector. Assume for the
moment that the instrument is perfect without signal from
these sources. Surprisingly, even a perfect instrument does
not guarantee that a single fluorophore can be detected. If
one examines the literature on SMD one finds that SMD is
almost always performed in a restricted volume, that is, by
observing a small region of the sample. This restriction is a
consequence of intrinsic Raman scattering, which cannot be
avoided.

Rhodamine 6G (R6G) is frequently used for SMD. Fig-
ure 23.3 shows the emission spectrum of R6G along with
the Raman spectrum of the solvent ethylene glycol.19 The
optical cross-section of a chromophore (σ) can be calculat-
ed from its molar extinction coefficient (ε)  using16

(23.1)

where N is Avogadro's number. The electronic transition of
R6G is strongly allowed and the cross-section for absorp-
tion (σA) is essentially equal to its geometric cross-section,
about 4 x 10–16 cm2, or 4 Å2. For a single molecule of eth-
ylene glycol (EG) the cross-section for Raman scattering is
about 3 x 10–28 cm2, or 3 x 10–12 Å2.19 Since the Raman sig-
nal appears in the same wavelength range of R6G fluores-
cence, the contribution of Raman scatter cannot be com-
pletely eliminated by emission filters. The Raman scatter
from the ethylene glycol solvent will equal the emission
from R6G when one R6G molecule is dissolved in 1.3 x
1012 molecules of EG. Since one mole of EG occupies
about 56 ml, this number of molecules occupies a volume
of 1.2 x 10–10 ml or 120 µm3. In order to obtain a signal
from R6G equal to the Raman scatter the molecule must be
in a square less than 4.9 µm on each side. Raman scatter,
from the solvent limits the detectability of signal fluo-
rophores to volumes of less than about 100 fl. Single-mole-
cule experiments are usually designed so that the observed
volume surrounding a single fluorophore is about 1 femto-
liter (10–15 l), which is the volume of a cube 1 µm on each
side.

The difficulty of SMD can be seen by considering a
single R6G molecule in 1 ml of water (Figure 23.4).
Assume that the quantum yield of R6G is unity and that the
spatial distribution of the emission and scattered light is
similar. The signal observed for each molecule will be pro-
portional to its cross-section and the number of molecules.

σA � 2.303 ε/N
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Figure 23.3. Emission spectrum of rhodamine 6G in ethylene gly-
col. Also shown is the Raman spectrum for ethylene glycol.
Revised from [19].



Assume the Raman cross-section for water is 10–28 cm2.
One ml of water contains 3.3 x 1022 molecules, so that the
Raman scatter from 1 ml of water is the product of the
Raman cross-section (σS) and the number of molecules, or
about 3 x 10-6 cm2. The Raman scatter from 1 ml of water
is 1010-fold greater than the signal from one R6G molecule.
Without some breakthrough in technology a single fluo-
rophore in a milliliter volume cannot be detected.

While SMD is difficult, the situation is not hopeless. In
order to obtain signal from the fluorophore, comparable to
or greater than from the solvent, the size of the observed
sample has to be restricted. For example, in order to make
the emission of one R6G equal to that of the solvent water
the volume has to be reduced by a factor of 1010 to 10–10

cm3. This volume corresponds to a box 4.6 µm on each side
(Figure 23.4). Of course, for a useful experiment the signal
has to be larger than the scatter. To make the emission 100-
fold larger than the scatter the volume has to be reduced to
10–12 cm3, which corresponds to a box 1 micron on each
side, which is 10–15 l = 1 fl. Modern microscope objectives
easily focus light to wavelength dimensions, which for 600
nm light would be about 0.22 fl. Hence, based on consider-
ation of only Raman scatter, it should be possible to detect
single fluorophores using microscope objectives. In reality
the situation is far less favorable because all the molecules
in the light path of the microscope contribute to the signal.
Confocal optics are needed to reduce the observed volume
by rejecting signal from above and below the focal plane.
The solvent or sample may contain fluorescent impurities;
the detectors always have dark counts. Additionally, single
molecules often photobleach while they are being observed.
SMD is still a technological challenge.

23.2. TOTAL INTERNAL REFLECTION AND 
CONFOCAL OPTICS

23.2.1. Total Internal Reflection

Prior to describing the optical methods needed for SMD it
is necessary to understand the principles used to restrict the
observed volume. One commonly used method is total
internal reflection (TIR). TIR occurs when a beam of light
encounters an interface with a lower refractive index on the
distal side, and the angle of incidence exceeds the critical
angle (θC). The underlying physics of TIR is somewhat
complex20–23 but the end result is simple. Consider a hemi-
cylindrical prism (n2) optically coupled to a slide with the
same refractive index n2 (Figure 23.5), and assume light is
incident at an angle θI. Assume the sample has a lower
refractive index n1. The values of n2 = 1.5 and n1 = 1.3 are
typical of glass and water, respectively. If one examines the
intensity of the transmitted light one finds most of the light
is transmitted at low angles of incidence. The reflectance is
above zero when values of θI are less than 60E (lower
panel). For angles greater than the critical angle θC, the
transmission drops to zero and the reflectivity increases to
100%. For θI > θC the beam is said to be totally internally
reflected. The critical angle can be calculated from n1 and
n2 using

(23.2)

For θI > θC the beam is completely reflected at the
interface, but the incident beam can still interact with the
sample at the glass–water interface. This is because when
TIR occurs the intensity penetrates a short distance into the
sample. The intensity of the light along the z-axis, the
square of the electric field, is given by

(23.3)

where I(0) is the intensity at the interface. The decay con-
stant is given by

(23.4)

where λ0 is the wavelength of the incident light in a vacu-
um. For 600-nm light with the parameters in Figure 23.5

d �
λ0

4π
(n2

2 sinθ2 � n2
1 )�1/2

I(z ) � I(0 )  exp(�z/d)

θC � sin�1 ( n1

n2
)
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Figure 23.4. Intensities of Raman scattering from water relative to a
single R6G fluorophore.



and an incidence angle of 70E one finds d = 73.3 nm. The
values of d are typically a fraction of the wavelength. Equa-
tion 23.4 is sometimes defined incorrectly in various publi-
cations, and describes the distance-dependent decreases in
intensity. Equation 23.4 is sometimes presented with a fac-
tor of 2π in the denominator rather than 4π. The expression
with 2π in the denominator represents the distance-depend-
ent decrease in the electric field, not the intensity.

Total internal reflection is valuable in SMD because it
provides a way to limit the volumes. When using TIR only
fluorophores within the evanescent field are excited. Instead
of a long illuminated path through the sample, the effective
illuminated path is sub-wavelength in size. The restricted
illuminated distance along the z-axis reduces the effective
volume and makes it possible to detect single molecules.
This can be seen by calculating the volume of a spot illumi-
nated using TIR conditions. Suppose the spot size is 20 µm
in diameter and the penetration depth is 100 nm. The effec-
tive volume of the illuminated region is about 30 µm3 = 30
fl. Hence a single molecule of R6G should be detectable
using these conditions, with a signal-to-noise ratio (S/N)
near 3 when observing the entire volume. If the observed
volume is reduced further the S/N ratio will be improved.

23.2.2. Confocal Detection Optics

Figure 23.4 demonstrated the need to decrease the effective
sample size in order to detect a fluorophore above intrinsic
scatter from the sample. It would be difficult to prepare
such a nano-sized structure containing a single fluorophore.
Even if one could prepare a small volume with a single flu-
orophore this would not be useful because the goal is usu-
ally to select and observe a region from homogeneous solu-
tions or heterogeneous biological samples. Fortunately,
confocal fluorescence microscopy provides an optical
method to limit the observed volume.

Figure 23.6 shows a schematic of confocal optics. The
principles have been described in more detail in many
reports.24–27 Suppose the sample is thicker than a single
layer of fluorophores, such as a polymer film containing a
low concentration of fluorophores. Illumination through the
objective is called epi-illumination. The incident light
excites all the fluorophores within the illuminated cone.
Emission is collected back through the objective, which is
called the epifluorescence configuration. Emission is sepa-
rated from light at the incident wavelength by a dichroic fil-
ter that reflects wavelengths longer than the incident light to
a detector. A dichroic filter is a device that transmits some
wavelengths and reflects others. In this case the dichroic fil-
ter transmits the excitation and reflects the emission wave-
lengths.

When using single-photon excitation the incident light
excites the entire thickness of the sample with a cone-like
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Figure 23.5. Top: Optical geometry for total internal reflection
(TIR). Bottom: Calculated reflectance and transmittance for n2 =
1.5 and n1 = 1.3.

Figure 23.6. Principle of epifluorescence with confocal detection.



pattern (Figure 23.6). The objective will collect the light
from this cone, which includes the signal from the fluo-
rophore, Raman scatter from the solvent, and emission from
impurities in the solvent. If a single fluorophore is present
in the illuminated cone its emission can be overwhelmed by
the background from the solvent because the observed vol-
ume is too large. Suppose the laser beam is focused to a
diameter of 500 nm and the sample is 100 µm thick. Then
the observed volume is about 20 fl, which is borderline for
single-molecule detection.

The difficulty due to unwanted signal from the solvent
can be solved to some extent using confocal optics. This
means that a small pinhole aperture is placed at a focal
point in the light path. By ray tracing of the light path one
can see that light from above or below the focal plane is not
focused on the pinhole, and does not reach the detector.
Using this approach the effective depth of the sample can be
reduced to about twice the incident wavelength. The z-axis
resolution is typically several-fold less than the resolution
in the x–y focal plane. Suppose the effective observed vol-
ume is a cylinder 500 nm in diameter and 1000 nm long.
The volume of the cylinder is about 0.2 fl. Using Figure
23.4 one sees that the signal from a single fluorophore can
be about 500-fold larger than the Raman scatter. This is a
very optimistic estimate of the S/N ratio, which does not
include a number of factors, including impurities, nonideal
properties of the lenses and filters, photobleaching, and sat-
uration of the fluorophore.

23.3. OPTICAL CONFIGURATIONS FOR SMD

Essentially all SMD instruments use an optical configura-
tion which limits the observed volume. Different approach-
es are used for wide-field observations and point-by-point

observations. For wide-field observations the most common
approach is to use TIR. Two commonly used wide-field
approaches16,28 are shown in Figure 23.7. Both configura-
tions are based on an inverted microscope. The most direct
approach (left) is to excite the sample through a prism so
that the excitation undergoes TIR. Fluorophores in the sam-
ple, which are also within about 200 nm of the interface, are
excited by the evanescent field. The emission is collected
by an objective, filtered to remove unwanted light, and
imaged on a low-noise CCD camera. When using this
approach it is necessary to aim the incident light at the focal
point of the objective.

A somewhat more convenient approach to TIR illumi-
nation is shown on the right side of Figure 23.7. In this case
illumination occurs around the sides of the objective, caus-
ing the light to be incident on the glass–water interface at an
angle above the critical angle. This creates an evanescent
field that excites a thin plane of the sample next to the inter-
face. With this configuration the excitation light is always
aligned with the collection optics because the excitation and
emission pass through the same objective.

It is informative to examine a single-molecule image.
Figure 23.8 shows an image of a mutant T203Y of green
fluorescent protein (GFP).16 This image was obtained using
the prism and TIR configuration with a CCD detector. The
GFP molecules were immobilized in dense poly(acry-
lamide) to prevent translational diffusion during the 100 ms
exposure time. If the molecules were not immobilized they
would diffuse several microns during this time and not be
seen in the image. The single-molecule intensities are not
all the same, which is due in part to the decaying evanescent
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Figure 23.7. Optics for SMD imaging based on total internal reflec-
tion. Revised from [16].

Figure 23.8. Single-molecule image of GFP mutant T203Y. The
image was obtained using TIR illumination and a CCD camera. The
GFP mutant was immobilized in poly(acrylamide). The image is 2.4 x
2.4 µm. Images courtesy of Dr. W. C. Moerner from Stanford
University.



field and different distances of the GFP molecules from the
glass–polymer interface. As we will describe below, single
molecules often show blinking behavior. Blinking is not
seen in the images because the CCD is an integrating detec-
tor that measures total intensity during the data collection
time. The diameter of each single-molecule image is about
200 nm, which is much larger than the size of the GFP or
its chromophore. The size of the spots is determined by the
resolution of the optics.

Another approach to limiting the observed volume for
SMD is to use confocal optics29–31 and point-by-point
detection, rather than imaging. Two configurations for
point-by-point SMD measurements are shown in Figure
23.9.16 The left side shows a confocal configuration with
objective illumination. There is a single-point detector so
the sample is not directly imaged. Instead, a single point is
observed at one time. The sample stage is raster scanned to
create an image. Fortunately, highly accurate motorized
stages are available that provide resolution down to molec-
ular sizes, or even less. For SMD the present detector of
choice is a single-photon-counting avalanche photodiode
(SPAD).

Figure 23.10 shows single-molecule images of a GFP
mutant—10C—collected using confocal optics and stage
scanning.32 The size of the spots are about 500 nm in diam-
eter, which is determined by the optical resolution and not
the size of the molecules. The appearance of the images is
dramatically different from the GFP images in Figure 23.8.
These images were obtained by raster scanning so the same
GFP molecule is illuminated several times. Some of the
GFP molecules disappear completely on subsequent scans,
and some molecules disappear in some scans but reappear
in later scans. This occurs because the GFP molecules are
blinking and/or photobleaching during the observation.

Blinking occurs when the molecules undergo intersystem
crossing to the triplet state. These molecules remain dark
until they return to the ground singlet state. Blinking was
not seen in Figure 23.8 because the CCD integrated all the
emission occurring during the exposure time.

Another single-point approach to SMD and/or imaging
is based on near-field scanning optical microscopy
(NSOM). NSOM is based on a simple principle33–35 but in
practice is difficult. Highly localized excitation is obtained
using an optical fiber (Figure 23.9 right). The end of the
fiber is drawn to be very thin: typically 80 nm in diameter.
The sides of the fiber are then coated with aluminum. Laser
light is focused to enter the larger distal end of the fiber. A
very small fraction of the light is transmitted from the tip of
the fiber. Alternatively, the light in the fiber can be imagined
as creating an evanescent field at the tip of the fiber, analo-
gous to TIR. The tip is then positioned near the sample, typ-
ically with in 20 nm using components similar to an atom-
ic force microscope (AFM). The fibers are fragile and the
stage is usually scanned to create an image, while the fiber
is held at a known distance above the sample. Because only
a small region of the sample is excited, there is no need for
a confocal aperture to eliminate scattered light from a larg-
er volume of the sample.

Figure 23.11 shows a single-molecule NSOM image of
the dye oxazine 720 in poly(methylmethacrylate) (PMMA).
This image was obtained by scanning a metal-coated fiber
above the surface, with illumination through the fiber. The
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Figure 23.9. Optics for SMD using point-by-point measurements.
Revised and reprinted with permission from [16], Copyright © 2003,
American Institute of Physics.

Figure 23.10. Confocal fluorescent images of single molecules of
GFP mutant 10C in poly(acrylamide) measured by stage scanning.
Image size 10 x 10 µm. Reprinted with permission from [32].



spatial resolution is not limited to optical resolution and is
determined by the diameter of the fiber. In this image the
spots are below 100 nm in diameter.

SMD imaging is also measured using laser scanning
confocal microscopy (LSCM). LSCM is accomplished
using optics similar to Figure 23.6. Instead of observing a
single spot in the image, the laser excitation is raster
scanned so that the focused light is scanned across the sam-
ple.29–31 The light collected by the objective is focused on
the pinhole to pass light from the desired volume element
and reject light from outside the focal volume. A single-
point detector, usually an SPAD, is used to measure the
light returning from each point in the image.

Single-molecule imaging has been accomplished using
standard epifluorescence and a high-quality CCD detector.
This is possible if the sample is thin, where there is little or
no signal from molecules outside of the focal plane. Figure
23.12 shows an epifluorescence image of a tetramethylrho-
damine-labeled lipid (TMR-POPE) in a monolayer of
POPC prepared as a Langmuir-Blodgett film.36 Single mol-
ecules were observable because the sample was only the
thickness of a phospholipid monolayer. This image illus-
trates the need for extremely low fluorophore concentra-
tions for SMD. The mole fraction of TMR-POPE has to be
below about 10–6 for single molecules to be observed
because two fluorophores closer than the optical resolution
of the microscope appear as a single spot.

23.4. INSTRUMENTATION FOR SMD

Prior to showing additional experimental results it is valu-
able to examine a typical instrument used for these meas-

urements. Figure 23.13 shows the schematic for a confocal
SMD instrument.37 Laser light is brought to the sample by
reflection off the dichroic filter. If needed, the polarization
of the incident light is adjusted with polarizers and/or wave
plates. Emission is selected by the same dichroic filter and
then passes to the detectors. In order to find and/or image
the fluorophores the stage is scanned in the xy direction,
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Figure 23.11. Single-molecule images of oxazine 720 in poly(methyl-
methacrylate) obtained using NSOM. Image size 4.5 x 4.5 µm.
Revised from [13].

Figure 23.12. Epifluorescence images of TMR-POPE in a monolayer
of POPC. The mole fractions of labeled lipid are (a) 6.5 x 10–3, (b) 6.5
x 10–6, (c) 6.5 x 10–8, and (d) 6.5 x 10–9 mole/mole. In (a) the intensi-
ty was divided by 50. Exposure time was 5 ms. Reprinted with per-
mission from [36]. Copyright © 1995, American Chemical Society.

Figure 23.13. Schematic for stage-scanning confocal SMD. Revised
and reprinted with permission from [37]. Copyright © 1998,
American Chemical Society.



with z scanning if needed for focusing. The presence of a
fluorophore is seen as a burst of photons when the fluo-
rophore is in the incident beam. The most commonly used
detector is the single-photon-counting avalanche photodi-
ode (SPAD). The emission can pass through an aperture to
provide confocality, or may just be focused on the SPAD
allowing the small active area to serve as the aperture. In
many measurements two SPADs are used, which allows
measurements through different polarizer orientations or
different wavelengths. If needed the emission can be direct-
ed toward a CCD camera for imaging, or a spectrometer for
collecting emission spectra.

The instrumentation for single-molecule detection
using NSOM is similar except that the excitation is deliv-
ered to the sample via a tapered metal-coated optical fiber
(Figure 23.14). The fiber tips are fragile so there are usual-
ly feedback mechanisms to keep the fiber at a known dis-
tance above the sample. Because the sample is only excited
near the fiber top there is no need for a confocal aperture to
reduce background from out-of-focus regions of the sam-
ple.

23.4.1. Detectors for Single-Molecule Detection

For single-point measurements on single molecules the
presently preferred detector is the SPAD. At first glance it
seems surprising to use an SPAD rather than a photomulti-
plier tube (PMT). PMTs are able to multiply single-photo-
electron events by a million-fold. In contrast, a typical
SPAD provides an amplification near 100-fold.39 Essential-
ly all single-point SMD experiments are performed using
some type of single-photon counting (SPC) rather than ana-
log   detection. This is because the photon arrival rate is typ-
ically low so that individual photoelectron pulses are
detectable. The use of SPC allows the lower threshold to be
adjusted to neglect smaller noise pulses. It is possible to
observe single-photon events with an SPAD, and there is no
need for further amplification if the photon can be counted.

Single-photon counting can be accomplished using
either a PMT or an SPAD. SPADs have several advantages
over PMTs. One issue is that of simplicity. SPADs along
with the electronics to count single-photon events are avail-
able in small packages that require only a 5-volt source. The
higher voltages near 20 volts needed to drive the SPAD are
obtained from internal circuits. In contrast, a PMT requires
a much higher voltage—typically over 1000 volts for SPC.
While small PMT high-voltage supplies are available, it is
more difficult to create and shield these higher voltages.

Perhaps the main advantage of SPADs over PMTs is
their quantum efficiency. As is described below, a single
fluorophore can only emit a limited number of photons
prior to photodestruction. This fact, and the limited total
collection efficiency with a confocal microscope, makes it
important to detect the incident photons with the highest
possible efficiency. PMTs typically have quantum efficien-
cies near 20%. SPADs have efficiencies near 60% in the
visible and up to 90% in the NIR. The quantum efficiencies
of PMTs typically decrease at longer wavelengths. SMD is
usually performed using red dyes because they have high
extinction coefficients and because autofluorescence from
the sample and apparatus is lower at the longer wave-
lengths. Hence SPADs provide a considerable quantum effi-
ciency advantage over PMTs for SMD. SPADs also have a
low rate of background count—25 to 100 counts per sec-
ond—which is comparable to the best-cooled PMTs.

If SPADs are such efficient detectors, why are PMTs
still the dominant detectors in fluorescence spectroscopy?
An important advantage of PMTs is the large active area of
the photocathode, which can be a square centimeter or
more. As a result the emission does not need to be tightly
focused to obtain efficient detection. Additionally, the high
amplification of a PMT is an advantage in non-photon-
counting applications. In contrast to PMTs, SPADs have
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Figure 23.14. Schematic of a stage-scanning NSOM instrument for
SMD. Revised and reprinted with permission from [38].



small active areas: typically near 200 µm in diameter. Such
a small detection area would be inconvenient in a typical
fluorometer, and most of the photons collected by the optics
would fall on inactive regions of the SPAD. However, SMD
is performed using confocal optics, so the emission is
already focused to a small area, which can be on the active
area of the SPAD. In fact, the SPAD itself can act like a pin-
hole because only the focal point of the optics falls in the
active area.

For single-molecule imaging the detector of choice is
the charged coupled device (CCD). A CCD contains an
array of pixels, each of which acts like an individual detec-
tor.40 A CCD is not a photon-counting detector, but it is an
integrating detector. The signal in each pixel is proportion-
al to the number of incident photons for as long as the CCD
is active. Importantly, the noise in each pixel does not
increase significantly with integration time, at least not with
cooled scientific CCDs. There is a certain amount of noise
associated with reading out the signal in each pixel, so that
longer integration times are an advantage. Like SPADs,
CCDs have a high quantum efficiency, especially at long
wavelengths. The most detailed information on the per-
formance of CCDs is usually provided by the camera com-
panies.

23.4.2. Optical Filters for SMD

In single-molecule detection it is essential to reject scat-
tered light at the excitation wavelength. Fortunately, high-
quality optical filters are available for this purpose.
Depending on their method of production they may be
called holographic notch filters or Rugate notch filters.41–42

Figure 23.15 shows the absorption spectra of typical notch
filters. These filters transmit all wavelengths except a nar-

row band at the wavelength that needs to be rejected. The
optical densities at these wavelengths can be very high—4
to 6—with half-widths of 10 to 20 nm.

In single-molecule experiments extreme care is needed
to eliminate scattered light, so that selection of emission fil-
ters is critical. Because of the intense illumination used for
SMD the Rayleigh scattered excitation needs to be attenu-
ated by a factor of 107 to 108-fold. Figure 23.16 (top panel)
shows a combination of filters selected to observe Nile Red
using 532-nm excitation. The Rayleigh scatter is rejected by
a combination of three filters: a notch filter, a dichroic fil-
ter, and a longpass filter.16 By careful selection of the filters
the desired emission was attenuated only twofold (lower
panel).

Figure 23.17 shows images of the fluorophore DiIC12

that was spin coated on glass from a toluene solution.43 If
the initial solution is too concentrated the signals from the
molecules overlap, resulting in a spatially continuous inten-
sity (left). At a lower initial concentration, individual DiIC12

molecules can be seen (middle), and at lower concentra-
tions only few molecules are seen (right). The spots for a
single molecule are about 300 nm across, reflecting the lim-
ited resolution available with light microscopy. The bright
spots were assigned to single molecules based on the pro-
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Figure 23.15. Transmission profiles of laser notch filters.

Figure 23.16. Emission filters and emission spectra of Nile Red in
methanol. Revised from [16]. Revised and reprinted with permission
from [16], Copyright ©  2003, American Institute of Physics.



portionality of number density to concentration and obser-
vation of single-step photobleaching. The different intensi-
ties for the various single molecules are thought to be due
to different orientations of the fluorophore relative to the
polarized incident light.

Close examination of the middle panel in Figure 23.17
shows that some of the single-molecule spots are half-cir-
cles rather than circular. This result shows an important
aspect of SMD, all the fluorophores display blinking.
Examples of the blinking are shown in Figure 23.18 for
three different DiIC12 molecules. In each case the intensity
fluctuates dramatically, and eventually the emission stops
when the molecule undergoes permanent photodestruction.
The middle panel is the most typical blinking profile: a rel-
atively constant intensity, followed by a rapid drop in inten-
sity, followed by a return of the intensity. This blinking phe-
nomenon explains the half-circles in Figure 23.17. Recall
that the stage is scanned in the x and y directions to create
the image. A single molecule is illuminated several times as
the sample is raster scanned through the laser beam. If the
fluorophore undergoes blinking or destruction during this
somewhat continuous illumination it is not seen in the sub-
sequent line scans, resulting in the partial circles. This illus-
trates an important advantage of stage scanning with
SPADs. One can follow a single molecule in time to obtain
a more detailed view of its photophysical behavior.

An important feature of SMD is the ability to examine
the behavior of a single molecule rather than the average

behavior of numerous molecules. This property is revealed
by the emission spectra for individual molecules of DiIC12

(Figure 23.19). These spectra are not for the same mole-
cules used for Figure 29.18. Different emission spectra
were found for different molecules. Often the single-mole-
cule spectra were the same as the bulk phase spectra (lower
left and dashed). However, the spectra of single molecules
can also be dramatically different (right panels). These
spectral changes can be the result of a number of mecha-
nisms, such as different local environments on the glass.
The behavior of the molecules depends upon the composi-
tion of the sample. The blinking and spectral changes are
usually different for fluorophores on glass or embedded in
a polymer. In the case of DiIC12 in PMMA, different emis-
sion spectra were observed for the same fluorophore at dif-
ferent times,16 a phenomenon called spectral diffusion. The
important point is that SMD can provide resolution of
underlying molecular heterogeneity, which can be due to
either the local environment of the fluorophore or the con-
formational heterogeneity in macromolecules.

Single-molecule images of DiI-C18 embedded in poly-
(methylmethacrylate) were also observed using NSOM.44

The excitation was circularly polarized to provide equal
excitation of each fluorophore irrespective of the dipole ori-
entation around the z-axis. The emission was passed
through a polarizing beamsplitter to separate the polarized
components and sent to separate SPAD detectors. The spots
are color coded to show the dipole orientation, which was
determined by the relative intensities of each polarized
component (Figure 23.20). It is interesting to notice that
single molecules display polarized emission, even if the
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Figure 23.17. Single-molecule images of DiIC12 on glass obtained
using the stage-scanning configuration shown in Figure 23.13.
Revised and reprinted with permission from [43], Copyright © 1998,
American Institute of Physics.

Figure 23.18. Time-dependent intensities of DiIC12 on glass. Revised
and reprinted with permission from [43], Copyright © 1998,
American Institute of Physics.



excitation along the z-axis is unpolarized. This occurs
because the dipole in the rigid polymer has a unique orien-
tation. If a fluorophore is excited it will emit according to
its orientation, and not the polarization of the incident
beam. Additionally, the polarization can be greater than 0.5,
or the anisotropy greater than 0.4, because the maximum
polarization or anisotropy of a single dipole along an axis is
1.0 (Chapter 10). The extent of excitation is complex
because the near field at the fiber top is more complex than
simple linear polarization.45–46

23.5. SINGLE-MOLECULE PHOTOPHYSICS

When observed with high illumination intensities almost all
fluorophores display blinking. This blinking by single fluo-
rophores can be explained by a simple photophysical
model.47–50 The dominant origin of fluorophore blinking is
thought to be intersystem crossing (isc) to the triplet state
(Figure 23.21). In this Jablonski diagram the wide arrows
are intended to represent high rates of excitation and emis-
sion, which is typically the case when detecting single mol-

ecules. The incident intensity has to be high enough to
result in a rate of detected photons that is higher than the
dark count of the detector. Increased incident intensities
will not increase the signal-to-noise ratio if the background
signal is due to autofluorescence from the sample, because
this component will also increase with increases in incident
intensity.

The origin of fluorophore blinking can be understood
from the kinetic equations describing the population of the
S state. The steady-state solution of these equations yields
the dependence of S1 on the rate constants in Figure 23.21.
The number of molecules in the first singlet state is given
by

(23.5)

The rate of excitation is proportional to the excitation inten-
sity Ie and the cross-section for absorption σ. ST is the total
number of fluorophores and τ is the lifetime. The S1 popu-
lation will show a hyperbolic dependence on the incident

S1 �
σIeST

τ�1 � σIe(1 � kisc/kph )
�

τσIeST

1 � Ie/Is
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Figure 23.19. Emission spectra of single molecules of DiIC12 on glass. These spectra are not from the same molecules used for the time-dependent
traces in Figure 23.18. The spectrum in the upper left is from a bulk phase solution. SM, single molecule. The dashed line in the upper right is the
bulk phase emission, normalized with the SM emission. Revised and reprinted with permission from [43], Copyright © 1998, American Institute of
Physics.



intensity Ie. Equation 23.5 describes the entire population.
If individual molecules are examined those in the triplet
state are dark. The blinking properties of the fluorophore
are determined primarily by the rate constants for crossing
to the triplet state (kisc) and for return from T1 to the ground
state (kph). It is likely that photobleaching (kb) occurs from
either the S1 or T1 state.

Figure 23.22 shows the photon count rate observed for
a tetramethylrhodamine (TMR)-labeled lipid.36 The num-
bers of photons per second initially increases linearly with
incident intensity, but quickly reaches a saturating value.
The laser intensities for SMD are typically rather high,

which is needed to partially saturate the fluorophores and
obtain a high photon emission rate. These conditions result
in blinking and photodestruction photophysics of fluo-
rophores. The general conclusion is that good fluorophores
such as rhodamine can emit 105 to 106 photons prior to
destruction. Many fluorophores are much less stable and
may emit less than 1000 photons prior to bleaching. There
is an interesting dilemma with regard to the effect of oxy-
gen on photobleaching. On one hand it appears likely that
oxygen can react with the excited states to destroy the fluo-
rophore.51–52 On the other oxygen quenching of T1 should
decrease the T1 population, so the fluorophores will return
more quickly to the ground state. Brighter single-molecule
emission has been observed in the presence of oxygen, rel-
ative to an oxygen-free sample,53 which was interpreted as
due to the shorter lived T1 state.

In addition to blinking the fluorophores also display
irreversible photobleaching. The resistance of a fluorophore
to photobleaching determines the average number of pho-
tons a fluorophore can emit prior to its destruction. The
photostability of a fluorophore is described by its photo-
bleaching quantum yield (φB) or the inverse (µ = φB

–1). The
value of µ is the average number of excitation-relaxation
cycles a fluorophore can undergo before photobleaching.
When multiplied by the quantum yield, the product repre-
sents the average number of photons emitted by a fluo-
rophore. Typical values of φB and µ are listed in Table 23.1
for representative fluorophores. These values are only
rough estimates obtained by collecting data from several
reports.47–48 The number of cycles varies widely from 700
to 3 million depending on the fluorophore. These numbers
are only guidelines because the actual number of cycles will
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Figure 23.20. NSOM single-molecule imaging of DiI-C18. The colors
represent the emission dipole orientation, red horizontal 0°, green ver-
tical 90°, yellow equal signals in both channels. Reprinted with per-
mission from [44].

Figure 23.21. Jablonski diagram for single-molecule blinking. The
wider arrows are intended to show high rates of excitation and return
to the ground state.

Figure 23.22. Laser intensity-dependent emission for a single lipid
molecule labeled with TMR. Revised and reprinted with permission
from [36]. Copyright © 1995, American Chemical Society.



vary widely depending upon the precise conditions of the
samples such as the polymers and the presence or absence
of oxygen.

23.6. BIOCHEMICAL APPLICATIONS OF SMD

23.6.1. Single-Molecule Enzyme Kinetics

Single-molecule detection provides an opportunity to fol-
low a single enzyme molecule during its catalytic cycle.
Suppose an enzyme molecule E is bound to the surface and
labeled with a green-emitting fluorophore G (Figure 23.23),
and that the substrate is labeled with a red-emitting fluo-
rophore R. If one images the sample through a green filter
there will be spots due to the immobilized enzyme. Except
for blinking the green intensity will be constant. If the sam-
ple is imaged through a red filter there will be few if any red
spots because the red fluorophores are rapidly diffusing.
Occasionally the labeled substrate molecule will bind to the
immobilized enzyme molecule. The immobilized red fluo-
rophore will appear as a transient red spot. The duration of
the red spot will depend on the time it takes for the substrate
to bind, be cleaved, and then dissociate from the enzyme
molecule. If a substrate analogue binds irreversibly the red
spots will remain indefinitely until the fluorophore photo-
bleaches. If the color images are overlaid the enzyme mol-
ecules with bound substrate will appear as yellow spots.
The enzyme molecules without substrate will appear as
green spots. Free substrates will not be seen as images due
to their rapid diffusion.

Suppose the enzyme undergoes a conformational
change upon binding substrate that increases the quantum

yield of the green fluorophore. In this case there will be an
increase in the green intensity when the substrate binds
(Figure 23.23, dashed line) and a return to the initial level
when the substrate dissociates. The change in green intensi-
ty may correlate with the red intensity, or may exist for a
shorter duration if a conformational change occurs after
binding and before release of the substrate. Such a result
would indicate the enzyme returns to its initial conforma-
tion before the products dissociate from the enzyme. Such
a transient increase in green intensity would be difficult to
observe in an ensemble measurement because only a small
fraction of the enzyme molecules would be in the high-
quantum-yield state at any given time. This description
shows that considerable information can be obtained from
measurements on single enzyme molecules.

23.6.2. Single-Molecule ATPase Activity

An example of single-molecule enzymatic activity is shown
in Figure 23.24.54 The S1 subfragment of myosin was
bound to a glass surface using an albumin–biotin–avidin
coating. The S1 subfragment possesses ATPase activity that
cleaves the Cy3-labeled ATP. The protein was also labeled
with Cy3, which allowed the single enzyme molecules to be
located on the slide. After localization of the labeled
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Table 23.1. Photostability of Representative Fluorophoresa

Fluorophore φB µ

Carbostyryl 124 1.4 x 10–3 700
Coumarin 139 1.2 x 10–3 800
Coumarin 120 4.3 x 10–4 2300
Cy5 5 x 10–6 200,000
EGFP 8 x 10–6 125,000
Fluorescein 3.8 x 10–5 26,000
B-Phycoerythrin 8.8 x 10–6 114,000
Rhodamine 6G 8.9 x 10–6 112,000
Rhodamine 123 6.4 x 10–7 1,600,000
TMR 2.6 x 10–6 380,000
Texas Red 5.5 x 10–5 18,200
TRITC 5.6 x 10–6 179,000

aRepresentative vaues obtained from [47–48]. φB is the photo-
bleaching quantum yield and µ = 1/φB. For some probes the
averaged values are given.

Figure 23.23. Schematic of a single-molecule enzyme-catalyzed reac-
tion. The dotted line represents the case where the quantum yield of
the green fluorophore increases upon substrate binding.



ATPase the Cy3 bound to S1 was photobleached to elimi-
nate its emission. This location was then observed after
addition of Cy3-ATP. The intensity shows transient increas-
es when Cy3-ATP/ADP is immobilized on the enzyme. The
intensity returns to background when the Cy3-ADP disso-
ciates from the protein. This experiment was performed
using objective-type TIR. The small thickness of the illumi-
nated area was important to reduce the background intensi-
ty from freely diffusing Cy3-ATP.

23.6.3. Single-Molecule Studies of a 
Chaperonin Protein

The concept shown in Figure 23.23 can be used to study
any association reaction. Suppose the surface contains a
green capture protein that binds to a red protein. Green dots
will be seen whenever there is a capture protein. Red dots
will only appear when this protein binds to the capture pro-
tein. Co-localization of green and red spots will indicate the
presence of a complex on the surface. This concept has
been applied to the study of chaperonin GroEL.

Chaperonins are a class of proteins that promote fold-
ing reactions in cells. They can facilitate folding of newly
synthesized proteins or the refolding of denatured proteins.
A well-known chaperonin is GroEL from (Escherichia

coli). GroEL is a large cylindrical protein containing 12
subunits (Figure 23.25). GroEL was labeled with an indo-
cyanine dye IC5 and bound to a glass surface.55 Bovine
(BSA) and human serum albumin (HSA) spontaneously
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Figure 23.24. Single-molecule enzyme kinetics of ATPase activity. The enzyme was myosin subfragment 1 (S1). The measurements were performed
using objective-type TIR. Reprinted with permission from [54].

Figure 23.25. Chaperonin GroEL and GroES. GroEL is labeled
with IC5 and GroES is labeled with Cy3. Reprinted with permis-
sion from [55].



bind to glass surfaces. If the BSA is biotinylated then avidin
or streptavidin binds strongly to the surface. Streptavidin
contains four biotin binding sites, providing residual bind-
ing sites for biotinylated GroEL. This method of attachment
is frequently used to attach biomolecules to surfaces.

This system was examined using TIR excitation and an
intensified CCD camera for imaging. The upper left panel
in Figure 23.26 shows the locations of GroEL, as deter-
mined by emission from IC5. The remaining three panels
show images of Cy3-GroES. In the presence of ATP GroES
binds to GroEL and the complex acts to refold proteins. At
first the images of GroES are confusing. Some appear
where GroEL is also located and other GroES molecules
appear where there appeared to be no GroEL. In either case
the GroES has to be immobilized to see its emission. The
different positions of GroES binding can be understood as
due to molecular heterogeneity. The surface contains
GroEL molecules that are labeled with IC5 and GroEL mol-
ecules that are not labeled with IC5. This shows how differ-
ent types of reasoning are needed to interpret single-mole-
cule and ensemble measurements.

The arrows in Figure 23.26 point to one GroEL mole-
cule where a GroES molecule also binds. The GroES mol-
ecule appears in 2 of the 3 frames. In this case the absence
of GroES in the 80-second frame is not due to blinking, but
rather to dissociation from GroEL. The process of GroES
binding to GroEL can be followed with time (Figure 23.27).
The Cy3-GroES emission appears and disappears as it
binds to and dissociates from GroEL. This observation of
single-molecule binding kinetics provides a unique way to
measure association and dissociation rates for the reaction.
The times when GroES is observed and when it is missing
provides a statistical measure of the rate constants. If a suit-
ably large number of events are studied the fluctuations in
Cy3-GroES emission can be used to determine the on and
off rates for the reaction.

Histograms of the on and off times are shown in Figure
23.28. The top panel of Figure 23.28 shows a histogram of
the off time, the time duration when emission from Cy3-
labeled GroES is not observed. A large number of short-
duration events were observed. A smaller number of events
were observed for longer durations. This type of data can be
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Figure 23.26. Single-molecule images from IC5-labeled GroEL (EL) and Cy3-labeled GroES (ES) at the indicated times. The images were obtained
using TIR and an intensified CCD camera. The circles show the positions of GroEL. Reprinted with permission from [55].



used to calculate the rate constant for binding. Consider a
single GroEL molecule that does not contain GroES. At
short times there is a high probability that GroES is not
bound. At longer times there is a smaller probability that
GroES has not bound to GroEL. The histogram of the times
needed for binding reveals the binding rate constant, just
like the histogram in TCSPC reveals the lifetimes.

In a similar way the on times can be used to obtain the
rate of GroES dissociation. Assume the starting point is the
GroEL–GroES complex. We know the complex is present
because of the emission from Cy3. The complex dissociates
spontaneously, as seen by the disappearance of Cy3 emis-
sion (Figure 23.28, lower panel). This decay of the complex
is just like the decay of an excited state, and the histogram
of decay times yields the decay rate. In the case of GroEL
there appears to be a time lag prior to dissociation, as seen
by the rise time at short times. The authors attribute this
time decay to an intermediate state of the complex that has
not been identified.55

23.7. SINGLE-MOLECULE RESONANCE 
ENERGY TRANSFER

Single-molecule detection becomes an even more powerful
tool when combined with resonance energy transfer (RET).
Figure 23.29 shows a typical experiment in which emission

spectra and lifetimes are measured for a mixture of protein
molecules each labeled with a donor D. The solution also
contains a fluorescent acceptor A that binds to some of the
donor-labeled protein. The emission spectrum of the solu-
tion will show the presence of both the donor and acceptor.
The situation is complicated because the acceptor emission
will be due to two subpopulations: acceptor free in solution
and acceptor bound to donor. Similarly, the donor emission
spectrum will be due to two components—D and DA. Even
if the intensity decays of the donor or DA pair alone are sin-
gle exponentials the donor decay for the mixture would be
multi-exponential because there would be two species—D
and DA.
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Figure 23.27. Time-dependent intensities of Cy3-labeled GroES for
the spot indicated by the arrows on Figure 23.26. Reprinted with per-
mission from [55].

Figure 23.28. Histogram of the off (top) and on time durations (bot-
tom) of GroES binding to GroEL. N is the number of events. The on
and off times refer to the time duration when GroES contains, or does
not contain, GroEL, respectively. kon is the rate constant for the asso-
ciation reaction, koff the rate constant for the dissociation reaction.
Revised from [55].



Observations on single molecules can resolve such het-
erogeneity and bypass ensemble averaging. Suppose the
donor-labeled protein is immobilized on a glass surface
(Figure 23.30) and that single protein molecules could be
separately observed. Then the signal due to any single mol-
ecule would be due to either a donor-alone molecule (left)
or a protein molecule that contains bound acceptor (right).
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Figure 23.29. Emission spectra and intensity decay for a mixture of
donor-alone (D) and donor–acceptor (D-A) pairs, and acceptor alone,
as seen in an ensemble-averaged measurement.

Figure 23.30. Emission spectra and intensity decays for single-mole-
cule measurements for a mixture of donor-alone and donor–acceptor
pairs immobilized on a surface.

Figure 23.31. Schematic of enzyme-catalyzed hydrolysis of a sub-
strate–phosphate (S–Pi) as seen by SMD.

Figure 23.32. Single-molecule RET of a ribozyme molecule. The
lower panels show the time-dependent donor (green) and acceptor
(red) intensity and RET efficiency. Reprinted with permission from
[56], [58].



As a result the emission spectrum would be that of the
donor alone or of a donor–acceptor pair. Similarly, the
intensity decay would be a single exponential, a longer life-
time for the donor-alone and a shorter lifetime for the DA
pair. Hence observation of the single protein molecules
allows the properties of each species (D and DA) to be
measured.

Single-molecule RET can also be used to detect con-
formational changes in macromolecules. Assume the
macromolecule is labeled with both a donor and an accep-
tor. Suppose the donor and acceptor are initially too far
apart for RET but closer together when a complex is formed
(Figure 23.31). Complex formation will result in a decrease
in donor intensity and increased acceptor intensity. These
intensity changes can be used to calculate the efficiency of
energy transfer at any point in time. This coupling of
changes in the donor and acceptor intensities provides a
direct approach to study the dynamics of macromolecules.

Single-molecule RET has been used to follow confor-
mational changes in a single ribozyme molecule.56 Figure
23.32 shows a ribozyme from Tetrahymena thermophila.
The ribozyme was linked to the surface by extending the 3'
end of the ribozyme. An oligonucleotide complementary to
the extension was bound to the surface by biotin–strepta-
vidin chemistry. This tethering oligo was also labeled with
a Cy5, providing the acceptor labeling on the ribozyme.
The substrate of the reaction, which is another short
oligonucleotide, was labeled with Cy3 as the donor. The
labeled molecules were observed using TIR microscopy.

The lower panel in Figure 23.32 shows the time traces
of the Cy3-donor and Cy5-acceptor emission. These signals
are clearly anticorrelated, when the donor intensity drops
the acceptor intensity increases, and vice versa. These sig-
nals were used to calculate the time traces for RET, show-
ing oscillations from about 35 to 100%, indicating a change
in D–A distance from about 70 to 15 Å. These data thus
revealed the time-dependent motions of the labeled sub-
strate on the ribozyme, which is shown schematically in the
figure. It is clear from these examples that single-molecule
studies of biomolecules can provide unique insights into the
function and dynamics of biomolecules.

23.8. SINGLE-MOLECULE ORIENTATION AND
ROTATIONAL MOTIONS

Since single molecules can now be detected, laboratories
have started performing more detailed spectroscopic meas-
urements.57–60 Studies of polarized emission from single

fluorophores provides some unique opportunities. At first
glance the experimental results are counterintuitive when
viewed from the perspective of ensemble-averaged meas-
urements (Chapters 10–12). It is easier to understand the
single-molecule results following an intuitive description of
the unique features of single-molecule polarized emission.
We are using both the terms polarization and anisotropy
because there is presently no standardized formalism for
SMD. Both the polarization and anisotropy are useful under
different experimental conditions.

Figure 23.33 (top panel) shows a schematic optical
configuration and results for a single fluorophore with col-
inear absorption (A) and emission (E) dipoles, where β = 0,
and β is the angle between the transition moments. In such
experiments the excitation is frequently delivered to the
sample by an optical fiber. Assume there is a single immo-
bilized fluorophore with its transition moment oriented
along the x-axis, and that the emission is observed without
a polarizer. Recall that the probability of absorption is pro-
portional to cos2 θ, where θ is the angle between the absorp-
tion transition moment A and the incident electric field. As
the electric vector of the incident light is varied the intensi-
ty changes as cos2 θ (top panel). The maximum intensity
occurs at θ = 0, where the incident field is parallel to A.

Now consider excitation with unpolarized light (Figure
23.33, lower panel) with observation through a polarizer.
Rotating the emission polarizer will yield the same result,
with the intensity changing as cos2 θ. In fact, polarization of
the incident light does not affect the result, except at θ =
90E when the fluorophore is not excited. The emission al-
ways displays cos2 θ dependence centered at θ = 0 because
the single molecule radiates as a dipole oriented along the
z-axis. Assume in the lower panel the intensity along the x-
axis is I||, and Iz along the y-axis. Both the polarization and
anisotropy are 1.0. Recall that the highest anisotropy of a
solution is 0.4, which is the result of cos2 θ photoselection
with ensemble averaging. Recall that a fluorophore always
emits from the lowest singlet state. As a result the polariza-
tion of a single molecule is the same independent of the
polarization of the excitation. SMD avoids averaging,
returning the value of 1.0 expected for a single fluorophore
(Chapter 10).

Now consider similar measurements for a fluorophore
with perpendicular absorption and emission dipoles, where
β = 90E (Figure 23.34, top). Assume the angle of the inci-
dent field is rotated, and the emission is observed without
an emission polarizer (top). One obtains the same cos2 θ
dependence as for β = 0. Notice the maximum is again at θ
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= 0E, even though β = 90E. This surprising result can be
understood as the result of the cos2 θ dependence on
absorption. Since the fluorophore is observed without an
emission polarizer the maximum signal is seen when the
excitation rate is the highest, at θ = 0. A different result is
obtained if the fluorophore is excited with unpolarized light
and observed through an emission polarizer (Figure 23.34,
bottom panel). Now the cos2 θ dependence is shifted 90E
due to θ = 90E. The same dependence on cos2 θ would be
observed for any polarization of the incident light because
the emission intensity through the polarizer is determined
by the position of the emission dipole. The polarization of
the emission is –1.0 because the emission is polarized along
the y-axis.

In a typical ensemble anisotropy measurement one
usually rotates the emission polarizer to perform the meas-
urement (Chapter 10). However, in Figure 23.33 and 23.34
(top panels) the excitation polarization was rotated. This is
frequently done in polarized fluorescence microscopy
because of the depolarizing effects of the microscope objec-

tive. If linearly polarized light is passed through the aper-
ture and focused on the sample or molecule, the field is par-
tially depolarized.61 This effect is a result of the large
numerical aperture and the different angles of incidence for
light, passing through the center or the outer region of the
objective. Light can be brought to the sample without this
effect if the light is not passed through the objective, but
instead directly to the sample (Figure 23.35). The larger
aperture of the objective does not affect the emission meas-
urements because the objective simply collects the emission
which depends only on the orientation of the incident polar-
ization and the fluorophore. The orientation of the incident
polarization defines the parallel component (I||). This com-
ponent can be rotated to be at any angle in the focal plane.
Of course, the single molecule will only be excited if its
absorption dipole has a component along the incident elec-
tric field. The emission is collected by an objective and
passed through a filter to remove the scattered light.

In single-molecule experiments every photon is valu-
able. The molecule may display blinking and will be
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Figure 23.33. Polarization properties of a single fluorophore with colinear (β = 0) absorption (A) and emission (E) dipoles.



destroyed after a short period of observation. For these rea-
sons it is not practical to rotate an emission polarizer to sep-
arately measure the two polarized components of the emis-
sion. These polarized components are easily separated with
a polarizing beamsplitter (Figure 23.35). With this device
the p-component relative to the reflective surface of the
beamsplitter is p-polarized. The s-polarized component is
not reflected and passes through the device.62 See Chapter
2 for a definition of p and s polarization. One can see that
the p-polarized intensity (IP) corresponds to the parallel
intensity (I||), and the s-polarized component (IS) corre-
sponds to the perpendicular intensity (Iz). The relative
detection efficiencies of the two channels (G-factor) can be
measured with solution of fluorophores which displays an
anisotropy of zero. It is important to remember that the
objective will depolarize the emission to some extent due to
its large collection angle.61,63

In this discussion of single-molecule polarization we
assumed that the dipoles were perpendicular to the optical
axis. In reality the transition moments will also have com-

ponents along the optical axis that are out of the sample
plane. Rather than present the somewhat complex mathe-
matical expression to describe these cases, then intuitive
concepts in Figures 23.33 and 23.34 will provide an under-
standing of the experimental results for singe molecules.

23.8.1. Orientation Imaging of R6G and GFP

The optical configuration shown in Figure 23.35 was used
to study R6G molecules in a polymer.64–65 A number of
R6G molecules were imaged by scanning the sample stage.
The images (Figure 23.36) were obtained by simultaneous
measurement of the s and p components. The left and mid-
dle images show these polarized components. During the
scan the signal in each image transiently disappears which
looks like blinking. However, the summed image (right)
does not show the dark vertical line which indicates the flu-
orophores are not blinking under these experimental condi-
tions. These results indicate that the R6G molecules dis-
played rotational diffusion or jumps in the polymer. This is
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Figure 23.34. Polarization properties of a single fluorophore with perpendicular absorption (A) and emission (E) dipoles.



reasonable when one recalls it takes considerable time to
scan the sample stage, so the molecule can rotate before the
stage returns to that molecule for a second illumination.

Another approach to single-molecule orientation imag-
ing is to use polarized excitation. As shown in Figure 23.33
the emission will show the same polarization independent
of the polarization of the incident light. Polarized excitation
was used with NSOM to image GFP in poly(acrylamide)
(Figure 23.37). Excitation was accomplished with an alu-
minum-coated fiber optic with a 70-nm aperture using 488-
nm laser light.66 The relative intensities in the two polarized
channels were used to calculate the orientation of the tran-

sition dipoles on the slide. Since the emission remained
polarized during the scan, the GFP molecules were immo-
bilized by the poly(acrylamide) gel. The images show that
the individual GFP molecules each have different photosta-
bilities. Molecules 2 and 3 are stable and did not blink.
Molecules 4 and 5 displayed blinking. Molecule 1 appears
to have been photobleached during the scan.

Single-molecule orientations can also be determined
using NSOM and the shape of the single-molecule
image.67–69 Figure 23.38 shows a focused-ion-beam (FIB)
image of the NSOM probe. The probe is coated with alu-
minum, except for the small dark ring in the center (a). The
sample was DiIC12 in PMMA. Image b shows the NSOM
images when the excitation is circularly polarized. The
images are not simple circles because of the sharp electric-
field gradients that exist near the tip of the metal-coated
fiber. Because of these field gradients the interactions of the
fluorophore with the NSOM tip depend on its location and
the orientation of the transition moments.

The orientation of the fluorophore can be determined
from the shapes, but the theory is rather complex. The lower
two images were obtained using linearly polarized light, as
shown by the arrows. All the images are color coded
according to the detected polarization. One of the circular
images in panel b becomes a double-labeled image with lin-
early polarized excitation in panels c and d. These polarized
NSOM images provide remarkable detail on fluorophore
orientation.

23.8.2. Imaging of Dipole Radiation Patterns
Advanced Topic

The previous results on single-molecule polarization imag-
ing were obtained using point-by-point measurements and a
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Figure 23.35. Typical configuration for single-molecule polarization
measurements.

Figure 23.36. Polarized emission images of R6G molecules in poly(methylmethacrylate). The PMMA had a glass temperature of 8°C. The two orthog-
onal polarization images (left and center) were used to construct the summed image (right). The white bar is 1 µm. Reprinted with permission from
[64].



scanning sample stage. It is also possible to determine flu-
orophore orientations by a direct imaging method.70–74 The
theory is rather complex, but the result is intuitively simple.
If the light collection optics are perfect each fluorophore
will appear as a diffraction limited spot, irrespective of its
orientation. However, if there is a slight mismatch in the
immersion fluid then light entering the objective at different

angles is not focused at the same point. Figure 23.39 shows
such images. The spatial emission patterns are dots, circles,
or a more complex distorted circle with a central dot. These
images can be understood by the angle-dependent radiation
patterns for a dipole near a dielectric interface (top
schematic). These patterns can be calculated from classical
electrodynamics. The image on the left was obtained with
the fluorophores in the focal plane and the image on the
right was obtained with slight defocusing. In this latter
image the transition moments perpendicular to the interface
(p) result in a doughnut-like image. This can be understood
from the strong angular dependence of the p-dipole cou-
pling into the glass substrate. Transition moments paral-
leled to the interface (s) yield filled circles. If the image is
slightly defocused (right) additional information becomes
available. The images become distorted along the direction
of the dipole orientation. Remarkably, it is now possible to
image not only single molecules, but to image their orienta-
tions as well.

23.9. TIME-RESOLVED STUDIES OF 
SINGLE MOLECULES

Time-resolved ensemble measurements frequently reveal
multi-exponential decays for seemingly homogeneous sam-
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Figure 23.37. NSOM orientation imaging of GFP in poly(acry-
lamide). Image size 1.8 x 1.8 µm. Reprinted with permission from
[66].

Figure 23.38. Imaging of dipole orientation using NSOM. The sam-
ple was DiIC12 in PMMA. The circle and arrows represent the incident
polarization. The green-to-red scale indicates the polarization of the
emission. Reprinted with permission from [68].

Figure 23.39. Imaging of single molecule DiIC12 in PMMA. Upper
panel shows radiation pattern for a dipole near a dielectric interface.
Reprinted with permission from [70].



ples, particularly for biomolecules. Such results are fre-
quently explained as the result of some underlying hetero-
geneity, such as the rotamer conformations for tryptophan
(Chapter 16). Hence it is natural to use time-resolved detec-
tion with single molecules to observe the properties of each
subspecies. Several reports have appeared on time-resolved
SMD. To date essentially all such studies have been per-
formed using TCSPC at a defined position in the sam-
ple.75–78 Typically the sample is raster scanned to find the
locations of the molecules. The stage is then repositioned
on the molecule of interest, which is excited with a pulsed
laser. The repetition rate of the laser is typically 1 MHz or
higher and the dwell time at each location is about 1 ms.

There is time for a number of pulses to arrive at the sample
during the dwell time. The time intervals between the start
and stop pulses are recorded along with an identifier for the
location of the molecule on the slide.

An example of single-molecule lifetime imaging is
shown in Figure 23.40 for Cy5 and JF9. The two left panels
are the intensity images. The dyes cannot be distinguished
based on the intensities. The two right images show the life-
time for Cy5 (top) and JF9 (bottom). The two fluorophores
can be distinguished from the lifetimes, even at the single-
molecule level. The measurements were then extended to a
mixture of Cy5 and JF9 (Figure 23.41). The two fluo-
rophores cannot be distinguished in the intensity image
(left). However, the individual fluorophores can be identi-
fied from the fluorescence lifetime (right). Since lifetimes
are independent of the total intensity, and since the fluo-
rophores photobleach, we can expect to see more uses of
single-molecule lifetime imaging. These applications will
be facilitated by the increasing ease of lifetime measure-
ments using pulsed laser diodes and modern electronics.

23.10. BIOCHEMICAL APPLICATIONS

23.10.1. Turnover of Single Enzyme Molecules

Single-molecule detection has been used to image the activ-
ity of individual enzyme molecules. The protein cholesterol
oxidase (Cox) was immobilized in an agarose gel.79 Polar-
ization studies showed that the protein displayed rotational
diffusion, but the gel prevented translational diffusion. Cox
catalyzes the oxidation of cholesterol, as shown in the top
panel of Figure 23.42. The cofactor FAD is tightly bound to
the enzyme and is not expected to dissociate. The slide con-
taining immobilized enzyme was imaged by scanning a
442-nm HeCd laser beam across the sample. Recall that the
oxidized form of FAD is fluorescent (Chapter 3). Hence the
reaction results in transient emission from the FAD until it
is reduced by the enzymatic reaction. The on–off fluores-
cence from the protein results in bright spots due to single
Cox molecules (Figure 23.43). The spots display a range of
intensities. This is because photon counts are accumulated
for the entire time the oxidized form is present on the pro-
tein. FAD itself did not display blinking under these condi-
tions. If a single spot is examined with higher time resolu-
tion it displays a blinking intensity, which indicates reduc-
tion or oxidation of the cofactor (Figure 23.42, lower
panel). Accumulation of a longer time trace and examina-
tion of multiple enzyme molecules allowed the Michaelis-
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Figure 23.40. Single-molecule intensities (left) and lifetimes (right)
for Cy5 (top) and JF9 (bottom) on a glass surface. Images were
obtained using confocal laser scanning microscopy. The lifetimes of
Cy5 and JF9 are near 2 and 4 ns, respectively. Reprinted with permis-
sion from [78].



Menten rate constants to be determined from the reaction-
induced blinking.79

Another example of single-molecule enzyme kinetics
is shown in Figure 23.44. The enzyme dihydroorotate dehy-
drogenase (DHOD) catalyses a reaction in the first step of
de-novo pyrimidine synthesis. In this reaction cycle FMN is
reduced and oxidized. Unfortunately, the flavin is quenched
by a tyrosine residue in the wild-type E. coli protein (Fig-

ure 23.44). To obtain a useful signal the nearby tyrosine
residue responsible for the quenching was mutated to a
leucine.80 The enzyme molecules were immobilized in a 1%
agarose gel and localized by the flavin emission. However,
the emission quickly disappeared (Figure 23.45), and the
disappearing signal was due to dissociation of FMN from
the protein and not photobleaching. Because the rate of dis-
appearance was not dependent on incident power, in the
presence of substrates the FMN displayed rapid blinking in
addition to disappearance that was the result of the oxida-
tion–reduction cycles occurring prior to dissociation (Fig-
ure 23.45). The distribution of on and off times could be
used to determine kinetic constants for the reaction.
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Figure 23.41. Single-molecule intensity and lifetime images for a mixture of Cy5 and JF9 on a glass surface. Reprinted with permission from [78].
Copyright © 2002, American Chemical Society.

Figure 23.42. Blinking of FAD emission during oxidation of choles-
terol by Cox. The top panel shows the chemical reaction. Revised
from [79].

Figure 23.43. Single-molecule images of cholesterol oxidase as seen
from the emission of FAD. Reprinted from [79].



23.10.2. Single-Molecule Molecular Beacons

We started this chapter with a schematic of a single-mole-
cule molecular beacon (Figure 23.1). In fact, such an exper-
iment has been reported.81 Figure 23.46 shows a surface-
bound molecular beacon. This sequence has a biotin on one
end and the fluorophore MR121 at the opposite end. The
sequence is designed so that a guanine residue is next to
MR121 when the beacon is in the hairpin conformation. In
solution this beacon displays a sixfold increase in intensity
when hybridized with the complementary oligo.

The lower panels in Figure 23.46 show confocal im-
ages of surface-bound beacons in the absence (left) and
presence (right) of the complementary oligo. Hybridization
with the complementary oligo results in an increase in the
number of observable spots. The actual increase in intensi-
ty is larger than it appears because the scale on the left
image is four times smaller than the right image. This
approach allows detection of single hybridization events.

23.10.3. Conformational Dynamics of a 
Holliday Junction

Single-molecule FRET has been extensively useful in stud-
ies of the conformational dynamics of DNA and RNA.82–88

One example is a study of the structural dynamics of a Hol-
liday junction.83 Genetic recombination is an important
component of genetic diversity and evolution. Recombina-
tion occurs when sections of DNA are exchanged between
chromosomes. This recombination occurs at sites that are
called Holliday junctions. These junctions or sections of
DNA form a four-way cross (Figure 23.47). These junctions
are formed and break when DNA strands are exchanged.

The Holliday junction in Figure 24.47 contains four
DNA oligomers. One oligomer was synthesized with a do-
nor (Cy3) and a second oligomer was synthesized with an
acceptor (Cy5) both on the 5' ends of the DNA strands. A
third strand was labeled with biotin for surface immobiliza-
tion. The four-way junction was expected to change its con-
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Figure 23.44. Top: Structure of wild-type DHOD from E. coli.
Bottom: Environment of FMN in the catalytic site. Reprinted with
permission from [80]. Copyright © 2004, American Chemical
Society.

Figure 23.45. Emission intensities of FMN bound to dihydroorotate
dehydrogenase in the absence (top) and presence (bottom) of sub-
strates. The top panel shows traces for three different molecules. The
protein was immobilized in an agarose gel. Reprinted with permission
from [80]. Copyright © 2004, American Chemical Society.



formation to position the Cy3 and Cy5 close to each other,
or more distant, resulting in changes in energy transfer.

Figure 23.48 shows the single-molecule time traces of
two different junctions, each with a different sequence. In
both junctions the donor and acceptor intensities fluctuate.
The intensity changes are anticorrelated, showing that the
fluctuations are due to energy transfer between Cy3 and
Cy5. In single-molecule studies the extent of energy trans-
fer is presented as EFRET = IA/(IA + ID), rather than an actu-

al transfer efficiency. The extent of energy transfer fluctu-
ates between two levels. This indicates that there is no sig-
nificant population of the intermediate state shown in the
center of Figure 23.47. These junctions exist in only two
conformations. The single-molecule RET data also show
that the sequence affects the preferred conformation. Junc-
tion 3 remains mostly in the form with high-energy transfer.
Junction 7 is equally distributed between the two states
(Figure 23.48).

PRINCIPLES OF FLUORESCENCE SPECTROSCOPY 783

Figure 23.46. Confocal images of an immobilized beacon, with and
without the complementary oligo, respectively. The left and right
intensity scales are 0–4 and 0–16, respectively. Reprinted with per-
mission from [81]. Copyright © 2003, American Chemical Society.

Figure 23.47. Structural flexibility in a DNA four-way Holliday junc-
tion. Reproduced with permission from [82]. Copyright © 2003,
American Chemical Society.

Figure 23.48. Single-molecule conformational changes in two
Holliday junctions. Junctions 3 and 7 refer to different sequences;
EFRET = IA/(IA + ID). Reprinted with permission from [83].



23.10.4. Single-Molecule Calcium Sensor

Single-molecule detection has been extended to single-mol-
ecule sensors.89 A single-molecule sensor was designed ac-
cording using two GFPs as a donor–acceptor pair, linked by
calcium-sensitive proteins (Figure 23.49). The linker con-
sisted of calmodulin (CaM) and the M13 peptide. In the
presence of calcium CaM expresses a hydrophobic region
that binds the M13 peptide, bringing the GFPs closer
together.90 Single molecules of a similar sensor were ob-

served using a confocal scanning microscope. The individ-
ual molecules were examined at various concentrations of
calcium. Histograms were constructed showing the number
of times a particular transfer efficiency was observed. These
histograms show the closer average distance of the donor
and acceptor in the presence of calcium. In this case the dis-
tributions are rather wide, with overlap of the high- and
low-calcium histograms. This suggests that this sensor
adopts more than two conformations in the presence of cal-
cium.

23.10.5. Motions of Molecular Motors

Motion occurs constantly in cells and tissues, and are due to
a variety of proteins. Intracellular transport of organelles,
mRNA, and other molecules is due in part to kinesin.
Kinesin is a dimeric protein that moves along actin fila-
ments while it consumes ATP. Single-molecule imaging has
been used to follow the motion of kinesin91 and other pro-
teins.92–95 For kinesin there were two possible modes of
motion: hand-over-hand and inchworm motion (Figure
23.50). Previous studies had shown that the central stalk in
kinesin does not rotate during motion, so this mechanism
was not considered.

To study kinesin motions one of the actin-binding
domains was labeled with Cy3 and the other left unla-
beled.91 Actin filaments were immobilized on the slides to
provide a binding site for kinesin. Upon addition of ATP the
Cy3 spot was found to move in discrete steps (Figure 23.50,
lower panel). Several different kinesin mutants were labeled
and studied, and all displayed similar step sizes. The size of
the steps allowed selection of the hand-over-hand model for
kinesin motion. The average step size of 17 nm was consis-
tent with the size of two actin molecules. The inchworm
mode of motion would have resulted in a smaller 8.3-nm
step size.

23.11. ADVANCED TOPICS IN SMD

23.11.1. Signal-to-Noise Ratio in 
Single-Molecule Detection

We have now seen examples of SMD. These experiments
all had one feature in common, which is careful design of
the sample and optical system to achieve an adequate S/N
ratio. In order to detect a single molecule the signal from
the molecule must be larger than the fluctuations in the
background signal. Additionally, all single-molecule exper-
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Figure 23.49. Calcium sensor based on a GFP donor–acceptor pair
linked by calmodulin (CaM) and the M13 peptide. The panels show
the single-molecule RET efficiency. Reprinted with permission from
[10, 89].



iments are performed over a limited range of incident inten-
sities, concentrations, and dye characteristics. At present it
is only possible to observe single molecules above the back-
ground under certain conditions. For SMD the S/N ratio is
given by16

(23.6)

In this expression D is the instrument detection efficiency,
Q is the quantum yield of the fluorophore, σ is its absorp-
tion cross-section, A is the illuminated area, P0/hν is the
number of incident photons per second, and T is the data

collection time. In the denominator CB is the number of
background counts per watt of incident power and ND the
number of dark counts per second. At first glance this
expression appears complex but its meaning becomes clear
upon examination. The term in the numerator represents the
signal from the fluorophore. The three terms in the denom-
inator are the signals from the fluorophore, autofluores-
cence from the sample and instrument, and the number of
dark counts recorded by the detector. The denominator is
raised to one-half power because it represents the fluctua-
tions or noise in the intensity rather than the intensity itself.

Figure 23.51 shows calculations of the S/N ratio for
assumed parameter values that roughly describe R6G in
water. The surfaces show the dependence of S/N on the
incident power and observed area. The middle panel
assumes there is no photobleaching, and the lower panel
assumes a photobleaching quantum yield of 10–5. This sur-

S/N �

DQ ( σ
A

)  ( P0

hν
)  T

√ (DQσPP0T

Ahν
) � CBP0T � NDT
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Figure 23.50. Possible mechanisms for movement of kinesin on actin
filaments. The lower panel shows the time-dependent motion and the
distance for each step. Reprinted with permission from [91].
Copyright © 2000, American Chemical Society.

Figure 23.51. Calculations of the signal-to-noise (S/N) ratio in single-
molecule detection using eq. 23.6; 532 nm, 5.6 x 103 W/cm2, Q = 0.28,
σ = 4 x 10–16 cm2, D = 0.072, ND = 100 cts/s, CB = 2 x 108 counts/W.
T = 0.1 s. For the lower panel the photobleaching quantum yield was
taken as 10–5. Revised and reprinted with permission from [16],
Copyright © 2003, American Institute of Physics.



face shows that even under good conditions S/N is unlikely
to exceed 100. Also, S/N is adequate over a limited range of
incident intensities and sample sizes. S/N initially increases
with incident power, but decreases at higher power due to
increased contributions from the background. The useful
range of conditions is even more limited if photobleaching
is considered (lower panel) because the fluorophore disap-
pears after emitting some average number of photons. The
surfaces in Figure 23.51 shows that SMD is possible
because of several favorable conditions, including high
photon detection efficiency, high photostability, and low
dark counts. An unfavorable change in any of these param-
eters can make it impossible to detect the emission from a
single fluorophore.

23.11.2. Polarization of Single Immobilized 
Fluorophores

In Figures 23.33 and 23.34 we described the polarization of
single molecules when excited with polarized light. These
concepts are clarified by a mathematical description of this
system. Consider a fluorophore on a glass slide, with colin-
ear absorption and emission dipoles (Figure 23.52). The

transition moment is oriented at an angle θ from the x-axis
and an angle φ from the optical z-axis. The polarized com-
ponents of the emission are separated with a polarizing
beamsplitter. The intensity of each polarized component is
given by the square of the electric field projected onto the
axis. Hence,

(23.7)

(23.8)

where k is an instrument constant assumed to be the same
for both channels. Notice that it was not necessary to con-
sider the polarization of the incident light. The intensity a
fluorophore emits along the x- and y-axes depends only on
the orientation of the emission dipole, regardless of how the
molecule was excited. The polarization of the emission is
given by

(23.9)

Perhaps surprisingly, the polarization does not depend on
the angle φ because the intensity is proportional to the same
factor sin2 φ in both channels.

23.11.3. Polarization Measurements and Mobility
of Surface-Bound Fluorophores

The ability to measure the polarization of single molecules
makes it possible to measure their mobility. Because only a
limited number of photons per fluorophore can be detected
it may be difficult to determine the correlation time from
the polarized intensity decays. An alternative approach to
mobility measurements is to measure the polarized emis-
sion interaction when the excitation polarization is rotat-
ed.96 Figure 23.53 shows such measurements of Texas Red
using an electrooptic device to repetitively rotate the excita-
tion polarization. The intensity of this single Texas Red
molecule changes from nearly zero to a maximum value
with rotation of the polarization. The insert shows the aver-
aged intensities at various angles of incident polarization.
There is an angle near 60E where the intensity is near zero.
Recall that excitation of a single molecule is proportional to
cos2 θ, so that the intensity minimum occurs where the
absorption transition is perpendicular to the excitation
polarization. Such a high contrast ratio is not seen for

P �
Ip � Is
Ip � Is

� 1 � 2 cos2θ

Ip � Iy � k sin2φ sin2θ

Is � Ix � k sin2φ cos2θ
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Figure 23.52. Polarized intensities for a single immobilized fluo-
rophore.



ensemble measurements in random media because some of
the fluorophores are always aligned with the incident polar-
ization.

Single-molecule polarization measurements can pro-
vide a direct measurement of the angle between the absorp-
tion and emission dipoles.58 Figure 23.54 shows the inten-
sities of an immobilized Cy5 molecule. For rotation of the
excitation or emission polarizer. As described in Figure
23.33 and 23.34, the angle-dependent intensities will over-
lap for parallel transitions and be shifted when the absorp-
tion and emission dipoles are displaced by an angle β. In the
case of Cy5 the angle-dependent intensities nearly overlap.
The small offset is consistent with a small angle of β = 5E.

The concepts shown in Figures 23.53 and 23.54 were
applied to a labeled DNA oligomer that was bound to APS-

treated glass.97 The sample was immersed in water to allow
the possibility of probe rotation, but the oligomers did not
migrate on the slide. The intensities of the polarized com-
ponents of a single molecule were excited with different
polarizations (Figure 23.55). The polarized components are
completely out of phase. This is because when the fluo-
rophore is parallel to one detection channel it is perpendi-
cular to the other detection channel. Additionally, the corre-
lation time of the probe must be much longer than the excit-
ed-state lifetime. Otherwise the emission in both channels
would be the same. Using these considerations, molecules
a, b, and e in Figure 23.55 are mobile. Molecule c must be
immobilized because the intensities are in phase. The pat-
tern seen for molecule d is characteristic of hindered rota-
tional motion.

23.11.4. Single-Molecule Lifetime Estimation

Calculation of the lifetimes using single-molecule data
requires a different algorithm from that described for
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Figure 23.53. Single-molecule emission intensity of Texas Red on
glass using a confocal microscope. The excitation polarization was
rotated as shown. The insert shows the intensity for different excita-
tion polarizing angles, averaged from the first four cycles. Reprinted
with permission from [96].

Figure 23.54. Dependence of the emission intensity of an immobi-
lized Cy5 molecule on the angle of the excitation (!) and emission (")
polarization. The data represent an average from 15 molecules.
Reprinted with permission from [58].

Figure 23.55. Time traces of the polarized intensities of a single
labeled DNA oligomer bound to APS-treated glass. In a, b, and e the
fluorophore is freely rotating. In c the fluorophore is immobile. The
data in panel b are for the same molecule observed for panel a. The
pattern in panel d is said to be characteristic of a hindered motion.
Reprinted with permission from [97].



TCSPC. For TCSPC there is usually a large number of pho-
tons in each time interval, and the measurements are accu-
rately described as Gaussian distributions around the true
value. It should be remembered that the use of nonlinear
least squares is based on the assumption that measurements
have Gaussian properties. For the single-molecule data
there is usually a small number of counts in each time inter-
val. As a result the number of counts in each bin is distrib-
uted according to Poisson probability function. Nonlinear
least squares is not the correct approach for such data.98

Methods have been developed to recover single-mole-
cule lifetimes from sparse data.99–100 In many single-mole-
cule experiments the goal is not to resolve multi-exponen-
tial decays, but rather to obtain the best estimate of the
decay time, the decay time which has the maximum likeli-
hood of being the correct value. For this simple case there
is an analytical expression for the estimated lifetime.100

Assume the time width of each bin is ∆t and that there are
m bins, so the total time width of the data is m∆t = T. Then
the lifetime can be found from

(23.10)

where Ni is the number of counts in the ith bin and N is the
total number of counts. The best estimate lifetime can be
found using

(23.11)

(23.12)

These expressions are solved interactively to recover the
lifetime τ. Different expressions are needed to estimate
multiple parameters by the maximum-likelihood method.
The important point is that nonlinear least squares should
not be used with sparse data.

23.12. ADDITIONAL LITERATURE ON SMD

The technology and applications for SMD have expanded
dramatically during the past several years. It was not prac-
tical in this chapter to describe the many elegant results
published on SMD. To assist the reader in finding reports of
interest we have included, after the main references, a com-
pilation of additional references on single-molecule detec-

tion that summarizes many of these reports according to
their main emphasis.

In closing, SMD is a powerful technology that bypass-
es ensemble averaging and provides direct information on
the behavior and/or kinetics of single molecules. While
many papers have been published, the majority are still
proof-of-principle experiments that are always necessary to
systematize a new technology. The reader may notice the
absence of examples on single-molecule diffusion or intra-
cellular single-molecule detection. Several reports on these
topics have appeared but were not selected as teaching
examples because the results are not as clear as those shown
above. It appears likely that there will be considerable dif-
ficulty performing SMD experiments on freely diffusing or
intracellular species.
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PROBLEMS

P23.1.  Suppose you have a fluorophore with a molar extinc-
tion of 104,000 M–1 cm–1 at 600 nm, and a lifetime of
4 ns. Assume there is no intersystem crossing or blink-
ing. Calculate the light intensity in watts/cm2 needed to
result in half of the molecule in the excited state. If the
illuminated is 1 µm2 what is the needed power?
Assume the objective transmits 100% of the light.
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In the previous chapter we described fluorescence imaging
and spectroscopy on single molecules. Individual fluo-
rophores can be studied if the observed volume is restricted
and the fluorophores are immobilized on a surface. With
present technology it is difficult to track freely diffusing
single molecules. Single-molecule detection (SMD) on sur-
faces is a powerful technique because it avoids ensemble
averaging and allows single events to be observed. If a
dynamic process such as a chemical reaction is being stud-
ied, there is no need to synchronize the population because
the individual kinetic events can be observed. However,
SMD has its limitations. The most stable fluorophores typ-
ically emit 105 to 106 photons prior to irreversible photode-
struction. Because of the modest detection efficiency of
optical systems, and the need for high emissive rates for
detection of the emission over background, single mole-
cules can only be observed for a brief period of time—1
second or less—which may be too short to observe many
biochemical processes. When the fluorophore is bleached
the experiment must be started again with a different mole-
cule. Additionally, SMD requires immobilization on a sur-
face, which can affect the functioning of the molecule and
slow its access to substrates and/or ligands because of
unstirred boundary layers near the surface.

Fluorescence correlation spectroscopy (FCS) is also a
method based on observation of a single molecule or sever-
al molecules. In contrast to SMD, FCS does not require sur-
face immobilization and can be performed on molecules in
solution. The observed molecules are continuously replen-
ished by diffusion into a small observed volume. FCS thus
allows continuous observation for longer periods of time
and does not require selection of specific molecules for
observation. FCS is based on the analysis of time-depend-
ent intensity fluctuations that are the result of some dynam-
ic process, typically translation diffusion into and out of a
small volume defined by a focused laser beam and a confo-
cal aperture. When the fluorophore diffuses into a focused

light beam, there is a burst of emitted photons due to multi-
ple excitation-emission cycles from the same fluorophore.
If the fluorophore diffuses rapidly out of the volume the
photon burst is short lived. If the fluorophore diffuses more
slowly the photon burst displays a longer duration. Under
typical conditions the fluorophore does not undergo photo-
bleaching during the time it remains in the illuminated vol-
ume, but transitions to the triplet state frequently occur. By
correlation analysis of the time-dependent emission, one
can determine the diffusion coefficient of the fluorophore.
In this case "time-dependent" refers to the actual time and
not to a time delay or time-dependent decay following
pulsed excitation.

FCS has many applications because a wide variety of
processes can result in intensity fluctuations. In addition
to translation diffusion, intensity fluctuations can occur due
to ligand–macromolecule binding, rotational diffusion,
internal macromolecule dynamics, intersystem crossing,
and excited-state reactions. The data are interpreted in
terms of correlation functions. Different equations are need-
ed to describe each process, and usually two or more
processes affect the data at the same time. It is also neces-
sary to account for the size and shape of the observed vol-
ume. As a result the theory and equations for FCS are rather
complex.

FCS was first described in the early 1970s in a series of
classic papers.1–4 An extensive description of FCS and its
applications can be found in a recent monograph.5 These
papers describe the theory for FCS and recognize its poten-
tial for measurement of diffusion and reaction kinetics. The
theory showed that FCS would allow measurement of kinet-
ic constants even when the system was in equilibrium, if the
reversible process caused spectral changes. The FCS data
will contain information on the reaction rates because a
reaction at equilibrium still proceeds in both directions, so
that the spectral properties will continue to fluctuate. How-
ever, the early FCS measurements were plagued by low sig-
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nal-to-noise (S/N) ratios for a variety of reasons, including
a large number of observed molecules, intensity changes in
the laser light sources, low-quantum-yield fluorophores,
and low-efficiency detectors.6 In contrast to fluorescence
intensity measurements, where it is easier to measure solu-
tions with higher fluorophore concentrations, FCS meas-
urements are best performed when observing a small num-
ber of fluorophores (<10). In order to detect a small number
of fluorophores with a focused laser beam the sample need-
ed to be dilute, typically near 1 nM. Since the samples are
diluted, the unwanted background due to fluorescent impu-
rities and scatter needed to be suppressed by confocal optics
and effective filtering. Because of all these requirements
FCS was not widely used for 20 years. By the early 1990s
a number of technical advances made FCS a practical tech-
nology, including confocal optics, high-efficiency ava-
lanche photodiode (APD) detectors, stable lasers, and mul-
tiphoton excitation and commercially available instru-
ments.6 As a result there has been a rapid increase in the
applications of FCS to biochemical analysis.7–16 FCS is now
being used to detect protein association reactions, DNA
hybridization, immunoassays, binding to membrane recep-
tors, gene expression, and diffusion of labeled intracellular
proteins, to name a few.

24.1. PRINCIPLES OF FLUORESCENCE 
CORRELATION SPECTROSCOPY

FCS is typically performed using freely diffusing mole-
cules. Excitation is usually accomplished with a laser
focused to a diffraction-limited spot. A confocal pinhole is
used to reject signal from outside the desired volume. Using
these optical conditions, the observed volume is an ellipsoid
that is elongated along the optical axis. The concentration
of the fluorophores needs to be in a range where just a few
molecules are present in the observed volume.

To illustrate the principle of FCS consider a cylindrical
volume 0.08 µm in diameter and 2 µm in length (Figure
24.1) that is slightly larger than for a typical FCS instru-
ment. The volume of this cylinder is 1 fl = 10–15 liters. If the
fluorophore concentration is 1 nM, then the observed vol-
ume contains an average of 0.6 molecules. The average
number of fluorophores in the volume is determined by the
bulk concentration and remains constant in a stationary
experiment. However, random diffusion of the fluorophores
results in time-dependent changes, called fluctuations, in
the number of fluorophores in the volume. Fluctuations in
occupancy number in this small volume result in intensity

fluctuations in the fluorescence intensity. The theory for
FCS provides the basis for extracting molecular informa-
tion from the molecules by analysis of the rates and ampli-
tudes of the intensity fluctuations.

The theory of FCS is based on Poisson statistics. For
random discrete events the number of fluorophores in the
volume can be described by the Poisson distribution

(24.1)

In this expression P(n,N) is the probability of n fluoro-
phores being present in the volume when the average num-
ber of molecules in the volume is N. Using eq. 24.1 one can
calculate that for N = 0.6 there is a 55% probability that the
volume contains no fluorophores, a 33% probability that the
volume contains 1 fluorophore, and a 10% probability that
the volume contains 2 fluorophores (Figure 24.2). The flu-
orescence intensity from this volume will fluctuate as the
fluorophores diffuse into and out of the volume.

The changes in occupation number of the volume will
result in changes in the intensity (Figure 24.3). If the diffu-
sion is slow the fluorophores will move slowly into and out
of the volume. If the diffusion is faster the occupation num-
ber and intensity will change more rapidly. This time-
dependent intensity is analyzed statistically to determine
the amplitude and frequency distribution of fluctuations.
The intensity at a given time F(t) is compared with the
intensity at a slightly later time F(t + τ). If diffusion is slow,
F(t) and F(t +τ) are likely to be similar (top panel). If diffu-
sion is fast, F(t) and F(t + τ) are likely to be different (lower

P(n,N ) �
Nn

n!
e�N
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panel). In an FCS instrument a dedicated correlation board
is usually used to calculate the correlation between F(t) and
F(t + τ) for a range of delay times τ. This results in an auto-
correlation function G(τ) that contains information on the
diffusion coefficient and occupation number of the
observed volume. The dependence of the correlation func-
tion on the rate of diffusion makes FCS valuable for meas-
uring a wide range of binding interactions, such as
protein–ligand binding and DNA hybridization. Note that
the correlation time τ in an FCS measurement is not related
to the lifetime of the fluorophore.

An important feature of FCS is a measurement of the
number of diffusing species in the observed volume. In
principle, this measurement does not rely on an external
calibration or the quantum yields of the fluorophores. In
practice, calibrations are performed using known solutions.
The important point is the amplitude of the autocorrelation
function at τ = 0 reveals the average number of molecules
being observed. Sometimes a proportionality constant is
used to adjust this number. FCS can thus be used to detect
changes in particle density due to association or cleavage
reactions. In contrast to single molecule detection, the
observed molecules are continually replaced by diffusion,
so that photobleaching is less of a problem. Additionally,
since only a few molecules are observed, FCS provides
high sensitivity. Intensity fluctuations can also occur due to
blinking of the fluorophores upon transition to the triplet
state, structural changes in biomolecules, and the rate of lat-
eral translation in flowing samples. There are also more
advanced types of FCS, such as dual-color cross-correlation
FCS, which selectively detects species that contain two flu-
orophores, such as DNA oligomers labeled with two differ-
ent fluorophores.

FCS can provide information about reaction kinetics
even when the reaction is in equilibrium. Consider a simple
reaction F + M � F*M, where F is a fluorophore that is
nonfluorescent in solution but fluorescent (F*) when bound
to a macromolecule (M). The reaction kinetics would usu-
ally be studied by starting the reaction from a nonequilibri-
um condition, such as mixing separate solutions of F and M
in a stopped-flow instrument. Upon mixing the intensity
would change as the reaction approached equilibrium.
When the reaction reaches equilibrium the fluorescence
intensity will remain constant and no additional information
is obtained by continuing to measure the intensity. In con-
trast, FCS can measure the reaction kinetics under equilib-
rium conditions. If a small number of molecules are
observed the intensity will fluctuate as the fluorophore
binds to and dissociates from the macromolecules. The rate
of intensity fluctuations contains information on the sum of
the forward and reverse reaction rates.

Because of the ability of FCS to determine the number
of observed particles, and to determine the rates of diffu-
sion, and other dynamic processes, there has been a rapid
expansion of FCS technology into a wide range of applica-
tions, including high-throughput screening, DNA analysis,
and detection of small numbers of intracellular species. In
the following section we describe the theory and practice of
FCS with examples to illustrate the potential of this tech-
nology.
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Figure 24.2. Poisson distribution of a 1-nM fluorophore solution in a
1-fl volume, N = 0.6.

Figure 24.3. Fluctuations in the number of fluorophores (N) in the
observed volume of 1 fl with c = 1 nM. The intensity axis is in units
of the intensity from a single fluorophore.



24.2. THEORY OF FCS

The equations for FCS are moderately complex, and
there are many subtle points that result from the unique
aspects of the measurements. Different authors use slightly
different terminology for FCS. Hence it is valuable to
review the theory to provide a basis for understanding
the data and the factors that influence the measured correla-
tion functions.

The autocorrelation function of the fluorescence inten-
sity is given by the product of the intensity at time t, F(t),
with the intensity after a delay time τ, F(t + τ), averaged
over a large number of measurements.17–21 The time t refers
to the actual time as the intensities are observed. Data col-
lection times range from seconds to minutes. The delay
time τ is the difference in real time between measurement
of F(t) and F(t+ τ), typically in the range from 10–2 to 102

ms. If the intensity fluctuations are slow compared to τ,
then F(t) and F(t+ τ) will be similar in magnitude. That is,
if F(t) is larger than the average intensity <F>, then F(t + τ)
is likely to be larger than <F>. If the intensity fluctuations
are fast relative to τ, then the value of F(t) and F(t + τ) will
not be related. The value of the autocorrelation for a time
delay τ is given by the average value of the products

(24.2)

where T is the data accumulation time. The factor 1/T nor-
malizes the value of the products F(t)F(t + τ) for the data
accumulation time. This mathematical process is typically
performed using dedicated correlation boards that perform
the needed operations in real time as the fluctuating inten-
sity is observed. With modern electronics it is now also pos-
sible to record the time (t)-dependent intensities for the
duration of the data collection (T) and then perform the cal-
culations. Additional information can be obtained from the
complete list of time-dependent intensities, so it seems like-
ly that this approach will eventually be standard in FCS
experiments.

The quantities of interest are the fluctuations in F(t)
around the mean value

(24.3)

The autocorrelation function for the fluorescence intensi-
ties, normalized by average intensity squared, is given by

(24.4)

In this expression we have replaced t with 0. The delay time
τ is always relative to a datapoint at an earlier time so that
only the difference τ is relevant. It is important to remem-
ber the meaning of t and τ in FCS, which is different from
their meaning in time-resolved fluorescence. In time-
resolved fluorescence t refers to the time after the excitation
pulse and τ refers to the decay time. In FCS t refers to real
time and τ refers to a time difference between two intensity
measurements. In the FCS literature there are occasional
inaccuracies in the words used to describe the correlation
functions in eqs. 24.2 and 24.4. Equation 24.2 is the auto-
correlation function of the fluorescence intensities. The
term δF(t) in eq. 24.3 is the variance, so that the last term
on the right side of eq. 24.4 is actually the autocovariance
of F(t), but is conventionally referred to as the "autocorre-
lation function." A more accurate term is "the autocorrela-
tion function of the fluorescence fluctuations."17 Another
confusing point is the definition of the autocorrelation func-
tion. Some authors use eq. 24.4 and other authors use

(24.5)

which is the autocorrelation function of fluorescence fluc-
tuations. We will use eq. 24.5 since this avoids inclusion of
one (1) in all the subsequent equations. For simplicity we
will refer to eq. 24.5 as the correlation or autocorrelation
function.

In order to interpret the FCS data we need a theoretical
model to describe the fluctuations. The data are typically
the number of photon counts in a given time interval, typi-
cally about a microsecond, which are due to a small num-
ber of fluorophores. The intensity is dependent on the num-
ber of photons detected from each fluorophore in a given
period of time. For FCS it is convenient to use a parameter
called the brightness, which is given by

(24.6)B � qσQ

G(τ ) �
<δF(0 )δF(τ ) >

<F>2

� 1 �
<δF(0 )δF(τ ) >

<F>2

G’(τ ) �
<F(t)F(t � τ ) >

<F><F>

δF(t) � <F> � F(t)

�
1

T
 �T0  

F(t)F(t � τ )dt

R(τ ) � <F(t)F(t � τ ) >
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where q is the quantum efficiency for detection of the emit-
ted photons, σ is the cross-section for absorption, and Q is
the quantum yield for emission of the fluorophore. The
brightness is the number of photons per second for a single
fluorophore observed for a given set of optical conditions.
Unlike the quantum yield, the brightness is not a molecular
property of the fluorophore, but depends on the precise
optical conditions including the light intensity, light collec-
tion efficiency of the instrument, and the counting efficien-
cy of the detector. The measured intensity from the sample,
typically in kHz, is given by the integral of the fluorophore
concentration over the observed volume:

(24.7)

In this expression CEF(r) is the collection efficiency func-
tion of the instrument as a function of position (r). The inte-
gral extends over the entire observed space. The position r
is more properly described as a vector (r�) but for simplicity
we assume r is a vector. The excited fluorophores will be
distributed in a three-dimensional volume, in the x-y plane
and along the optical z-axis. I(r) is the excitation intensity
at each position r, and C(r,t) is the distribution of fluo-
rophores. Equation 24.7 looks complex, but it has a simple
meaning. The intensity depends on the concentration and
spatial distribution of the excitation and detection efficien-
cy, and the brightness of the fluorophores. The observed
intensity also depends on the excited and observed vol-
umes, which is accounted for by the integral. It is usually
not necessary to consider these factors separately, so that
the instrument is described as having a detection profile:

(24.8)

which is also referred to as the molecular detection efficien-
cy MDE(r).

Figure 24.4 shows a typical FCS instrument. A laser is
focused on the sample. The emission is selected with a
dichroic filter. The out-of-focus light is rejected with a pin-
hole, which is typically large enough to pass all light from
a region slightly larger than the illuminated spot.10 The
intensity profile of the focused laser is assumed to be
Gaussian. For this configuration, the brightness profile can
be approximated by a three-dimensional Gaussian (Figure
24.5):

(24.9)

The surface of the volume is not sharply defined. The radius
s and half-length u refer to distances at which the profile
decreases to e–2 of its maximal value I0.

Equation 24.7 gives the time-dependent intensity. We
now need to calculate the autocorrelation function due to
concentration fluctuations throughout the observed volume.
This function is more complex than for a fluorophore dif-
fusing in and out of a volume with a sharp boundary (Fig-
ure 24.1). As the fluorophore diffuses it enters regions
where the count rate per fluorophore is higher or lower

p(r ) � I0  exp��2(x2 � y2 ) /s2� exp(�2z2/u2 )

p(r ) � CEF(r )I(r ) � MDE(r )

F(t) � B �  CEF(r )I(r )C(r,t )dV
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Figure 24.4. Typical instrumentation for FCS. Revised from [17].

Figure 24.5. Ellipsoidal observed volume with focused single photon
excitation and confocal detection.



based on the detection profile p(r). The autocorrelation
function for the intensity fluctuation is given by

(24.10)

where r is the position of the fluorophore at t = 0 and r' is
its position at t = τ. This formidable expression can be
understood as follows. The denominator contains the aver-
age intensity, which is given by the product of the bright-
ness B, mean concentration , and the detection profile of
the instrument integrated over the observed volume. The
concentration term and brightness appear outside the inte-
gral because Q is independent of position, and only the
average concentration is needed to calculate the average
intensity. The detection profile p(r) accounts for the excita-
tion and detection efficiency. The numerator calculates the
intensity fluctuations from the concentration fluctuations at
each point in the sample, which is then integrated over the
observed volume. When the fluorophore moves from r to a
new location r', its brightness becomes proportional to the
detection profile at this position p(r'). The integral extends
over the observed volume for all the fluorophores present in
the volume. The term B2 is again outside the integral
because the intrinsic brightness of the fluorophore does not
depend on position. Remarkably, the correlation function
(but not the S/N ratio) is independent of fluorophore bright-
ness, which cancels in eq. 24.10. This makes sense because
we are measuring the correlation between fluorophore loca-
tions, which should not depend on the brightness of the flu-
orophore.

It is instructive to consider the number of fluorophores
in a typical FCS experiment. A diffraction-limited volume
will typically have a diameter of 0.5 µm and a total length
of 2 µm. For this size and shape the effective volume is 0.35
fl. The effective volume is not equal to the geometric vol-
ume of an ellipsoid because the detection profile does not
have sharp boundaries. Figure 24.6 shows calculations of
the number of fluorophores in this volume. Occupation
numbers of 2 to 20 are expected for fluorophore concentra-
tions from 9.6 to 96 nM. The width of the distribution is
given by and increases with the occupation number, as
characteristic for a Poisson distribution.

Equation 24.10 is not limited to diffusion and can be
used to derive a correlation function for any process that
results in the intensity fluctuations. Chemical or photo-
chemical processes that change the brightness of a fluo-

rophore can also be studied. In place of δC(r,τ) eq. 24.10 is
then used with a different r' model to derive the expected
autocorrelation function.

24.2.1. Translational Diffusion and FCS

Perhaps the most common application of FCS is to measure
translational diffusion. The rate of diffusion depends on the
size of the molecule and its interactions with other mole-
cules. The correlation function for diffusion in three dimen-
sions is given by18

(24.11)

where D is the diffusion coefficient. Insertion of eq. 24.11
in 24.10, using the Gaussian detection profile (eq. 24.9) and
some complex mathematics, yields the correlation function
for three-dimensional diffusion:

(24.12)

where G(0) is the amplitude at τ = 0. For future convenience
we define D(τ) as the portion of the correlation function

� G(0 )D(τ )

G(τ ) � G(0 ) ( 1 �
4Dτ

s2
) �1

 ( 1 �
4Dτ

u2
) �1/2

� C (4πDτ ) 3/2
 exp��|r � r’|2/4Dτ�

<δC(r,0 )δC(r’,τ ) >

√N

C

G(τ ) �
B2 � �p(r )p(r’) <δC(r,0 )δC(r’,τ ) >dVd’V

�BC�p(r )dV�2
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Figure 24.6. Poisson distribution in an ellipsoidal volume for various
fluorophore concentrations. The volume of a geometric ellipsoid with
s = 0.25 µm and u = 1.0 µm is 0.26 fl.



which contains the diffusion coefficient. This expression is
also written as

(24.13)

where the diffusion time is

(24.14)

The origin of eq. 24.14 is understood by recalling that the
mean distance a molecule diffuses in a time τ is proportion-
al to . The form of eq. 24.12 is a result of the shape of
the detection profile (eq. 24.9) being integrated with the
concentration correlation function. Different detection pro-
files will result in different forms of eq. 24.12.

Figure 24.7 shows the correlation functions expected
for a single freely diffusing species, that is, a homogeneous
population, with diffusion coefficients ranging from 10–5 to
10–7 cm2/s. We assumed the observed volume was an ellip-
soid with radius s = 0.25 µm and half-length u = 1 µm. The
correlation function G(τ) is usually plotted using a logarith-
mic τ axis. The amplitude of G(τ) decreases as τ increases.
G(τ) approaches zero because at long times the fluo-
rophores have no memory of their initial position. The value
of τD is usually determined by least-squares fitting of the
simulated curve with the measured data. A diffusion coeffi-
cient of 10–6 cm2/s results in τD = 0.156 ms. As the diffusion
coefficient decreases the correlation function shifts to
longer τ values, which reflects slower intensity fluctuations
as the fluorophores diffuse more slowly into and out of the
observed volume. As we will discuss below, a 100-fold
change in diffusion coefficient would require a 10,000-fold
change in molecular weight, so that the curves in Figure
24.7 are more shifted than is typical in an FCS experiment.
The autocorrelation function is also expected to depend on
the fluorophore concentration.

The autocorrelation function is that it provides a meas-
urement of the average number of molecules N in the
observed volume, even if the bulk concentration is not
known. The number of molecules is given by the inverse of
the intercept at τ = 0, G(0) = 1/N. Hence the amplitude of
the correlation function is larger for a smaller number of
molecules. This is the reason why FCS was relatively
unused in the 1970s and 1980s. Without confocal optics to

reduce the observed volume the number of molecules was
large and the amplitudes of the correlation functions were
too small for reliable measurements, even with long data
acquisition times. Another important feature of G(τ) for a
single species is that G(τ) does not depend on the brightness
of the fluorophore. The brightness B affects the S/N of the
measurement and the ability to see the fluorophore over the
background. However, the correlation function itself is
independent of the brightness and G(0) depends only on the
average number of observed fluorophores.

At first glance it is difficult to see from eqs. 24.5 and
24.10 why the value of G(0) is equal to 1/N. Since N is pro-
portional to c� the denominator contains a factor N2. The
numerator also has two concentration terms as a product,
suggesting a factor of N2 in the numerator. However, for a
Poisson distribution the variance is proportional to the
square root of the mean, so that δC is proportional to .
Hence the numerator contains a factor N, and the ratio gives
G(0) = 1/N.

One might think that if G(τ) reveals the number of flu-
orophores then it should be possible to determine the fluo-
rophore concentration. This is only partially correct. The

√N

√Dτ

τD � s2/4D

� G(0 )D(τ )

G(τ ) � G(0 ) ( 1 �
τ
τD

) �1

 ( 1 � ( s
u

) 2

 

τ
τD
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Figure 24.7. Simulated autocorrelation functions for diffusion in three
dimensions (eq. 24.12) for diffusion coefficients of 10–5 to 10–7 cm2/s
(top) and for a mixture of two diffusing species (bottom). The
observed volume was assumed to be an ellipsoid with s = 0.25 µm and
u = 1 µm.



number of fluorophores in the effective volume observed by
the instrument is given by

(24.15)

If Veff was precisely known then c� could be calculated. In
FCS we have an estimate of Veff, but we do not know an
exact volume. The effective volume is dependent on the
exact shape of the detection function p(r). If the observed
volume is described by 24.9 then

(24.16)

This effective volume is different from the geometric vol-
ume of an ellipsoid, which is given by (4/3)πs2u. For the
ellipsoid shown in Figure 24.7 the effective volume is Veff =
0.35 fl and the geometric volume is 0.26 fl. The effective
volume is different for other shapes, such as for a flat cylin-
der, a highly elongated volume, or when using two-photon
excitation. While the shape of Veff is not known precisely
the number of observed fluorophores is known. For this rea-
son volume is defined in an unusual way. The value of Veff

is that volume which contains N fluorophores at a known
concentration.

It is also important to understand the meaning of τD

obtained from the autocorrelation function. The diffusion
coefficient D is a molecular property with a defined value
that is independent of any instrumental parameters. Since
τD depends on D one is inclined to think that τD is also a
molecular parameter and independent of the instrument.
However, τD depends on the radius of the observed volume.
This means that the recovered value of D depends on accu-
rate knowledge of the shape of Veff. For this reason FCS
instruments are frequently calibrated with fluorophores
with known diffusion coefficients. The width and length of
the volume are adjusted until the known diffusion coeffi-
cient is recovered and the measured correlation function
matches the calculated correlation function. In principle,
there is no need to calibrate the concentration or instrument
sensitivity because the value of N = G(0)–1 is determined
without any assumptions, except that the solution contains
only a single type of fluorophore with the same spectral and
diffusive properties. Solutions with known concentrations
are used for calibration procedures. Since FCS measure-
ments are often used to measure relative diffusion coeffi-
cients of two species, the results can be useful even if the
absolute values of the diffusion coefficients are somewhat
inaccurate.

24.2.2. Occupation Numbers and Volumes
in FCS Advanced Topic

There are some differences in how authors use the G(0)
intercept to calculate N. Instead of G(0) = 1/N, some au-
thors use G(0) = γ/N, where γ is a geometric factor that de-
pends on the detection profile. For a Gaussian volume, γ is
sometimes set equal to = 0.35. For a volume with a
Gaussian profile for the width and a Lorentzian profile for
the length, the factor is γ = 0.076. This difference arises
from how the sample volume is defined. The volume of a
Gaussian-shaped sample is obtained by integration of eq.
24.9 to yield VG = . The γ factor for a Gaussian-
Lorentzian shape is obtained in a similar way. The γ factor
is used if the sample volume is taken as the integrated vol-
ume. If the effective volume of a Gaussian shape is defined
by eqs. 24.15 and 24.16 then G(0) = 1/N. For this chapter
we will use Veff = π3/2s2u and G(0) = 1/N.

24.2.3. FCS for Multiple Diffusing Species

The use of FCS to measure binding reactions depends on
the shape of the autocorrelation function for a sample with
two diffusion coefficients. Assume the ligand is labeled
with the fluorophore and that the labeled ligand binds to a
protein. In solution the ligand has a diffusion coefficient D1,
and the protein-bound ligand has a diffusion coefficient D2.
If the free and bound fluorophores have equal brightness,
that is, the absorption spectra and quantum yield of the
labeled ligand do not change upon binding, the autocorrela-
tion function is given by

(24.17)

where N1 and N2 are the number of free and bound fluo-
rophores and N = N1 + N2 is the total number of fluo-
rophores. The diffusive parts of the autocorrelation function
are given by eq. 24.12 with diffusion coefficients D1 and D2.
Note that Di refers to a diffusion coefficient and Di(τ) refers
to the part of the autocorrelation function that contains the
diffusion coefficients.

The lower panel in Figure 24.7 shows simulated auto-
correlation functions for a mixture of diffusing fluo-
rophores with D1 = 10–5 cm2/s and D2 = 10–7 cm2/s. In this
case we assumed the total number of diffusing fluorophores
to be N = 2. When both species are present the heterogene-
ity in the diffusion coefficients can be seen in the shape of

G(τ ) �
1

N2
 �N1D1(τ ) � N2D2(τ ) �

π3/2
 s2  u/√8

1/√8

Veff � π3/2s2u

N � C Veff
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the autocorrelation function (dashed line). This change in
shape serves as the basis for measuring association reac-
tions between biomolecules. Autocorrelation functions are
calculated for various assumed diffusion coefficients and
functional amplitudes until the calculated function matches
the measured function. This procedure is analogous to that
used to resolve multi-exponential decays from time-
resolved measurements. Note that the value of G(0) is 0.5
because we assumed an average of two fluorophores are in
the effective volume for these simulations. Equation 24.17
only applies if the two species do not exchange between the
free and bound forms during the timescale of the experi-
ment, which is the diffusion time τD. If the ligand binds and
dissociates within the time it is in the observed volume,
only a single diffusion coefficient will be observed. If the
ligand moves from the free to bound form on a timescale
comparable to the diffusion time, the correlation function
cannot be written as a sum of two correlation functions with
different diffusion coefficients.

Fluorophores frequently display changes in quantum
yield or brightness (eq. 24.6) upon binding to a biomole-
cule. In this case the two species still contribute to the auto-
correlation function, but do not contribute in direct propor-
tion to their relative concentrations or quantum yields. For
a sample with two different quantum yields, Q1 and Q2,
with brightness B1 and B2, and diffusion coefficients D1 and
D2, the correlation function is given by

(24.18)

with Di(τ) defined as in eq. 24.12. For several different
species this expression becomes

(24.19)

Notice that each species contributes to the autocorrelation
function proportional to the square of its quantum yield or
brightness. This means that the autocorrelation function is
strongly weighted by the brightest species in the sample.
For instance, suppose the sample contains one molecule
with Q1 = 1.0 and one molecule with Q2 = 0.1. The fraction
of the signal due to Q1 will be about 99%.

The presence of two or more species with different
brightness complicates interpretation of G(0). The τ = 0

intercept reflects an apparent number of observed mole-
cules according to

(24.20)

For the sample containing one molecule with Q1 = 1 and
one molecule with Q2 = 0.1, the apparent number of mole-
cules will not be 2, but will be 1.20.

24.3. EXAMPLES OF FCS EXPERIMENTS

24.3.1. Effect of Fluorophore Concentration

Figure 24.8 shows autocorrelation functions for rhodamine
6G (R6G) in 70% sucrose.22 The sucrose was used to de-
crease the diffusion coefficient of R6G and shift the curves
to longer values of τ. The amplitudes of G(τ) are strongly
dependent on the concentration of R6G. These data illus-
trate the effect of occupation number on the autocorrelation
functions. As the R6G concentration increases the G(τ)
amplitude decreases. At an R6G concentration of 0.62 nM
the G(0) intercept shows there are an average of 5 mole-
cules in the observed volume. At an R6G concentration of
20 nM about 150 molecules contribute to the autocorrela-
tion function, which results in the low amplitude. Notice
that the number of R6G molecules is known even if the
effective volume is not known. By comparison with Figure

Napp �
( ∑NiBi) 2

∑NiB
2
i

G(τ ) �
∑NiB

2
iDi(τ )
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Figure 24.8. Fluorescence autocorrelation function for rhodamine 6G
(R6G) in 70% sucrose. From top to bottom the R6G concentrations
were 0.62, 1.25, 2.5, 5, 10, and 20 nM. The insert shows the measured
average number of molecules. Redrawn from [22].



24.6 one can determine that the effective volume was prob-
ably larger than 0.35 fl.

While the amplitude of G(τ) depends on the R6G con-
centration, the curves all display the same correlation time.
This is expected because the diffusion coefficient of R6G
should not depend on its concentration, at least at low con-
centrations used for FCS. By fitting these curves to eq.
24.12 one can recover the diffusion time without any as-
sumptions. The diffusion time can be used to calculate the
R6G diffusion coefficient (eq. 24.14), but this requires
knowledge of the dimensions of the ellipsoid. This depend-
ence shows that the value of τD is not a molecular parame-
ter and that assumptions are needed to calculate the diffu-
sion coefficient.

24.3.2. Effect of Molecular Weight on 
Diffusion Coefficients

Since the autocorrelation function depends on the rate of
diffusion, it seems natural to use FCS to determine molec-
ular weights. It is known that the translational diffusion
coefficient of a molecule is related to its size by

(24.21)

where k is Boltzmann's constant, T is the temperature, η is
the viscosity of the solvent, and R is the hydrodynamic
radius. The radius is related to the molecular weight MW of
the molecule with a specific gravity ν� by

(24.22)

(24.23)

where V is the volume. These equations show that the radius
and diffusion coefficient are weakly dependent on the
molecular weight. For instance, a 10-fold increase in the
molecular weight will only result in a (10)1/3 = 2.15-fold
change in the diffusion coefficient. The association of two
proteins of equal size will double the molecular weight and
cause only a 1.26-fold or 26% increase in the diffusion
coefficient. For this reason it is difficult to measure the
association of two similar size proteins by FCS. In many

applications of FCS a system is selected because it provides
a large change in effective molecular weight of the diffus-
ing species.

Figure 24.9 shows experimental curves for R6G and
three proteins with very different molecular weights.23 This
figure also contains the autocorrelation function for R6G.
The data for R6G were used to determine the effective vol-
ume using a known diffusion coefficient of 2.8 x 10–6 cm2/s
for R6G (MW = 479). Autocorrelation functions are shown
for three proteins: α-lactalbumin (MW = 14,000), dena-
tured pepsin (MW = 35,000), and the chaperonin GroEL
(MW = 840,000). The midpoint of the curves shifts 2.5-fold
from 0.08 to 0.2 ms. The molecular weight increases from
14,000 to 840,000, which predicts a (60)1/3-, or approxi-
mately fourfold increase in the diffusion coefficient. These
curves show that the autocorrelation functions are depend-
ent on molecular weight, but that substantial changes in
molecular weight are needed to result in detectable changes
in the diffusion time. In the case of binding interactions it is
possible to couple one of the reactants to polymeric
nanoparticles so as to increase the change in molecular
weight upon binding, as has been done for FCS immunoas-
says.24

It is interesting to recall that the rotational correlation
time (θ) of a molecule is directly proportional to the volume
(V) or molecular weight of a molecule:

(24.24)θ �
ηV
kT

�
ηMWν
kT

�
1

6DR

R � ( 3MWν
4π

) 1/3

V � MWν �
4

3
πR3

D �
kT

6πηr
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Figure 24.9. Effect of molecular weight on the autocorrelation func-
tions of proteins labeled with tetramethylrhodamine-5-isothiocyanate
(TRITC). The effective volume was determined by assuming the dif-
fusion coefficient of R6G was 2.8 x 10–6 cm2/s. Revised from [23].



where DR is the rotational diffusion coefficient. Anisotropy
measurements are preferred when the binding reaction
results in a modest change in molecular weight.

24.4. APPLICATIONS OF FCS TO 
BIOAFFINITY REACTIONS

The dependence of the autocorrelation functions on the dif-
fusion coefficients has resulted in the use of FCS to meas-
ure binding reactions, including binding of small ligands to
proteins,25–26 protein–protein interactions,27–28 DNA
hybridization,29–30 polymerase chain reactions,31–33 DNA–
protein interactions,34–35 and interactions with recep-
tors.36–38 Additional references are listed following the main
reference section.

24.4.1. Protein Binding to the Chaperonin GroEL

The use of FCS to measure binding reactions is illustrated
by studies of protein binding to GroEL. Chaperonin GroEL
is a large multi-subunit protein (MW = 840,000) that pro-
motes folding of denatured proteins or folding of peptide
chains as they are extended during protein synthesis. The
subunits form a cylindrical cavity that appears to interact
with the hydrophobic regions of unfolded proteins. FCS
was used to study the interactions of partially denatured α-
lactalbumin (α-LA) with GroEL.23 The partially denatured
protein was obtained by reducing the four disulfide bonds
of α-LA, followed by labeling with TRITC. Upon addition
of GroEL the autocorrelation functions of labeled α-LA
shifted to longer times (Figure 24.10). This shift is readily
detectable because of the relative sizes of α-LA (14,000)
and GroEL (840,000). Titration of α-LA with GroEL
resulted in dilution of the sample, which caused an increase
in amplitude for the more dilute solutions of α-LA (insert).
For these experiments the concentration of α-LA was about
100 nM, which resulted in the low amplitudes of the auto-
correlation curves (not shown).

Data of the type shown in Figure 24.10 can be used to
recover the fractional binding of α-LA to GroEL. If the
brightness of labeled α-LA does not change upon binding
to GroEL the autocorrelation function is given by

(24.25)

where the subscripts refer to α-LA free (F) in solution or
bound (B) to GroEL. DF(τ) and DB(τ) are diffusive parts of

the autocorrelation function (eq. 24.12) with diffusion coef-
ficients DF and DB. The fraction of total α-LA bound to
GroEL is given by y. This fraction can be used to calculate
the binding constant for the reaction. However, there are
several parameters to be recovered from the data: the two
diffusion times, the fraction bound, and possibly the τ = 0
intercept. For this analysis the diffusion times of the indi-
vidual proteins were measured for α-LA or GroEL (Figure
24.9), and these values used as fixed parameters. This
allowed analysis of the data in terms of just two parameters:
the fraction bound and the total number of diffusing mole-
cules (eq. 24.17).

24.4.2. Association of Tubulin Subunits

FCS can be used to study the self-assembly or aggregation
of proteins. One example is the association of tubulin to
form microtubules that are important components in the
mitotic machinery of cells. A variety of natural products are
known that interact with tubulin to disrupt cell division.
Such natural products apparently evolved as part of the
competition between organisms for survival. These com-
pounds are often small peptides or depsipeptides and are of
interest for use as antineoplastic drugs. These compounds
interact with the α,β-dimer of tubulin, which is referred to
as tubulin. In some cases the compounds depolymerize the
microtubules, and in other cases they prevent depolymer-
ization or cause formation of unique aggregates. FCS was
used to study the sizes of tubulin aggregates induced by
these compounds.38 The TAMRA-labeled tubulin dimer
was observed upon addition of cryptophycin (Figure
24.11). This addition resulted in an approximate 2.5-fold

G(τ ) �
1

N
�(1 � y )DF(τ ) � yDB(τ ) �
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Figure 24.10. Normalized autocorrelation curves for reduced TRITC-
labeled α-lactalbumin (α-LA) upon titration with GroEL. The insert
shows the un-normalized curves. Revised from [23].



increase in the diffusion time of tubulin. Such a large
increase in τD indicates that tubulin must aggregate into
larger particles than dimers. This increase in τD was rough-
ly consistent with the increase in hydrodynamic radius
expected for self-association to an octamer.38

24.4.3. DNA Applications of FCS

As might be expected, FCS has been applied to DNA analy-
sis. Surprisingly, a relatively small number of papers have
appeared on hybridization of oligomers of similar size.30 A
large number of papers have appeared where one of the
DNA strands was much larger than the other or using dual-
color FCS, which is discussed later in this chapter. FCS has
also been used to study the interaction of DNA with pro-
teins,39–42 DNA condensation,43–44 or binding of DNA
oligomers to larger RNA targets.45

FCS can be effectively used to monitor DNA
hybridization when there is a large change in diffusion coef-
ficient.46–48 Figure 24.12 shows the normalized autocorrela-
tion functions for a rhodamine-labeled 18-mer during
hybridization with M13 DNA, which contains about 7250
base pairs (specifically M13mp18). Because of the large
change in effective molecular weight the shift in G(τ) is
dramatic. There was no change in brightness of the labeled
oligomer upon binding to M13, so that the fractions bound
and free could be calculated using eq. 24.17.

FCS has also been used to study degradation of DNA
by enzymes. One example is shown in Figure 24.13 for
double-stranded DNA with a 500-base-pair oligomer.47–48

The 500-mer was randomly labeled at low density with a
tetramethylrhodamine-labeled nucleotide, TMR-dUTP. The
oligomer was progressively digested from the 3' end by T7
exonuclease. As the reaction proceeds the amplitude of G(τ)
decreases, reflecting the increased number of diffusing
species. Examination of the normalized curves (insert)
shows a progressive shift to shorter diffusion times as the
DNA is progressively degraded. This shift is expected given
the small size of a labeled nucleotide relative to a 500-base-
pair oligomer. In principle the τ = 0 intercepts of G(τ) can
be used to recover the number of diffusing species. Howev-
er, for such an analysis it is necessary to know the relative
brightness of each species (eq. 24.20). For the case shown
in Figure 24.13 there are two dominant species: free TMR-
d-UTP and the residual section of the 500-mer. The relative
brightness of the species will be approximately proportion-
al to the number of fluorophores per particle. In the initial
stages of the reaction one could probably assume just two
species: a dim monomer that contains one TMR and a
bright oligomer that contains many TMRs. As the reaction
proceeds it will become progressively more difficult to
resolve the population of the various sized DNA fragments.

FCS was also used to measure the appearance of
labeled DNA fragments during polymerase chain reaction
(PCR) and to characterize the size of the fragments.31 The
fluorophore TMR-dUTP was incorporated into the PCR
products. FCS analysis was performed following removal
of the free TMR-dUTP, which otherwise would decrease
the amplitude of G(τ). Incorporation of TMR-dUTP into a
217-mer was easily observed from the shift in G(τ) (Figure
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Figure 24.11. Effect of cryptophycin on the normalized autocorrela-
tion function of TAMRA-labeled tubulin dimer. Revised and reprint-
ed with permission from [38]. Copyright © 2003, American Chemical
Society.

Figure 24.12. Hybridization of a rhodamine-labeled 18-mer to M13
DNA containing the appropriate complementary sequence. M13 DNA
has about 7250 bases. Revised from [47].



24.14). The PCR reaction was used to synthesize labeled
DNA with different lengths. In the case of DNA fragments
it is possible to obtain information on their length from the
diffusion times (Figure 24.15). This was possible because
increasing the molecular weight of DNA results in elongat-
ing a relatively stiff rod in one dimension, rather than fill-
ing a three-dimensional volume. For such molecules the
diffusion time increases nearly linearly with length (L)
according to49–50

(24.26)

where L is the length of the rod, p is the length/diameter
ratio, and γ is an end-group correction. The important point

is that τD should increase roughly in proportion to the num-
ber of bases in the oligomer.

DNA oligomers of known length were used to create a
calibration curve of diffusion time versus the number of
base pairs. The autocorrelation curves for the fragments
(Figure 24.14) were used to recover the distribution of dif-
fusion times for the oligomers. This was accomplished by
fitting the data to

(24.27)

where G(τ) is given by eq. 24.12 and P(τD) is the normal-
ized probability for value of τD. The meaning of this inte-
gral is that the observed correlation function is the sum of a
large number of such functions, weighted by the relative
probability of τD in the sample. This analysis is similar to
the analysis of intensity decays in terms of lifetime distribu-
tions. The recovered correlation times for these fragments
increase significantly with the number of base pairs. The
distribution (Figure 24.15, lower panel) shows good resolu-
tion of τD, but it would be difficult to recover more than sev-
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Figure 24.13. Autocorrelation functions for double-stranded DNA,
500 base pairs long, randomly labeled with tetramethyrhodamine-4-
dUTP in the presence of T7 DNA polymerase, acting as an exonucle-
ase. Revised from [47].

Figure 24.14. Normalized autocorrelation curves for TMR-dUTP and
when incorporated into a 217-mer by PCR. Revised and reprinted with
permission from [31]. Copyright © 1998, American Chemical Soci-
ety.

Figure 24.15. Effect of DNA length on FCS diffusion times. Revised
and reprinted with permission from [31]. Copyright © 1998, Ameri-
can Chemical Society.



eral τD values in a mixed sample if the lengths were more
similar. The distributions were obtained from measure-
ments on a single species, with a single brightness, so that
resolution of multiple τD values can be expected to be more
difficult for a mixture of species with different brightness.

In addition to monitoring the length of DNA oligo-
mers, FCS can be used to roughly estimate the number of
fragments formed during DNA cleavage.51 Figure 24.16
shows the G(τ) curves for M13 DNA (7250 base pairs) after
cleavage by several restriction enzymes. From the known
sequence and enzyme specificity one can predict the num-
ber of fragments formed by each enzyme. The G(0) values
from autocorrelation curves are largest for BspMI, which
generates only 3 fragments, and smallest for HaeIII, which
generates 15 fragments. Of course, the G(0) values give
only an apparent number of diffusing species since the frag-
ments are of unequal length and their contributions to G(τ)
are weighted according to eq. 24.18.

24.5. FCS IN TWO DIMENSIONS: MEMBRANES

FCS is not limited to three-dimensional samples, but can
also be used to study cell membranes.52–61 FCS is especial-
ly useful for studies of membranes because diffusion is lim-
ited to two dimensions. Also, the typically viscous nature of
membranes result in a wide range of diffusion times for
membrane-localized fluorophores. The wide range of diffu-
sion times possible with cells or cell membranes is shown
in Figure 24.17. The correlation curves are for rhodamine
derivatives in solution (S), in the cytoplasm (C), and bound
to the membranes of a rat leukemia cell (M). Also shown is
the curve for Cy3-labeled IgE bound to the IgE receptor.
The diffusion times span four orders of magnitude. Hence

we expect the autocorrelation curves to contain information
about diffusive transport in membranes. To obtain a similar
change in diffusion times for a three-dimensional solution
the molecular weight would need to change by a factor of
1012.

Recall that the correlation function eq. 24.12 was
derived assuming a three-dimensional Gaussian volume
(eq. 24.9). In a membrane the fluorophores are constrained
in a two-dimensional plane. In this case the observed vol-
ume can be described by a planar two-dimensional Gauss-
ian distribution:

(24.28)

For this geometry the correlation function for a freely dif-
fusing species is

(24.29)

where s is the radius of the disk and the diffusion time is
given by τD = s2/4D (eq. 24.14). Intuitively this expression
is similar to eq. 24.12, except that the exit pathway out of
the plane is no longer available to the molecule, and the
square-root term is no longer present.

It is informative to examine the properties of the corre-
lation function in two and three dimensions: G2D(τ) and

G(τ ) � G(0 ) (1 � τ/τD )�1 � G(0 ) ( 1 �
4Dτ

s2
) �1

p(r ) � I0 exp��2(x2 � y2 ) /s2�
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Figure 24.16. Cleavage of rhodamine-labeled M13 DNA by four
restriction enzymes. The number of cleavage sites is shown under
each circle. Revised from [51].

Figure 24.17. Autocorrelation curves for rhodamine derivatives in
solution (S), in the cytoplasm (C), and bound to the membranes (M)
of rat basophilic leukemia cells (RBL). A lipophilic rhodamine deriv-
ative was used to bind to the membranes. Also shown is the curve for
Cy3-labeled IgE bound to the IgE receptor on the membrane (R). The
pinhole was 100 µm in diameter. Revised from [62].



G3D(τ), respectively. Figure 24.18 (top) shows the correla-
tion function for a sphere and a disk, plotted for the same
diffusion coefficient of 10–6 cm2/s. The disk shows a mod-
est shift to longer times due to the restricted diffusion path.
In this model it is assumed the fluorophore cannot diffuse
out of the plane. Frequently in the FCS literature one finds
that G2D(τ) is used when G3D(τ) seems appropriate and vice
versa. This occurs because there are only minor differences
between the correlation functions once the shape of the vol-
ume is considered. The lower panel shows simulated auto-
correlation functions for a sphere and two progressively
elongated shapes. When the ellipsoid has an aspect ratio of
4 the autocorrelation is virtually indistinguishable from
G2D(τ). This result is due to the elongated volume in G3D(τ)
and the modest contribution of the last term on the right in
eq. 24.12.21 Note also that these curves were drawn with a
fixed diffusion coefficient. If the value of D is allowed to
vary, as in the case when analyzing experimental data, then
the curves would shift along the τ axis to the position of
maximum overlap. In this case it would become even more
difficult to distinguish between G2D(τ) and G3D(τ).

While the shapes of the autocorrelation functions are
not strongly dependent on two versus three dimensions, the

autocorrelation function for membranes can be dramatical-
ly different from free diffusion in solution. The effect of a
cell membrane on diffusion of a lipophilic GFP derivative is
shown in Figure 24.19.62 This GFP molecule contained a
bound palmitoyl chain to provide binding affinity for the
membranes. As the focal volume was moved up from the
cytoplasm to the cell membrane the autocorrelation func-
tion showed increased amplitude at long times. The G(τ)
curves could be modeled using two diffusion times accord-
ing to

(24.30)

(24.31)

(24.32)

where DB and DF are the diffusion coefficients of mem-
brane-bound and free GFP, respectively. Equation 24.30 can
be obtained from eq. 24.18 by noting Ni = CiVeff. Notice that
this expression has different diffusion coefficients for the
free and bound forms of the fluorophore. These different
diffusion coefficients account for the shape of G(τ) in Fig-
ure 24.19 as compared to the simulations in Figure 24.18,
where the shapes of G2D(τ) and G3D(τ) are similar. The long
timescale of FCS measurements, extending to seconds, has

D3D(τ ) � ( 1 �
4DFτ

s2
) �1 ( 1 �

4DFτ

u2
) �1/2

D2D(τ ) � ( 1 �
4DB(τ )

s2
) �1

G(τ ) �
C2DD2D(τ ) � C3DD3Dτ

Veff(C2D � C3D ) 2
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Figure 24.18. Simulated autocorrelation functions for a sphere in
three dimensions and a disk in two dimensions (top), and for spheri-
cal and elongated 3-dimensional shapes (bottom). D = 10–6 cm2/s and
s = 0.25 µm.

Figure 24.19. Diffusion of a lipid-containing GFP at various positions
with an RBL cell as indicated on the insert. Revised from [62].



revealed the phenomenon of anomalous subdiffusion of
membrane-bound proteins where the G(τ) curve is spread
out over a larger range of τ values.63–66

24.5.1. Biophysical Studies of Lateral Diffusion 
in Membranes

The ability of FCS to measure widely different diffusion
coefficients has been useful in studies of lateral diffusion in
membranes. Giant unilamellar vesicles (GUVs) about 35
µM in diameter were used to allow observation of specific
regions of the membranes. Figure 24.20 shows confocal
fluorescence microscopy images of GUVs that were labeled
with two lipophilic dyes: DiI-C20 and Bodipy-PC.67 For
these images the GUVs were composed of two phospho-
lipids: dilauroyl phosphatidylcholine (DLPC) and dipalmi-
toyl phosphatidylcholine (DPPC). At room temperature
DLPC bilayers are in the fluid state and DPPC bilayers in
the solid state. Because of the difference in length of the
acyl side chain, C12 for lauroyl and C16 for palmitoyl,
bilayers containing both lipids show lateral phase separa-
tion. This does not mean that each phase is composed only
of DLPC or DPPC but rather that two phases exist: a fluid
phase rich in DLPC and a solid phase rich in DPPC.

The images in Figure 24.20 were taken through two
different emission filters to select for the shorter-wave-
length emission of Bodipy-PC (shown as green) or the

longer-wavelength emission of DiI-C20 (shown as red). To
obtain the confocal images the GUVs were labeled with
both probes at relatively high concentrations. When the
GUV contains only DLPC both probes are distributed
homogeneously (left). When the GUVs contain a mixture of
DLPC and DPPC one finds liquid domains rich in Bodipy-
PC and solid domains rich in DiI-C20. As the mole fraction
of DPPC increases the extent of the solid phase containing
DiI-C20 increases (middle and right). GUVs similar to those
shown in Figure 24.20 were studied by FCS. For FCS the
GUVs were labeled with only one probe DiI-C20 at a lower
concentration to allow observation of only a few probe mol-
ecules. For this system we expect the diffusion to be two
dimensional with different diffusion coefficients in each
phase. Assuming the probe brightness is the same in both
phases the autocorrelation function becomes

(24.33)

where F and S refer to the fluid and solid phases, respective-
ly, and the diffusion correlation function in each phase is
given by

(24.34)Di(τ ) � ( 1 �
4Diτ

s2
) �1

G(τ ) �
CFDF(τ ) � CSDS(τ )

Veff(CF � CS ) 2
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Figure 24.20. Confocal fluorescence images of giant unilamellar vesicles (GUVs) labeled with a cyanine (DiI-C20) or a Bodipy (Bodipy-PC)-labeled
lipid. The lipid compositions are shown under the images. In the upper black and white images DiI-C20 is on the left and Bodipy-PC on the right. The
bars indicate 10 µm. Revised from [67].



Figure 24.21 (top) shows the autocorrelation function for
DiI-C20 in GUVs with different amounts of DLPC and
DPPC. In GUVs containing only DLPC, fitting to eq. 24.23
yielded a single diffusion coefficient of 3 x 10–8 cm2/s.

The autocorrelation functions become more complex
for GUVs containing both DLPC and DPPC. For a DLPC/
DPPC ratio between 0.6 to 0.4 it is easy to see the contribu-
tion of more than one diffusion coefficient to the shape of
the autocorrelation function. As the amount of DPPC
increases the diffusion appears to be more homogeneous,
but fitting the data still required two diffusion coefficients.
The measurements on GUVs containing both DLPC and
DPPC were repeated several times and averaged, so that the
correlation function contains contributions from both phas-
es. If the observation volume is focused on one phase then
one expects to see only the diffusion coefficient(s) charac-
teristic of that phase. The effect of cholesterol on the GUVs

is shown in the lower panel. As the mole fraction of choles-
terol increases the diffusion coefficient decreases (Figure
24.21, bottom). The autocorrelation function shifts aggres-
sively to longer diffusion times without a dramatic change
in shape. This result indicates that only a single phase state
is present in the bilayers that contain cholesterol.

24.5.2. Binding to Membrane-Bound Receptors

Cell membranes contain receptors for a wide variety of
molecules. Since FCS provides information on long
timescales, it is logical to use FCS to measure the slow dif-
fusion of membrane-bound proteins. One example is the
receptor for the C-peptide of insulin, which is now known
to have physiological activity. Insulin is composed of two
peptide chains that are linked by two disulfide bonds. When
insulin is first synthesized it appears as a single longer inac-
tive peptide called proinsulin.68 Insulin is activated by
cleaving off a small peptide called the C-peptide. The
released C-peptide is physiologically active and causes
increased glomerular filtration rates.69–70 This suggests
there is a cell surface receptor for the C-peptide.

FCS was used to detect specific binding of the C-pep-
tide to human renal tubular cells.71–73 This was accom-
plished using rhodamine-labeled C-peptide and by focusing
the observed volume on the cell membrane (Figure 24.22,
insert). The upper panel shows the intensity fluctuations for
the labeled peptide when free in solution (left) and when
bound to the cell membrane (right). The rate of fluctuation
is much faster for the free as compared to the membrane-
bound peptide. The autocorrelation functions show that the
diffusion time increased nearly 1000-fold when bound to
the membranes. The specificity of binding was shown by
adding unlabeled C-peptide, which shifted the curve back to
that typical of the free peptide (dashed line).

The data can be analyzed in two ways. One approach is
to use a mixture of the correlation functions for 2D and 3D
diffusion. In this case the fitting function is

(24.35)

where the G(τ) function for 2D and 3D are defined in eqs.
24.31 and 24.32, respectively. The terms (1 – y) and y rep-
resent the fractions of labeled peptide that are free and
bound, respectively. Another approach is to recover the
probability distribution for the diffusion times τD:

G(τ ) �
1

N
�(1 � y )G3D(τ ) � yG2D(τ ) �
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Figure 24.21. Autocorrelation functions of DiI-C20 in GUVs with the
indicated molar ratios of DLPC to DPPC (top) and phospholipid
(DLPC + DPPC) to cholesterol (bottom). The observed volume is
about 1 µm in diameter. Revised from [67].



(24.36)

In the absence of the receptor the diffusion time is near 0.5
ms (lower left panel). In the presence of the receptor there
is a dramatic increase in τD to 100 ms, with some fraction
of the peptide diffusing more rapidly (lower right panel).
There is nearly complete reversal of binding upon addition
of an excess of unlabeled C-peptide, showing the specifici-
ty of C-peptide binding (dashed line, lower left).

FCS measurements of membranes provides informa-
tion that is different from fluorescence measurements in
bulk solution or fluorescence microscopy. It would not be
possible to detect lateral diffusion of the insulin receptor

using steady-state measurements because the nanosecond
decay times are short relative to the long times needed for
diffusion. Receptor diffusion would also be undetectable by
fluorescence microscopy because the system is roughly sta-
tionary. The receptors are diffusing but the average distribu-
tion is constant. FCS can detect receptor motion because
diffusion affects the number of fluorophores in the observed
volume, even under conditions when the average distribu-
tion of receptors is not changing. The results shown in Fig-
ure 24.22 also indicate that the rate at which labeled C-pep-
tide dissociates from its receptor is slow relative to the
longest time, near one second, in the autocorrelation func-
tion.

It is instructive to compare FCS and fluorescence
recovery after photobleaching (FRAP) for studies of mobil-

G(τ ) �
1

N
 �∞

0  

P(τD)

(1 � τ/τD)
 dτD
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Figure 24.22. FCS studies of insulin C-peptide binding to human renal tubular cells using rhodamine-labeled (Rh) C-peptide. The dashed lines show
G(τ) and P(τ) after addition of a 1000-fold excess of unlabeled C-peptide. Revised from [71].



ity in membranes. When performing FRAP a laser is
focused on the region of interest in the membrane.74–76 The
laser is transiently brought to high intensity to photobleach
the fluorophores in the focal region. The laser intensity is
then decreased to allow continuous monitoring of the emis-
sion from this same region of the membrane. The intensity
increases as the unbleached probes diffuse into the bleached
area, and the rate of recovery is used to determine the diffu-
sion coefficients. In this FRAP measurement the experi-
mental system was synchronized with the bleaching pulse
and the system studied as it returned to equilibrium. The
system is not stationary during the experiment. In contrast
to FRAP, FCS measurements are performed under station-
ary conditions. The system is hopefully not perturbed by the
illumination needed for FCS. Information about mobility in
the membrane is obtained by diffusion of the probe mole-
cules under equilibrium conditions.

24.6. EFFECTS OF INTERSYSTEM CROSSING

In the preceding sections we described the effects of trans-
lational diffusion on the autocorrelation functions of
labeled molecules. Diffusion is just one of several mecha-
nisms that can cause intensity fluctuations, and such
processes can be studied by FCS. Because of the high illu-
mination intensities in FCS, intersystem crossing from the
first excited singlet state (S1) to the triplet state (T) is fre-
quently observed. A Jablonski diagram for intersystem
crossing is shown in Figure 24.23. The excitation intensities
used in FCS can result in a significant fraction of the fluo-
rophores in the triplet state. The fluorophores in the triplet
state are not observed, resulting in an apparent decrease in

the number of fluorophores in the effective volume. If the
fluorophores do not return to S0 within the diffusion time
then only the amplitude of the correlation function will be
changed. If the triplet fluorophores can return to S0 within
the diffusion time then this is a mechanism that can cause
fluctuations or blinking of the fluorophores,77–80 as is also
observed in single-molecule experiments.

Prior to describing the theory for blinking in FCS it is
informative to examine some examples. The top panel in
Figure 24.24 shows autocorrelation functions for rho-
damine 6G (R6G) in water, using different illumination
intensities. At low incident power of 48 µW, G(τ) appears
normal with a diffusion time near 0.03 ms (top panel). As
the incident power increases a new component appears in
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Figure 24.23. Jablonski diagram with intersystem crossing from the
singlet (S) to the triplet (T) state. k10 is the sum of the radiative and
non-radiative decay rates.

Figure 24.24. Effect of illumination intensity, iodide, and oxygen on
the normalized autocorrelation function of rhodamine 6G in water.
Revised and reprinted with permission from [78]. Copyright © 1995,
American Chemical Society.



G(τ) with a new characteristic time (τT), which, depending
on intensity, ranged from 0.5 to 1 µs. We do not call this a
diffusion time since the origin of the component is not dif-
fusion, but rather the rate of transition and return from the
triplet state. The relative amplitude of the short τT compo-
nent represents the fraction of the fluorophore in the triplet
state.

24.6.1. Theory for FCS and Intersystem Crossing

The presence of an additional fluctuation mechanism re-
quires a different correlation function. In general the theory
for such systems can be complex. Some simplification is
possible if the reaction is faster than the diffusion time and
if there is no change in diffusion coefficient due to the reac-
tion.17 In this case the overall correlation function can be
written as the product

(24.37)

where GD(τ) is the term due to translational diffusion and
GT(τ) is the term due to the additional mechanism, in this
case transition to the triplet state. For the system shown in
Figure 24.23 the correlation function is given by81

(24.38)

where is the fraction of the molecules in the triplet state
and τT is the relaxation time for the singlet–triplet relax-
ation. This equation accounts for the decrease in the aver-
age number of singlet molecules in the observed volume by
increasing the amplitude of τ = 0. Increased amplitudes are
not seen in Figure 24.24 because the autocorrelation func-
tions are normalized. The relaxation time for the triplet path
shown in Figure 24.23 is given by

(24.39)

where σ is the cross-section for absorption, Iex is the illumi-
nation intensity, kST is the rate of intersystem crossing, and
k10 is the rate of return to the ground state from the excited
singlet state. The fraction of fluorophores present in the
triplet state is given by

(24.40)

Fitting the data in Figure 24.24 to the full correlation func-
tion allows determination of the value of and τT. These
values then need to be interpreted with consideration of the
system being studied, because other chemical mechanisms
can yield similar effects.

This theory can be used to account for the effects of
different solution conditions on the autocorrelation function
for R6G. The middle panel in Figure 24.24 shows the effect
of iodide on the autocorrelation. As the iodide concentra-
tion increases the amplitude of the triplet portion of G(τ)
increases. This is the result of iodide increasing the rate of
intersystem crossing so that kST becomes

(24.41)

where kST
0 is the rate in the absence of iodide and k is the

bimolecular rate constant for intersystem crossing due to
iodide. By examination of eq. 24.40 one can see that an
increase in kST will result in an increase in the fraction of
fluorophores in the triplet state.

It is surprising to find that the effect of oxygen was
opposite of the effect of iodide. To study this effect the sam-
ple was strongly illuminated to obtain a large fractional
population in the triplet state (Figure 24.24, lower panel).
For this 6.25-mW intensity, in the absence of oxygen, most
of the fluorophores are in the triplet state. Equilibration of
the water solution with oxygen resulted in almost complete
recovery of the correlation function due to diffusion alone.
This effect occurred because oxygen increased the rate of
return to the singlet state (kTS) more than it increased the
rate of crossing to the triplet (kST). The net result was a
decrease in the triplet population.

24.7. EFFECTS OF CHEMICAL REACTIONS

Kinetics processes other than intersystem crossing can be
detectable by FCS. FCS has been used to study conforma-
tional transitions of fluorophores,82 association reactions of
fluorescent indicators,83 and kinetic processes in GFP.84–86

One example is shown in Figure 24.25 for EGFP. In this
case the G(τ) function shows an increasing amplitude of a
short-time component as the pH is decreased.86 The longer
characteristic time is due to translational diffusion of EGFP.
It is known that the emission intensity of EGFP is strongly
quenched at low pH (insert). This quenching is due to pro-
tonation of an ionized hydroxyl group, because EGFP is
only fluorescent when the tyrosine is ionized. As the pH is
decreased a new short-time component appears in G(τ),

kST � k0
ST � k�KI�

T

T �
σIexkST

σIex(kST � kTS) � kTS(kST � k10 )

1

τT
� kTS �

σIexkST

σIex � k10

T

GT(τ ) � [ 1 �
T

1 � T
 exp(�τ/τT ) ]

G(τ ) � GD(τ )GT(τ )
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which is assigned to pH-dependent protonation of the tyro-
sine residue. The rate of protonation increases at lower pH
values, resulting in the increased amplitude at short times.
The proton may come from the bulk solution or from the
protein itself.

24.8. FLUORESCENCE INTENSITY 
DISTRIBUTION ANALYSIS

In the preceding sections we considered processes that
result in intensity and/or concentration fluctuations in the
observed volume. The relative contributions of different
brightness fluorophores to the correlation function was
given in eq. 24.19, but we did not describe any approach to
resolve the different fluorophores from each other. The
presence of different brightness fluorophores changes the
apparent number of observed molecules (eq. 24.20), but the
information about their individual brightness values is lost
during collection of G(τ), as can be seen by examining eq.
24.10. The amplitude of the correlation function is due to
the same fluorophore emitting more than a single photon
during the binning time. During a particular time interval
the signal from the same dim fluorophores correlate with
each other, as will the signal from the bright fluorophores.
When the diffusion coefficients are the same the brightness
of each fluorophore cannot be resolved and the correlation
function will have the usual shape for a single diffusion
species.

Suppose the sample contains two types of molecules
with the same diffusion coefficient (Figure 24.26). This
could be the same protein labeled with one or several fluo-
rophores. If G(τ) were measured for this mixture one would
see the usual correlation function for a single diffusion
coefficient (lower left). Suppose now that the entire time
course of intensities was available instead of the correlation
functions. There would be lower and higher intensity fluc-
tuations due to the dimmer and brighter particles, respec-
tively. One can count the number of times a fluctuation has
a dim or bright amplitude, and create a histogram of the
results (lower right). For the mixture there will be two pop-
ulations of fluorophores, which will be seen from the inten-
sity distributions. If the particles display very different
brightness it is possible to count the number of times dim
and bright particles pass through the observed volume. One
example is shown in Figure 24.27 for coumarin-labeled

PRINCIPLES OF FLUORESCENCE SPECTROSCOPY 817

Figure 24.25. Normalized autocorrelation function for EGFP at vari-
ous pH values. Revised from [86].

Figure 24.26. Comparison of correlation function and photon-count
histogram for a mixture of dim and bright particles.

Figure 24.27. Photon-count histogram for a mixture of 0.05 and 0.115
µm coumarin-labeled beads. Revised from [87].



beads with radii of 0.05 and 0.115 µm.87 Two populations
are already visible in the photon-count histogram.

Until recently the correlation functions were obtained
with dedicated circuit boards that calculate G(τ) in real
time. This was necessary because of the need to rapidly
sample the fluctuating signal on a timescale short enough to
characterize the process of interest. With modern electron-
ics and computers it is possible to record the intensities for
each time interval during the measurement. This allows the
data to be analyzed in a different way, which is called fluo-
rescence intensity distribution analysis (FIDA) or photon-
counting histograms (PCH) by different authors.88–97

Unfortunately, actual use of this concept with fluo-
rophores rather than beads is not as clear as in Figures 24.26

and 24.27. This is because there are multiple Poisson distri-
butions that need to be considered.91–92 The number of pho-
tons observed during a given time interval shows a Poisson
distribution, as does the number of fluorophores in the vol-
ume. Additionally, a given fluorophore will display a differ-
ent brightness in each region of the observed volume. As a
result the distribution of the number of photon counts is
broad even for a single fluorophore. These effects were less
important in Figure 24.27 because of the brightness of the
labeled beads and/or the mutual exclusion of the beads from
being in the laser beams at the same time. The theory of
FIDA/PCH is complex and not yet used in a standardized
way. Hence we will present just a few examples to illustrate
the nature of the data and the possible resolution.

Figure 24.28 (top) shows an example of FIDA data.91

The top panel shows the photon-count histograms for three
individual fluorophores. The data represent the probability
a bin contained k photon counts. A different distribution
was observed for each fluorophore. While the histograms
appear distinct for each fluorophore this appearance is
somewhat misleading because the shapes of the distribu-
tions depend on fluorophore concentration, as shown for a
lower concentration of fluorescein (dashed line). The lower
panel shows the use of these histograms to resolve a mix-
ture of fluorophores. Curves are shown for fluorescein, a
coumarin derivative, and a mixture of both fluorophores,
1.2 nM each. The PCH for the mixture was different from
each fluorophore alone, but the difference is due in part to
the overall higher photon counts when the two fluorophores
are present in the solution. The relative concentration and
brightness of each fluorophore to the PCH are determined
by fitting the data to simulated histograms. In this example
the difference in brightness was about twofold. It may be
difficult to use this approach if there is only a modest dif-
ference in fluorophore brightness.

The resolution of FIDA increases as the fluorophores
display larger differences in brightness. Figure 24.29 shows
the photon-count histograms for TMR and R6G, and for a
mixture (top).89 These data were used to recover two popu-
lations of particles: one with a brightness of 36.6 kHz per
molecule (TMR) and the second about threefold brighter—
107 kHz per molecule (R6G). In this case the two popula-
tions are well resolved. The dashed lines show the distribu-
tions observed for the individual fluorophores, which are
already wide. This intrinsic width must be taken into
account when using the measured distributions to resolve
the underlying populations.
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Figure 24.28. Photon counting histogram for three fluorophores (top)
and for a fluorophore mixture. Also shown as a dashed line is the dis-
tribution for fluorescein at a lower concentration. Revised from [91].



24.9. TIME-RESOLVED FCS Advanced Topic

Nanosecond time-resolved measurements are now being
combined with FCS.98–100 This is accomplished using high-
repetition-rate pulse lasers and time-domain detection. It is
possible to recover correlation data using a pulse train be-
cause the fluorophore in the observed volume can be excit-
ed by many light pulses during the millisecond timescale
diffusion times. Lifetimes on the nanosecond timescale are
also shorter than the diffusion time. For example, suppose
the laser repetition rate is 40 MHz, so the pulses are 25 ns
apart. This time interval is 4 x 103-fold shorter than a diffu-
sion time of 0.1 ms. Hence there is time for the same fluo-
rophore to be excited many times while in the laser beam,
which allows the correlation curves to be measured.

Time-resolved methods can use off gating at short
times to suppress unwanted autofluorescence from the sam-
ples.98 Figure 24.30 shows the correlation curves for a pure
solution of 10-nM TMR (top curve) and for 10-nM TMR
containing ANS as the mock impurity (lower 3 curves). The
presence of ANS decreases the amplitude of the autocorre-

lation curves and increases the apparent number of
observed molecules. The lifetimes of TMR and ANS were
2.2 ns and less than 100 ps, respectively. Because of the
short lifetimes the emission from ANS could be suppressed
by off gating the detection during the excitation pulse and
turning the detector on after a time delay. The correlation
curves were measured with three delay times: 0.0, 0.3, and
0.9 ns. As the delay time increased the amplitude of the
curves increased, demonstrating a decreased contribution
from the short-lived ANS impurity. For a delay time of 1.4
ns the correlation curves become almost the same as for
TMR alone (not shown). Gating is likely to become useful
for FCS because the small number of observed molecules
makes FCS sensitive to impurities, particularly in studies of
intracellular fluorophores.

As described above, FIDA can be used to determine the
presence and brightness of two or more species in an FCS
sample. Another approach is to resolve the FCS data from a
mixture using the decay times of the two species.100 Figure
24.31 (top) shows autocorrelation curves for pure Cy5, pure
FR662, and a mixture of both fluorophores. Apparently
these fluorophores have somewhat different diffusion coef-
ficients even though their molecular weights are similar.
The lifetime of FR662 near 3.5 ns is almost threefold longer
than that of Cy5, which is near 1 ns. This difference was
used with a fast-fitting algorithm101 to determine the ampli-
tude of each decay time and to resolve the autocorrelation
function for each fluorophore (lower panel). Since probe
lifetimes frequently change upon binding to macromole-
cules it seems likely that time-resolved measurements will
become widely used in FCS.
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Figure 24.29. Fluorescence-intensity distribution and analysis for a
mixture of TMR and R6G. The dashed line shows the results for sep-
arate solutions of each fluorophore. Revised from [89].

Figure 24.30. Background suppression in FCS using gated detection.
The top line shows 10-nM TMR with no ANS. Two-photon excitation
at 790 nm. Revised from [98].



24.10. DETECTION OF CONFORMATIONAL
DYNAMICS IN MACROMOLECULES

Since FCS can detect blinking and chemical reactions that
change the intensity, it seems natural to use FCS to study
the conformational dynamics of macromolecules.102–108

Given the ms timescale of FCS, and the possibility of
increasing the diffusion time by increasing the size of the
volume, FCS should be able to detect conformational
changes that occur during the diffusion time. Since the
observed volume is limited by background emission, the
observed volume cannot be made too large, so the events
will probably need to occur on the microsecond timescale
or faster to be detectable by FCS. One example of measur-
ing macromolecular dynamics is shown in Figure 24.32.
This shows a molecular beacon that is opening and closing
with rate constants k1 and k2. The open state is fluorescent
and the closed state quenched.

The correlation functions were measured for the bea-
con GB(τ) and for a control oligonucleotide GC(τ) that did
not have the quencher (Figure 24.32, middle panel). While

the difference between GB(τ) and GC(τ) seems substantial,
the difference in amplitude may be the result of about 65%
the beacon being in the closed state at the experimental
temperature of 45EC, thus reducing the effective fluo-
rophore concentration. If the timescales are very different,
the overall correlation function is the product of the func-
tions due to the different processes. In this case the control
molecule reveals the portion of G(τ) due to translational dif-
fusion:

(24.42)

The overall correlation function is given by

(24.43)GB(τ ) � GC(τ ) [ 1 �
1 � p

p
 exp ( �

τ
τR

) ]

GC(τ ) �
1

N
 ( 1 �

τ
τD

) �1
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Figure 24.31. Top: Autocorrelation curves for pure Cy5, pure FR662,
and a mixture. Bottom: G(τ) resolved from the mixture using the
time-resolved decays. Revised from [100].

Figure 24.32. Folding kinetics of a molecular beacon at 45°C.
Revised from [108].



where p is the fraction of the beacons in the open conforma-
tion and 1/τR = k1 + k2 is the relaxation time for the reaction.
The functional form of eq. 24.43 is the same as eq. 24.38
because both equations account for fluorophore blinking,
but due to different mechanisms. Division of GB(τ) by
GC(τ) reveals the part of the correlation function that is due
to opening and closing of the molecular beacon (lower
panel). Note the time axes on the panels are different, and
the ratio is greater than unity only for delay times less than
0.1 ms. This ratio of correlation function is consistent with
a relaxation time near 24 µs. By examination of a range of
DNA sequences the authors were able to show that the
opening rate k1 was mostly independent of sequence, but
the closing rate k2 was strongly dependent on sequence.108

The FCS measurements provided a measure of the sum
of the forward and reverse reaction rates for the molecular
beacon. Additional information is needed to determine both
rates individually. The equilibrium constant K for folding of
the beacon is given by K = k1/k2 and can be measured in a
steady-state experiment. One can show that the forward and
reverse reaction rates are related to the equilibrium constant
by

(24.44)

(24.45)

The FCS measurements only provide information on
the reaction rates if the relaxation time is comparable to
the correlation time, irrespective of the fraction of the fluo-
rophore in either form. This can be seen by examination
of eq. 24.43. The exponential term approaches unity when
τR > τ.

24.11. FCS WITH TOTAL INTERNAL REFLECTION

Measurement of the correlation functions requires observa-
tion of a small number of fluorophores in a restricted vol-
ume. This can be accomplished by focused illumination and
confocal detection. Another approach to FCS is to obtain
the small volume using total internal reflection (TIR).
Recall from Chapter 23 on Single-Molecule Fluorescence
that TIR occurs from light incident on an interface when the
index of refraction is lower in the distal region and the angle
of incidence, measured from the normal, exceeds the criti-

cal angle θC. Under these conditions there is an evanescent
field in the distal region. The intensity of this field decays
according to

(24.46)

where I(0) is the intensity at the interface and z is the dis-
tance above the interface. The decay constant for the inten-
sity of the evanescent field is given by

(24.47)

where λ0 is the wavelength in a vacuum, and n1 and n2 are
the refractive indices of the distal (water) and local (glass)
regions, respectively. The evanescent field typically pene-
trates a distance d = 200 nm. As a result the volume can be
restricted by localized excitation of fluorophores near the
interface.

Figure 24.33 shows a typical configuration of FCS
using TIR. The observed volume is a thin circle or elliptical
disk 100–200 nm thick and about 5 µm in diameter. In this
configuration fluorophores that are free in solution can
enter or exit the volume by diffusion to and away from the
glass surface. Diffusion out of the observed volume along

d �
λ0

4π
 (n2

2 sinθC � n2
1 ) �1/2

I(z ) � I(0 )  exp(�z/d)

k2 �
1

τR

1

1 � K

k1 �
1

τR

K

1 � K
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Figure 24.33. Experimental configuration for FCS using total internal
reflection.



the interface is slow due to the large diameter of the spot. If
the fluorophores are bound to the surface then they can only
leave the volume by lateral diffusion along the surface or
dissociation from the surface. Because of the difference in
geometry and diffusion paths the correlation functions have
a different functional form. This theory has been devel-
oped109–111 and TIR-FCS has been used to study diffusion
and binding near glass or membrane interfaces. The equa-
tions are rather complex and can be found elsewhere.112–115

However, we will present an experimental example.
The correlation function for diffusion with TIR geom-

etry has a characteristic shape (Figure 24.34). The shape
depends strongly on whether the labeled molecules simply
diffuses near the surface GD(τ) or, if there are receptor sites
on the surface, GR(τ). The presence of binding sites results
in a long time component in the correlation function that
can be used to detect binding to the surface. The lower
panel in Figure 24.34 shows experimental data for Alexa
Fluor 488-labeled IgG. The correlation function was meas-

ured near a lipid-coated surface, or near a lipid-coated sur-
face that contained a receptor for the Fc region. The pres-
ence of binding sites results in a dramatic shift in G(τ). One
can imagine such measurements being used to measure
binding to cells to screen for drug–receptor interactions.

24.12. FCS WITH TWO-PHOTON EXCITATION

Two-photon (TPE) or multiphoton excitation (MPE) is very
useful in FCS. When using MPE the excited volume is
small because of the quadratic dependence on light intensi-
ty. Importantly, the z-axis resolution is improved because
the excited volume is less elongated. Sensitivity is also
improved because the emission can be observed without a
confocal aperture. The theory for FCS using MPE is very
similar to that for one-photon excitation. The molecules can
still enter and exit the observed volume from three direc-
tions. However, the shape of the volume is changed due to
the quadratic dependence on intensity. For two-photon exci-
tation diffusion time is related to the volume diameter:

(24.48)

where s is the distance at which the intensity is 1/e2 of its
maximum value. Equation 24.48 for two-photon excitation
is different than eq. 24.14 because the intensity profile is
squared to provide the two-photon excitation profile.62 That
is, the dimensions of the excited volume are described in
terms of the original long-wavelength intensity profile
rather than the square of the intensity profile. For two-pho-
ton excitation the correlation function for diffusion
becomes116–117

(24.49)

For the same diameter beam the diffusion times are smaller
with TPE even if the diffusion coefficient is not changed
because of the quadratic dependence on intensity and the
smaller excited volume. Some authors assume the excita-
tion intensity is Gaussian in the focal plane and Lorentzian
along the z-axis. This assumption results in an expression
for GD(τ) that is different from eq. 24.49 and more complex,
but the visual shape of GD(τ) is similar. A significant frac-
tion of the publications on FCS118–121 use two-photon exci-
tation because of its experimental advantages. When using

GD(τ ) � G(0 )  ( 1 �
8Dτ

s2
) �1

 ( 1 �
8Dτ

u2
) �1/2

τD �
s2

8D
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Figure 24.34. FCS with TIR. Top: Simulated correlation functions
near a planar surface, without (GD(τ)) and with (GR(τ)) binding sites
for the diffusing species. Bottom: Experimental data for labeled IgG
near a lipid surface, without and with receptors for the Fc region.
Revised from [111].



two-photon excitation there is no need for a confocal aper-
ture and the beam profile is shorter along the z-axis.

24.12.1. Diffusion of an Intracellular Kinase Using
FCS with Two-Photon Excitation

Localized excitation using TPE has made it possible to
study labeled intracellular proteins in selected regions of a
cell. One example is studies of the ubiquitous enzyme
adenylate kinase in HeLa cells.122 Adenylate kinase (AK)
occurs in two forms: a cytoplasmic form AKC and a mem-
brane-bound form AKM. The membrane-bound form con-
tains an additional 18-amino-acid chain that appears to bind
AKM to membranes. These two forms of AK from murine
cells were fused with EGFP and expressed in HeLa cells.
Figure 24.35 shows a microscope image of cells expressing
these proteins. The cells containing AKC-EGFP are bright
in the cytoplasm and the cells containing AKM-EGFP show
a line of fluorescence at the plasma membrane, showing
that the two forms of AK are localized differently in the
cells. The bottom panel shows the correlation functions
recovered for both proteins. The autocorrelation functions
for the cytoplasmic form (") shows the protein diffuses
freely, as can be seen by comparison with the autocorrela-
tion function for EGFP alone in the cells (�). The mem-
brane-bound protein shows a large long τ component cen-
tered near 100 ms. The middle panel in Figure 24.35 shows
the diffusion coefficients of AKM-EGFP on or near the
plasma membrane. At the plasma membrane two diffusion
coefficients are found, one being about tenfold smaller than
in the cytoplasm. This component is thought to be due to
membrane-bound AKM. These separate measurements on
each form of AK were facilitated by the use of localized
two-photon excitation.

24.13. DUAL-COLOR FLUORESCENCE 
CROSS-CORRELATION SPECTROSCOPY

We have seen that the fluorescent fluctuation autocorrela-
tion functions are sensitive to the rate of diffusion and to
chemical or photophysical processes that occur during
observation. The weak dependence of the diffusion coeffi-
cients on molecular weight makes it difficult to use FCS to
measure binding reactions unless there is a large change in
molecular weight. Formation of dimers is near the resolu-
tion limit for FCS using the diffusion time to distinguish
two species. The addition of two-color excitation and detec-
tion to FCS changes the form of the correlation functions

and provides new applications of FCS. Figure 24.36 shows
a schematic of a dual-color FCS experiment. Suppose the
sample contains three types of molecules, labeled with
green (G), red (R), or both green and red (RG) fluo-
rophores. Such a sample could be observed with an FCS
instrument configured for two-color measurements and sep-
arate detectors for the R and G signals. Different time-
dependent fluctuations will be observed in each channel
(Figure 24.36). If a G fluorophore diffuses into the volume
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Figure 24.35. Top: Image of an HeLa cell containing AKC-EGFP
(left) or AKM-EGFP (right). Middle: Image of the cell membrane
with AKM-EGFP with the recovered diffusion coefficients. Bottom:
Normalized autocorrelation function for cytoplasmic AKC-EGFP ("),
membrane-bound AKM-EGFP (!), and EGFP in the cytoplasm (�).
The solid lines in the insert show the components due to each diffu-
sion coefficient. Revised from [122].



there is a burst of photons in the G channel, and similarly
for an R fluorophore. If the RG fluorophore diffuses into
the volume then a burst of photons is observed in both chan-
nels. This shows that doubly labeled molecule can be
detected by cross-correlation between the two channels.
The method is called fluorescence cross-correlation spec-
troscopy (FCCS).

24.13.1. Instrumentation for Dual-Color FCCS

Before describing the theory for FCCS it is instructive to
examine the instrumentation (Figure 24.37). We have
assumed a red and a green channel since these wavelengths
have been used in FCCS.123–131 Two lasers are used typical-
ly: an argon laser for 488 nm and an HeNe laser for 633 nm.
Additionally, a single laser has been used with two-photon
excitation to excite two fluorophores.132 In order to obtain a
cross-correlation signal the observed volumes for both col-
ors must overlap in space. For this reason it is convenient to
bring the excitation to the microscope using an optical fiber,
which provides the same point source for both wavelengths
and overlap the excitation volumes, assuming the objective

is corrected for color aberration. The emission wavelengths
are separated by a dichroic filter and sent to separate detec-
tors.

The optics used to separate the green and red signals
are sophisticated. The emission spectra of rhodamine green
(RhG) and Cy5 are shown in Figure 24.38. It is necessary
to excite both fluorophores and to separate their emissions.
The double dichroic filter is a specialized component. It
reflects both 488 and 633 nm and transmits the emission
from both RhG and Cy5. The emission from these fluo-
rophores is then sent to different detectors using additional
dichroic filters. There is always some overlap or crosstalk
between the channels. Excitation at 488 nm excites mostly
RhG but will weakly excite Cy5. The emission of RhG
extends to the region of Cy5 emission. Excitation at 633 nm
excites only Cy5. Analysis of the cross-correlation signals
requires correction for crosstalk. The actual equation
becomes complex, so we will only describe the theory
assuming no crosstalk between the channels.

24.13.2. Theory of Dual-Color FCCS

The theory of dual-color FCCS has been described in
detail.123–124 The sample will contain some average concen-
trations of each species— , , and —and each
species will have an autocorrelation function—GG(τ),
GR(τ), and GGR(τ). The observed autocorrelation or cross-
correlation function will depend on which detector is
observed and the crosstalk between the detectors, which we
assume to be zero. The green fluorophore is excited with
the green excitation source, and the red fluorophore with
the red source. For simplicity we assume the brightness of
all species are the same. In this case the correlation func-
tions for the three species are given by

(24.50)

(24.51)

(24.52)

where Di(τ) are the portion of the correlation functions that
contain the diffusion coefficients. These expressions can be

GGR(τ ) �
CGRDGR(τ )

Veff(CG � CGR) (CR � CGR )

GR(τ ) �
CRDR(τ ) � CGRDGR(τ )

Veff(CR � CGR ) 2

GG(τ ) �
CGDG(τ ) � CGRDGR(τ )

Veff(CG � CGR ) 2

CGRCRCB
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Figure 24.36. Dual-color fluorescence cross-correlation spectroscopy.



understood as each autocorrelation function being the
weighted sum for each species (G and R) as seen through
one of the channels. For instance, the G fluorophore is
detected in the G channel if it is present on the G or GR par-
ticle. It is important to notice that the amplitude of the
cross-correlation function is proportional to the concentra-
tion of the doubly labeled species .

Because of the different excitation wavelengths the
dimension of the observed volume will be different for each
color, and different for the cross-correlation function. For
each channel

(24.53)

(24.54)

For the cross-correlation measurement

(24.55)

(24.56)τGR �
s2G � s2R

8D
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Figure 24.38. Optical filters for FCCS using RhG and Cy5. In the bot-
tom panel the solid line is the dichroic mirror and the dashed line is
the emission filter. Revised from [125].

Figure 24.37. Instrumentation for dual-color FCS. Revised from [125].



It is informative to visualize how the cross-correlation
function is different from autocorrelation functions.
Assume a DNA strand is labeled and cleaved by an enzyme
(Figure 24.39). If the strand contains one green fluorophore
and the strand is cut in half, then GG(τ) shifts slightly to
shorter diffusion times due to slightly faster diffusion: 21/3 =
1.26-fold. The intercept GG(0) is not changed because the
number of diffusing fluorophores remains the same. Now
assume the DNA contains two green fluorophores, one on
each end. Cleavage of the strand again results in an increase
in the diffusion coefficient, but also a decrease in GG(0)
because the number of independent diffusing species is
doubled. In practice it may be difficult to quantify the G(0)
value since it depends on the bulk concentration and the
extent of triplet formation.

A remarkably different and useful result is obtained if
the fluorophore is labeled on each end, but with a different-

color fluorophore (Figure 24.39 bottom). In the intact
strand the G and R fluorophores diffuse together and yield
a cross-correlation function GGR(τ) that is proportional to
the concentration of the intact strand. As the DNA is
cleaved the amplitude of the cross-correlation function
decreases dramatically to zero when all the DNA is cleaved.
The cross-correlation measurement detects only the doubly
labeled species. Notice that the amplitude of GGR(τ) is pro-
portional to , rather than the inverse, CG

–1 or CR
–1, as

for the autocorrelation functions.
While dual-color FCCS is very powerful it does have

some intrinsic limitations. Examination of eq. 24.52 reveals
that the cross-correlation amplitude is inversely proportion-
al to the concentration of the singly labeled species. Hence
FCCS is not useful for detection of trace amounts of doubly
labeled species in the presence of excess amounts of singly
labeled species.

24.13.3. DNA Cleavage by a Restriction Enzyme

The unique information provided by FCCS is illustrated by
the cleavage of a 66-bp long double-stranded DNA
oligomer.125 This DNA is labeled on one end with rho-
damine green (RhG) and on the other end Cy5. The cleav-
age site for the restrictive enzyme EcoRI is near the middle
of the strand (Figure 24.40). The cross-correlation was
measured for various times following addition of EcoRI,
and its amplitude decreased progressively to near zero. The
residual amplitude at long times is probably due to crosstalk
between the channels.

At first glance one may think that the cross-correlation
signal is dependent on RET between RhG and Cy5 (Figure
24.38), since these probes would be a good donor–acceptor
pair for Förster transfer. However, the distance between
RhG and Cy5 in the 66-mer is too long for RET. The
appearance of cross-correlation does not depend on energy
transfer, but instead on the two probes being linked so both
appear in the observed volume at the same time.

24.13.4. Applications of Dual-Color FCCS

Applications of FCCS have already been published.133–142

One example is the stoichiometry of binding of RNA
oligomers to transcription activator protein NtrC.136 This
protein controls part of the nitrogen metabolism pathway in
bacteria. It was thought that the octameric NtrC complex
may bind two DNA oligomers, which could be tested by
dual-color FCS. The oligomers were labeled with either

CGR
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Figure 24.39. Autocorrelation and cross-correlation function for
cleaving of labeled DNA. Revised from [125].



FAM or ROX (Figure 24.41). Detection of binding of both
labeled oligomers was demonstrated by the cross-correla-
tion signal. If NtrC bound only one oligomer then the cross-
correlation amplitude would be zero.

Dual-color FCCS is likely to find widespread use in
studies of gene expression. This can be accomplished by
synthesis of two oligonucleotides, each labeled with a dif-
ferent fluorophore and each specific for a different region of
the same gene. The concept of the experiment is shown in
Figure 24.42.137 The RNA from the cells of interest is
extracted and converted to cDNA using reverse transcrip-
tase. The cDNA is then mixed with the two labeled probes,

which are specific for nearby regions of the same gene. If
the gene is present the G and R probes bind near to each
other and create a cross-correlation signal. If the probes are
mixed with cDNA that was depleted of this gene the cross-
correlation signal is near zero.

Dual-color FCS can be used to measure protein associ-
ation. Aggregation of amyloid proteins appears to be an
important component of Alzheimer's disease, and aggrega-
tion of prion proteins occurs in bovine spongiform
encephalopathy and Creutzfeldt-Jakob disease.138 Dual-
color FCS has been used to study aggregation of prion pro-
teins (PrP). The isolated proteins were labeled either with
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Figure 24.40. Sequence of DNA labeled with both RhG and Cy5. The lower panel shows the cross-correlation function during incubation of the
labeled DNA with the restriction enzyme EcoRI. Revised from [125].



Cy5 or Oregon Green.139 A cross-correlation signal
appeared immediately upon mixing (Figure 24.43), show-
ing the formation of aggregates. The use of FCCS allows
kinetics to be studied, and to see if aggregate formation is
spontaneous or requires seeds of aggregated proteins.

In the previous examples the needed information was
contained in the amplitude of the cross-correlation function.
The diffusion coefficients were not needed, and hence there
was no need to calculate the cross-correlation function.
Instead, the data can be analyzed by coincidence analy-
sis.143–147 The oligonucleotides with the desired require-
ments are labeled with two different probes (Figure 24.44).
Instead of the correlation function one records the time-
dependent intensities from each channel. The data are ana-
lyzed to count the number of events where signals appear in
both channels.

24.14. ROTATIONAL DIFFUSION AND PHOTON
ANTIBUNCHING Advanced Topic

Since FCS is sensitive to translational diffusion it seems
logical to use FCS to measure rotational diffusion. Such
measurements would be useful because rotational correla-
tion times are directly proportional to the molecular weight,
but translational diffusion coefficients are proportional to
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Figure 24.41. Detection of binding of two DNA oligomers to the regulatory protein NtrC by dual-color FCCS. Revised and reprinted with permission
from [136]. Copyright © 2000, American Chemical Society.

Figure 24.42. Detection of gene expression using dual-color FCCS.
Revised from [137].



(MW)1/3. The use of FCS to measure the hydrodynamics
and internal dynamics of macromolecules is promising
because the timescale is not limited by fluorescence life-
times. However, there have been relatively few publications
on rotational diffusion148–152 because there are a number of
physical limitations and technical challenges. To measure
rotational motions using FCS it is necessary to account for
photon antibunching and triplet formation, which can occur
on the same timescale as rotational diffusion.

In a typical FCS experiment the timescale of interest is
the diffusion time τD, which is usually much longer than the
fluorescence lifetime τF. Hence there is time for the fluo-
rophore to return to the ground state to be excited again
while still in the observed volume. However, rotational cor-
relation times θ are usually comparable to the lifetimes and
much shorter than the diffusion times. In order to observe a
correlation it is necessary to detect more than a single pho-
ton from the molecule before its orientation is randomized
by rotational diffusion. While the fluorophore is in the
excited state it cannot be excited again. As a result there is
always some time delay, comparable to the fluorescence
lifetime, between detection of two photons from the same
fluorophore. This delay is called photon antibunching, to

indicate that detection of a second photon is statistically
less probably as the time delay becomes smaller.153–155

An optical configuration for anisotropy FCS (AFCS) is
shown in Figure 24.45. The sample is excited with polar-
ized light. The emission is observed using two detectors.
The emission is split by a beamsplitter that randomly trans-
mits or reflects the photons. The detection electronics is
similar to that used for TCSPC. The difference in arrival
times of the emitted photons is measured with the time-
domain electronics. Because the photons are randomly dis-
tributed the first photon can arrive in either channel, so the
correlation function will appear to be symmetrical around τ
= 0. Figure 24.45 shows polarizers in the emission light
paths, but they are not necessary because photoselection
occurs upon excitation.

The theory for AFCS can be complex,148–149 so we will
present the simplest case. Assume that the lifetime τF is
much shorter than the rotational correlation time θ, and that
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Figure 24.43. Association of prion proteins (PrP) by dual wavelength
cross-correlation FCS. PrP were labeled with either Cy5 or Oregon
Green (OG). Revised from [139].

Figure 24.44. Coincidence analysis to detect λ phage DNA. Coin-
cidence events are shown by the vertical dashed lines. Revised and
reprinted with permission from [143]. Copyright © 1997, American
Chemical Society.



both of these are shorter than the diffusion time. Also
assume that the absorption and emission dipoles are paral-
lel, and that the excitation is polarized in the z direction and
the emission is observed without polarizers, the observed
volume is long along the z-axis. The correlation function is
then given by

(24.57)

The correlation time information is available without polar-
izers because the probability of excitation depends on the
orientation of the fluorophore relative to the incident polar-
ization. This separation of correlation time from lifetime
can be seen in the middle term of eq. 24.57, where the expo-
nential relationship depends on the ratio of the experimen-
tal correlation time τ to the rotational correlation time θ.
This is different from time-resolved anisotropy decays,
where the lifetime must be comparable to the rotational cor-
relation time to obtain useful information. The last term in
eq. 24.57 represents the photon antibunching, which
decreases exponentially with the ratio of the experimental
correlation time to the lifetime τF.

It is interesting to notice that eq. 24.57 contains two
exponential terms plus the diffusion term. Recall that the
concentration autocorrelation function is also exponential
in τ (eq. 24.11). The averaging over a Gaussian volume
results in the dependence shown in eq. 24.57. The photon
antibunching term and the rotational diffusion terms still
show the exponential dependence because they do not
depend on the position of the fluorophore in the volume.

Figure 24.46 shows an AFCS experiment, in this case
for pancreatic lipase labeled with Texas Red.151 The data
were collected using three parallel polarizers (Figure
24.45), so that eq. 24.57 is not appropriate for these data but
requires additional geometric factors. G(τ) is symmetrical
because of the random distribution of photons by the beam-
splitter. Notice that the timescale is ns rather than ms
because rotational diffusion occurs on this timescale. The
dip in the middle is due to photon antibunching and is sev-
eral ns wide, comparable to the lifetime τF. The decays on
either side are due, at least in part, to rotational diffusion of
the protein.

24.15. FLOW MEASUREMENTS USING FCS

As a final application of FCS we will describe how it can be
used to detect the velocity in flowing samples. This is not a
trivial problem, especially in microfluidic structures where
the velocity will vary across the channel and will be differ-
ent in branches of a channel. The theory of FCS with flow
has been described,156 and the interest in such measure-
ments appears to be growing rapidly.157–162 A typical
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Figure 24.45. Measurement of photon antibunching and rotational
diffusion by FCS. CFD, constant fraction discriminator. TAC, time-to-
amplitude converter. MCA, multichannel analyses. Revised from
[150].

Figure 24.46. Measurement of rotational diffusion of Texas Red-
labeled pancreatic lipase using FCS. Revised from [151].



arrangement for flow measurements is shown in Figure
24.47. The flowing sample is illuminated with one laser
beam or with two spatially separated laser beams. Flow
velocities can be measured using either the autocorrelation
function from one volume or the cross-correlation signal
from two spatially separated volumes.

When a single volume is observed the time a fluo-
rophore remains in the laser beam is reduced in a flowing
sample. G(τ) is expected to decay more quickly as the
velocity increases. In the presence of flow, if diffusion can
be neglected, the single volume autocorrelation function is
given by

(24.58)

where τV is the time for a fluorophore to be swept through
the volume at a velocity V:

(24.59)

The effect of flow is shown in Figure 24.48 for rhodamine
green in water.161 In the absence of flow the usual autocor-
relation function is observed. As the flow rate increases the
curves shift progressively to shorter times, and begin to take
on the exponential shape given by eq. 24.58. This shift is
the result of the fluorophores being removed from the
observed volume prior to being excited multiple times.

Another approach to measuring flow is to use cross-
correlation between two spatially separate volumes (Figure
24.49). In this case the cross-correlation curves show a peak
at the time needed for a fluorophore to flow from one vol-
ume to the next volume.162 The increased amplitude below
0.1 ms is due to crosstalk between the channels. The expres-
sion for cross-correlation due to flow, neglecting diffusion,
is given by

(24.60)

where τvel = R/V. This last expression is complex, but the
result is simple. The cross-correlation curves show a peak at
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Figure 24.47. Flow velocity measurements using FCS.

Figure 24.48. Normalized autocorrelation curves for 5-nM rhodamine
green flowing in a capillary. Revised and reprinted with permission
from [161]. Copyright © 2002, American Chemical Society.

Figure 24.49. Measurement of the flow of TMR in water using cross-
correlation between spatially separated channels. Revised and reprint-
ed with permission from [162]. Copyright © 2002, American
Chemical Society.



a time that corresponds to the transit time between the two
volumes.

24.16. ADDITIONAL REFERENCES ON FCS

FCS is in a stage of rapid development. Additional refer-
ences on various aspects of FCS are listed after the main
reference section.
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PROBLEMS

P24.1.  Figure 24.8 shows autocorrelation curves for several
concentrations of R6G. Assume these concentrations
are correct. What is the effective volume (Veff) of the
sample? Assume the ratio for the ellipsoidal volume is
µ/s = 4.0. What are the dimensions of the ellipsoid?

P24.2.  Figure 24.10 shows the autocorrelation function for
labeled α-lactalbumin (14,000 daltons) in the
absence and presence of GroEL (840,000 daltons).
Is the change in diffusion time consistent with com-
plete binding of α-lactalbumin to GroEL?

P24.3.  Figure 24.21 shows autocorrelation functions for
GUVs composed of DLPC or DLPC/DPFC (0.2/
0.8). Assume the laser beam diameter is 1 µm.
Using the same diffusion coefficient, calculate the
time it takes a Dil-C20 molecule to diffuse 10 µm.
Suppose the beam diameter is increased to 2 µm.
How long does it take the molecule to diffuse 10
µm?

P24.4.  Figure 24.32 shows a correlation function for the
opening and closing of a molecular beacon. Assume
you have access to a steady-state fluorometer with
control of the sample temperature. Suggest a way to
separately determine the values of k1 and k2.

P24.5.  Figure 24.33 shows a typical configuration for FCS
using TIR. Suppose you wanted to measure diffu-
sion coefficients near the interface, and the illumi-
nated spot had a diameter of 5.0 µm. Calculate the
volume of the observed solution assuming d = 100
nm. What concentration of fluorophore is needed to

obtain approximately 10 fluorophores in the vol-
ume?

Assume the volume contains a single phospholipid
bilayer that contains all the probe molecules. What
fraction of the lipids need to be labeled to obtain 10
fluorophores in the volume? The area occupied by a
single phospholipid molecule is about 70 Å2.

P24.6.  Figure 24.50 shows autocorrelation curves for tubu-
lin with cryptophycin as the sample was diluted.
Explain how these data can be used to determine if
the complex dissociates upon dilution. Assume all
the tubulin substrates contain the TMR label.
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In the preceding chapters we described the wide-ranging
applications of fluorescence. All these applications relied
upon the spontaneous emission of fluorophores in free
space. By free space we mean optically transparent noncon-
ducting media. In these final chapters we describe a new
topic called radiative decay engineering (RDE). The term
RDE is used because the environment around the fluo-
rophore is modified or engineered to change the radiative
decay rate of the fluorophore. In Chapter 1 we showed that
the radiative decay rate (Γ) is determined by the extinction
coefficient of the fluorophore. Extinction coefficients do
not change substantially in different environments. Similar-
ly, the radiative rates remain nearly the same under most
conditions. The changes in quantum yield or lifetime dis-
played by fluorophores in different environments are due to
changes in the non-radiative decay rates.

In this chapter we describe the effects of conducting
metallic silver particles on fluorescence. A fluorophore in
the excited state has the properties of an oscillating dipole.
The excited fluorophore can induce oscillations of the elec-
trons in the metal. The electric field created by the metal
can interact with the excited fluorophore and alter its emis-
sion. This interaction is almost certainly bidirectional so
that light-induced oscillations in the metal can affect the
fluorophore. The interactions of fluorophores with metallic
surfaces can have a number of useful effects, including in-
creased quantum yields, increased photostability, increased
distances for resonance energy transfer, and decreased life-
times. These changes can result in increased sensitivity,
increased photostability, and decreased interference from
unwanted background emission. These effects are called
metal-enhanced fluorescence (MEF).

The mechanisms of metal-enhanced fluorescence are
not yet completely understood, and the applications of MEF

are just beginning. Because of the potential importance of
RDE and MEF we decided to include chapters on these top-
ics. This is a new topic and the field is changing very rapid-
ly. Hence this chapter represents a summary of the current
knowledge in this field. RDE and MEF were developed in
this laboratory, and as a result many of the examples are
from our own work.

25.1. RADIATIVE DECAY ENGINEERING

Prior to describing the unusual effects of metal surfaces on
fluorescence it is valuable to describe what we mean by
RDE and in particular spectral changes expected for
increased radiative decay rates.

25.1.1. Introduction to RDE

We typically perform fluorescence measurements in macro-
scopic solutions, or at least macroscopic in comparison
with the size of a fluorophore. The solutions are typically
transparent to the emitted radiation. There may be modest
changes in refractive index, such as for a fluorophore in a
membrane, but such changes have a relatively minor effect
on the fluorescence spectral properties.1–2 In such nearly
homogeneous solutions, the fluorophores emit into free
space and are observed in the far field. Local effects due to
surfaces are not usually observed because of the small size
of fluorophores relative to the experimental chamber. The
spectral properties of a fluorophore in the excited state are
well described by Maxwell's equations for an oscillating
dipole radiating into free space and we detect the far-field
radiation as light.
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For clarity we note that we are not considering reflec-
tion of the emitted photons from the metal surfaces. Reflec-
tion occurs after emission. We are considering the effects of
the nearby surface on altering the "free space" condition,
and modifying Maxwell's equation from their free space
counterparts.3–4 Like a radiating antenna, a fluorophore is
an oscillating dipole, but one that oscillates at high frequen-
cy and radiates short wavelengths. Nearby metal surfaces
can respond to the oscillating dipole and modify the rate of
emission and the spatial distribution of the radiated energy.
The electric field felt by a fluorophore is affected by inter-
actions of the incident light with the nearby metal surface
and also by interaction of the fluorophore oscillating dipole
with the metal surface. Additionally, the fluorophores oscil-
lating dipole induces a field in the metal. These interactions
can increase or decrease the field incident on the fluo-
rophore and increase or decrease the radiative decay rate.

For simplicity we will refer to metallic particles as met-
als. At first glance it seems unusual to consider using metal-
lic surfaces to enhance fluorescence. Metals are known to
quench fluorescence. For example, silver surfaces 50 Å
thick are used in microscopy to quench emission from
regions near the metal.5 We now know that metals can also
enhance fluorescence by several mechanisms. The metal
particles can cause increased rates of excitation due to a
more concentrated electric field around the particle. Metals
also appear to increase the rates of radiative decay (Γ). We
will describe the effects of metallic particles on fluores-
cence as if an increase in Γ is a known fact. However, the
physics is complex and it is not always clear what is emit-
ting the light: the fluorophore or the metal.

Prior to describing RDE in more detail it is informative
to see a result. Figure 25.1 shows a photograph of a micro-
scope slide that is coated with fluorescein-labeled human
serum albumin. The left side of the slide has no metal. The
right side of the slide is covered with silver particles. The
fluorescein molecules near the metal particles are remark-
ably brighter. Similar effects have now been observed for
many different fluorophores, showing that MEF is a gener-
al effect.

25.1.2. Jablonski Diagram for Metal-Enhanced 
Fluorescence

An increase in the radiative decay rate can have unusual
effects on fluorophores.6 These effects can be understood
by considering a Jablonski diagram that includes MEF (Fig-
ure 25.2). For simplicity we will only consider radiative

decay (Γ) and non-radiative decay (knr). In the absence of
metals the quantum yield and lifetimes are given by

(25.1)

(25.2)

Since the radiative decay rate is nearly constant for any flu-
orophore the quantum yield can only be increased by
decreasing the value of knr.

Now consider the effect of a metal. If the metal results
in an increased rate of excitation (E + Em) this will result in
increased brightness without changing the quantum yield or
lifetime. This is a useful effect that can allow decreased
incident intensities and decreased background. Metal-
enhanced excitation can also result in selective excitation of
fluorophores near the metal. Another possible effect is an
increase in the radiative decay rate. In this case the quantum

τ0 � (Γ � knr)�1

Q0 � Γ/(Γ � knr)
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Figure 25.1. Effect of metallic silver particles on surface-bound fluo-
rescein-labeled human serum albumin. Left, no silver; right, with sil-
ver particles.



yield and lifetime of the fluorophore near the metal surface
are given by

(25.3)

(25.4)

These equations result in unusual predictions for a fluo-
rophore near a metal surface. As the value of Γm increases
the quantum yield increases while the lifetime decreases.

The effects of increasing Γm are shown in Figure 25.3.
The x-axis is the relative value between the radiative decay
rate due to the metal (Γm) and the rate in the absence of
metal (Γ). As Γm increases the lifetime decreases. A
decrease in lifetime is usually associated with a decrease in
quantum yield. However, this is because a decrease in life-
time is usually due to an increase in knr. When the total
decay rate, ΓT = Γ + Γm, increases the quantum yield
increases. This increase occurs because more of the fluo-
rophores emit before they can decay through the non-radia-
tive pathway. The effect is larger for fluorophores with low
quantum yields because increasing Γm has no effect on Q if
it is already unity.

25.2. REVIEW OF METAL EFFECTS ON 
FLUORESCENCE

There is extensive physics literature on the interaction of
fluorophores with metal surfaces and particles, much of it
theoretical.7–12 The possibility of altering the radiative
decay rates was experimentally demonstrated by measure-
ments of the decay times of a europium (Eu3+) complex
positioned at various distances from a planar silver mir-
ror.13–16 In a mirror the metal layer is continuous and thick-
er than the optical wavelength. The lifetimes oscillate with
distance but remain a single exponential at each distance
(Figure 25.4). This effect can be explained by changes in
the phase of the reflected field with distance and the effects
of this reflected near-field on the fluorophore. The changes
in lifetime with distance are not due to interactions of the
fluorophore with emitted photons. A decrease in lifetime is
found when the reflected field is in phase with the fluo-
rophore's oscillating dipole. An increase in the lifetime is
found if the reflected field is out of phase with the oscillat-
ing dipole. As the distance increases the amplitude of the
oscillations decreases. The effects of a plane mirror occurs

τm � (Γ � Γm � knr)�1

Qm �
Γ � Γm

Γ � Γm � knr
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Figure 25.2. Jablonski diagram without (top) and with (bottom) the
effects of near metal surfaces. E is the rate of excitation without metal.
Em is the additional excitation in the presence of metal [6].

Figure 25.3. Effect of an increase in the metal-induced radiative rate
on the lifetime and quantum yields of fluorophores. For Q = 0.5, Γ =
5 x 107/s and knr = 5 x 107/s. For Q = 0.1, Γ = 1 x 107/s and knr = 9 x
107/s. From [6].



over distances comparable to the excitation and emission
wavelengths. At short distances below 20 nm the emission
is quenched. The oscillations in lifetime with distance from
the metal surface are rather modest. These effects have been
of theoretical interest but have not found use in the applica-
tions of fluorescence.

The effects of metallic surfaces on optical spectra are
strongly dependent on the nature of the metal surface and/or
metal particles. In general more dramatic effects are
observed for metal colloids than planar mirrored surfaces.
The experiment that led to our interest in RDE is shown in
Figure 25.5. A glass slide was coated with silver island
films (SIFs). These films are a partial coating of the surface
with sub-wavelength size silver particles, which are formed
by chemical reduction. The surface was coated with
Eu(ETA)3. The intensity decays were measured in the
absence and presence of an SIF. The lifetime of Eu(ETA)3

decreased more than 100-fold on the SIF.17 At first this
decrease in lifetime did not seem interesting to us because
we thought it could be due to quenching or scattered light
giving the appearance of a shorter lifetime. However, the
intensity increased fivefold even though the lifetime was
decreased 100-fold. To the best of our knowledge these

results can only be explained by an increase in the radiative
decay rate. This increase in Γ must be 100-fold or greater.
This result suggested the metal particles could be used to
modify or control the radiative rates of fluorophores. The
magnitude of the effect was large, which suggested the use
of metal particles to increase the sensitivity of fluorescence
detection.
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Figure 25.4. Lifetime of Eu3+ ions in front of an Ag mirror as a func-
tion of separation between the Eu3+ ions and the mirror. The solid
curve is a theoretical fit. From [6].

Figure 25.5. Fluorescence decay of Eu(ETA)3 on silver-island films.
Eu3+ was complexed with thenoyltrifluoroacetonate (ETA). From [6].

Figure 25.6. Electron oscillations in a metal colloid induced by inci-
dent light. Revised and reprinted with permission from [22].
Copyright © 1999, American Chemical Society.



25.3. OPTICAL PROPERTIES OF 
METAL  COLLOIDS

Metal colloids have been used for centuries to make some
colored glasses.18 However, the origin of the colors was not
understood until 1857, when Faraday discovered that the
colors were due to finely divided silver or gold particles.19

Incident light interacts with small metal particles and
induces electron oscillations (Figure 25.6).20–22 The oscil-

lating field can generate far-field radiation at the same
wavelength. The result is that the incident light is scattered
by the colloids, so the glass appears the of color the unscat-
tered light. The actual situation is a little more complex in
that colloids can also absorb light.

Extinction spectra of silver and gold colloids are shown
in Figure 25.7. The term extinction refers to attenuation of
the light as it goes through the sample. The extinction is due
to both absorption and scattering. We will occasionally use
the term "absorption" to refer to extinction. The extinction
shifts to longer wavelengths as the size of the colloids
increases.23–27 Gold colloids absorb at longer wavelengths
than silver colloids. The absorption depends strongly on
colloid shape. This effect is seen by the shift in the absorp-
tion spectrum of gold colloids as they become elongated
(Figure 25.8).

The unusual spectral properties of colloids can be seen
by visual observation. Figure 25.9 shows absorption spectra
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Figure 25.7. Extinction spectra of gold and silver colloids. Revised
and reprinted with permission from [22]. Copyright © 1999, Ameri-
can Chemical Society.

Figure 25.8. Absorption spectra of gold rods with different aspect
ratios. From [22].

Figure 25.9. Extinction spectra and photograph of suspensions of silver colloids. The aspect ratios increase from left to right. Reprinted with permis-
sion from [23].



and a backlit photo of silver colloid suspensions.23 The
aspect ratio increases from left to right and the perceived
color changes with aspect ratio. A different result is seen if
the samples are illuminated from the side without a back-
light (Figure 25.10). These samples give the appearance of
being fluorescent. The rightmost sample is fluorescent but
the others are not. These samples are illuminated with a
beam of white light. The perceived color is the color that is
scattered by the colloids. The smallest silver colloids scat-
ter blue light and the largest gold colloids scatter red light.

Samples that scatter light usually have a turbid appear-
ance. However, the colloid suspensions in Figure 25.9 and
25.10 are clear. This occurs because the colloids are
extremely dilute. Colloids have a large cross-section for
interacting with light and extinction coefficients on the
order of 1010 or 1011 M–1 cm–1. The cross-section for a
strongly absorbing chromophore like fluorescein is 2.0 x
10–15 cm2 or 4.5 Å across, which is about the size of the
molecule. The cross-section for a 60-nm silver colloid is 1.4
x 10–10 cm2 or 1000 Å across. Only a low density of colloids
is needed to cause enough scattering to change the color.
Because of this high optical cross-sections colloids are
being used to develop a number of bioaffinity assays.26–33

25.4. THEORY FOR FLUOROPHORE–COLLOID
INTERACTIONS

A complete explanation of fluorophore–colloid interactions
would require extensive electrodynamic theory, and the
description would probably still be incomplete. We will
describe an overview of those results that are relevant to
MEF. The details are not known with certainty, but there
probably are three dominant interactions of fluorophores
with metals (Figure 25.11). Fluorophores may be quenched

at short distances from the metal (km), but there may be
ways to recover this energy as useful emission (Chapter
26). There can be an increased rate of excitation (Em),
which is called the lightening-rod effect, and there can be
an increased rate of radiative decay (Γm). The distance of
the interactions probably increases, in order, with quench-
ing, increased excitation, and increased radiative rate. How-
ever, additional experimental results are needed to better
determine the distance dependence of these interactions.

The interactions between fluorophores and metal col-
loids have been considered theoretically.7–12 A typical
model is shown in Figure 25.12 for a prolate spheroid with
an aspect ratio of a/b. The particle is assumed to be a metal-

846 RADIATIVE DECAY ENGINEERING: METAL-ENHANCED FLUORESCENCE

Figure 25.10. Photographs of colloid suspensions when illuminated from the side with white light. The rows of numbers indicate the diameter and
concentration of the colloids. The rightmost sample is fluorescein. Reprinted with permission from [24-25].

Figure 25.11. Effects of a metallic particle on transitions of a fluo-
rophore. Metallic particles can cause quenching (km), can concentrate
the incident light field (Em), and can increase the radiative decay rate
(Γm). From [6].



lic ellipsoid with a fluorophore positioned near the particle.
The fluorophore is located outside the particle at a distance
r from the center of the spheroid and a distance d from the
surface. The fluorophore is located on the major axis and
can be oriented parallel or perpendicular to the metallic sur-
face.

The theory can be used to calculate the effect of the
metal particle on a nearby fluorophore. Figure 25.13 shows
the radiative rates expected for a fluorophore at various dis-
tances from the surface of a silver particle and for different
orientations of the fluorophore transition moment. The

most remarkable effect is for a fluorophore aligned along
the long axis and perpendicular to the surface of a spheroid
with an aspect ratio of a/b = 1.75. In this case the radiative
rate can be enhanced by a factor of 1000-fold or greater.
The effect is much smaller for a sphere (a/b = 1.0) and for
a more elongated spheroid (a/b = 3.0). For this elongated
particle the optical transition is not in resonance with the
fluorophore. In this case the radiative decay rate can be
decreased by over 100-fold. If the fluorophore displays a
high quantum yield or a small value of knr, this effect could
result in longer lifetimes. The magnitude of these effects
depends on the location of the fluorophore around the par-
ticle and the orientation of its dipole moment relative to the
metallic surface. The dominant effect of the perpendicular
orientation is thought to be due to an enhancement of the
local field along the long axis of the particle.

Colloids can also affect the extent of resonance energy
transfer.34–35 Suppose the donor and acceptor are located
along the long axis of an ellipsoid with the dipoles also ori-
ented along this axis. Figure 25.14 shows enhancement of
the rate of energy transfer due to the metal particle, that is,
the ratio of the rates of transfer in the presence (kT

m) and
absence (kT

0) of the metal. Enhancements of 104 are possi-
ble. The enhancement depends on the transition energy that
is in resonance with the particle. A smaller but still signifi-
cant enhancement is found for a less resonant particle
(lower curve). The enhanced rate of energy transfer persists
for distances much larger than typical Förster distances.
These simulations are for dipoles on the long axis and ori-
ented along that axis, but the enhancements are still large
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Figure 25.12. Fluorophore near a metallic spheroid.

Figure 25.13. Effect of a metallic spheroid on the radiative rate of a
fluorophore. The resonant frequency of the dye is assumed to be
25,600 cm–1, approximately equal to 391 nm. The volume of the sphe-
roids is equal to that of a sphere with a radius of 200 Å.

Figure 25.14. Enhancements in the rate of energy transfer in the pres-
ence of silver particle.



when the donors and acceptors have different orientations
and locations around the particle.

25.5. EXPERIMENTAL RESULTS ON 
METAL-ENHANCED FLUORESCENCE

Prior to describing biochemical applications of MEF it is
informative to see the effects of silver particles on standard
fluorophores. Silver island films are deposited on glass or
quartz plates. Two plates are put together with water in
between, yielding a sample about 1 µm thick (Figure
25.15). With this sample most of the volume is distant from
the silver and thus not affected by the silver. Fluorophores
with high and low quantum yields were placed between the
SIFs.36 As shown in Figure 25.3, an increase in the radiative
decay rate increases the intensity when the quantum yield is
low but will not affect the intensity of a high-quantum-yield
fluorophore. For this reason we examined two fluoro-
phores, with high or low quantum yields. The intensity of
rhodamine B (RhB) with a quantum yield of 0.48 is (Figure
25.16) almost unchanged by the SIFs. In contrast, the inten-
sity of rose bengal (RB) with a quantum yield of 0.02 is
increased about fivefold by proximity to the silver island
films. In this sample the fluorophores are not attached to the
silver and most of the fluorophores are too distant from the
silver to be affected. Hence the intensity increase of those
RB molecules near the metal film is significantly greater
than fivefold.

Metal-enhanced fluorescence by SIFs is a general phe-
nomenon that appears to occur with most if not all fluo-
rophores. Figure 25.17 shows the relative intensities in the
presence (IS) and absence (IQ) of metal for the fluorophores.
If the quantum yield is above 0.5 the intensity is not signif-
icantly increased between the SIFs. As the quantum yield
decreases the intensity ratio IS/IQ increases. This result is
consistent with an increase in the radiative decay rate near
the SIFs. Fluorophores with a variety of structures were
examined so that the effect is unlikely to be the result of
some specific interactions of a fluorophore with the silver.

25.5.1. Application of MEF to DNA Analysis

DNA analysis is a widely used application of fluorescence,
and MEF can be used to obtain increased intensities from
labeled DNA.36–40 Figure 25.18 shows the chemical struc-
tures of DNA oligomers labeled with Cy3 or Cy5. These
fluorophores are frequently used on DNA arrays. The glass
or quartz substrate from these arrays is often treated with 3-
aminopropyltriethoxysilane (APS), which makes the sur-
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Figure 25.15. Schematic for a fluorophore solution between two sil-
ver island films. The solid ellipsoids represent the silver island films.

Figure 25.16. Emission spectra of rhodamine B (top) and rose bengal
(bottom) between silver island films (S) or unsilvered quartz plates
(Q). From [36].



face positively charged for DNA binding. The emission
intensity of both oligomers is increased about fourfold
when bound to the SIFs as compared to quartz (Figure
25.19).

The previous figures showed that the intensities of flu-
orophores increased when near SIFs. However, fluores-
cence intensities can change for many reasons, and it would
not be surprising if surface-bound fluorophores in a rigid
environment displayed higher intensities than in solution,.
As shown in Figure 25.3, an increase in the radiative decay
rate will decrease the lifetime, as will increasing quantum
yield. This is an unusual effect so that lifetime measure-
ments can be used to determine if the radiative decay rate is
increased near the metal. Figure 25.20 shows frequency-
domain (FD) intensity decays of the labeled oligomers
when bound to quartz and SIFs. The mean lifetimes of Cy3
and Cy5 are decreased dramatically on the SIFs. The de-
creased lifetimes and increased intensities show that the
radiative decay rate increased near the SIFs. The right-hand
panels show the intensity decays reconstructed from the FD
data. These curves show an initial rapid decay followed by
a slower decay comparable to that found for the labeled
DNA on glass. In this case the more slowly decaying com-
ponents are probably due to labeled DNA bound to the glass
but distant from the metal particles.

A decrease in lifetime should result in increased photo-
stability of a fluorophore. Photochemical reactions occur
while the fluorophore is in the excited state. If the lifetime
is shorter, it is more probable that the fluorophore emits
before it undergoes decomposition. This means that the flu-
orophore can undergo more excitation–relaxation cycles
prior to permanent photobleaching. This reasoning assumes
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Figure 25.17. Enhancement of the emission of fluorophores with dif-
ferent quantum yields. From [36].

Figure 25.18. Structure of DNA oligomers labeled with Cy3 or Cy5. From [37].



that the metal does not introduce a new pathway for pho-
todecomposition. The photostability of a fluorophore can
be studied by measuring the intensity with continuous exci-
tation (Figure 25.21). These photostability curves for Cy3-
and Cy5-labeled DNA were measured with the same inci-

dent light intensity, so that the initial intensities are higher
on the SIFs. The total number of photons emitted by a flu-
orophore prior to photobleaching is proportional to the area
under the intensity-versus-time curves. These non-normal-
ized curves (left) show that considerably more photons per
fluorophore can be observed on the SIFs. If the curves are
normalized at time zero (right) the fluorophores on the SIFs
are seen to bleach somewhat more slowly. Results similar to
those in Figure 25.21 have been observed for a number of
fluorophores,41–43 but it is too early to know if increased
photostability will be observed with most fluorophores.

Detection of DNA using fluorescence is almost always
performed using extrinsic probes. The intrinsic fluores-
cence of the DNA bases is very weak. Silver particles were
found to increase the intrinsic fluorescence of unlabeled
DNA. Figure 25.22 shows emission spectra of calf thymus
DNA in solution when placed between quartz plates and
when between SIFs.44 The intensity is increased manyfold
between the SIFs. In this experiment the DNA was not
bound to the glass, so that most of the DNA is distant from
the silver particles. This suggests that the intensity of the
DNA near the silver particles is dramatically increased.
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Figure 25.19. Emission spectra and photographs of the labeled DNA oligomer on quartz and SIFs. The quartz was treated with APS. From [40].

Figure 25.20. Time-dependent intensity decays of Cy3- and Cy5-
labeled DNA oligomers on quartz and SIFs. From [40].



25.6. DISTANCE-DEPENDENCE OF 
METAL-ENHANCED FLUORESCENCE

The use of MEF requires an understanding of the optimal
distance between the fluorophore and the silver surface for
enhanced fluorescence. This dependence was studied using
protein layers to separate labeled DNA oligomers from the
SIF.45 The glass or SIF surface is first incubated with
biotinylated bovine serum albumin (BSA). BSA adsorbs to
most surfaces and forms a monolayer. The surface is then
treated with avidin, which forms a layer on the biotinylated

BSA (Figure 25.23). This process can be repeated many
times, adding a thickness of about 90 Å for each layer of
BSA and avidin. After the desired thickness is achieved the
surface is treated with a biotinylated DNA oligomer that
also contains a fluorophore (Figure 25.24).

Figure 25.25 shows the intensity of Cy3- and Cy5-
labeled DNA oligomers on SIFs. The oligomers were sepa-
rated from the SIF by one or more layers of BSA-avidin.
The highest intensity was found with a single layer of BSA-
avidin. Hence a distance of about 90 Å from a metal ap-
pears to yield the largest increases in intensity. This result is
only an initial attempt to identify the optimal distances, and
additional studies are needed to determine the range of dis-
tances that can be used for MEF. It should be recognized
that the experimental studies of MEF shown above were
performed using fluorophores that were distributed evenly
across the surfaces and not localized exclusively on the
metal.

25.7. APPLICATIONS OF METAL-ENHANCED
FLUORESCENCE

Metal-enhanced fluorescence is a new technology, and the
applications are now being developed.46–49 We will describe
a few initial results indicating the types of applications that
can be expected in the near future.
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Figure 25.21. Photostability of Cy3- and Cy5-labeled DNA oligomers on quartz and SIFs. From [40].

Figure 25.22. Emission spectra of calf thymus DNA between quartz
plates and between SIFs.
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Figure 25.23. Schematic of SIFs with layers of biotinylated BSA, avidin and a top layer of labeled DNA oligomers. From [45].

Figure 25.24. Structure of labeled and biotinylated DNA oligomers. From [45].



25.7.1. DNA Hybridization Using MEF

DNA hybridization is frequently measured using fluo-
rophores that display increased intensity when bound to
double-helical DNA. MEF allows hybridization to be meas-
ured using fluorophores for which the quantum yield, in the
absence of metal, does not change upon DNA hybridiza-
tion.50 This possibility is shown for a fluorescein-labeled
oligomer (Figure 25.26). A complementary DNA oligomer
was bound to an SIF. Upon addition of the labeled oligomer
the fluorescein intensity showed a time-dependent increase
in intensity. The intensity of fluorescein increased about 10-
fold upon hybridization. The effect of the SIF on the inten-
sity is seen in the real-color photographs of the hybridized
DNA before and after hybridization (Figure 25.27). It is
important to understand that the increase in intensity is not
due to the effect of hybridization on quantum yield of the
probe. The increase in intensity is due to the localization of
the probe near the SIF. This result shows that MEF can be
used to detect any binding reaction that brings a fluo-
rophore close to an SIF. A change in intensity due to the
binding event is not necessary.

25.7.2. Release of Self-Quenching

Labeled immunoglobulins are frequently used in
immunoassays. When performing such assays it is desirable
to have the brightest possible labeled proteins. One
approach to obtaining bright reagents is to label the protein
with multiple fluorophores. Unfortunately, this approach is
usually not successful. When proteins are labeled with flu-

PRINCIPLES OF FLUORESCENCE SPECTROSCOPY 853

Figure 25.25. Effect of distance from the SIFs on the intensities of
labeled DNA oligomers. From [45].

Figure 25.26. Emission spectra and time-dependent intensity of a fluorescein-labeled oligomer upon binding to a complementary oligomer bound
exclusively to an SIF. From [50].



orophores with a small Stokes shift the intensity does not
increase in proportion to the number of bound fluorophores,
and sometimes the intensity decreases. This effect is due to
homo RET between the fluorophores, which decreases the
quantum yield. Proximity of heavily labeled biomolecules
to SIFs can result in increased intensities and apparently
less quenching due to homo RET.51–53 One example is
shown in Figure 25.28 for immunoglobulin G (IgG) labeled
with fluorescein.53 As the labeling ratio is increased the
intensity per fluorescein molecule decreases. This effect is
due to homo RET between the fluoresceins, which decreas-
es the quantum yield. The anisotropy values (insert) also
decrease with increasing labeling ratio, which indicates that
RET has occurred. Figure 25.29 shows that the intensity per
fluorescein residue can increase as much as 40-fold for
heavily labeled samples near SIFs. The release of self-
quenching appears to be a general result51–53 that suggests
its use with any surface-bound assay.

25.7.3. Effect of Silver Particles on RET

Resonance energy transfer occurs over relatively large dis-
tances up to 100 Å. This distance is comparable to the size
of large proteins and some protein assemblies. However,
there are instances where RET over larger distances is
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Figure 25.27. Photograph of a fluorescein-labeled DNA oligomer
before (top) and after (bottom) hybridization. From [50].

Figure 25.28. Emission spectra of fluorescein-labeled IgG. The num-
bers indicate the molar ratio of fluorescein to IgG. The intensities
were measured for solutions with the same optical density for fluores-
cein. From [53].

Figure 25.29. Photograph and relative intensities of fluorescein-
labeled IgG on glass (Q) and SIFs (S). From [53].



desirable. One example is RET immunoassays (Figure
25.30). Fluorescence immunoassays are widely used, typi-
cally polarization as ELISA assays. Immunoassays are not
usually performed using RET. This absence is probably due
to the fact that in a sandwich assay the sizes of the antigen
and antibodies are too large for RET to occur. Similarly,
RET can be used to measure DNA hybridization if the
donor and acceptor are within about 15 base pairs, but will
not occur if the donor and acceptor are spaced by a much
larger number of base pairs.

A small number of experiments have indicated that
proximity to metal particles can increase the extent of ener-
gy transfer.54–56 The effect of SIFs on RET was studied
using a double-stranded DNA oligomer labeled with
AMCA as the donor and Cy3 as the acceptor (Figure
25.31). The distance between the donor and acceptor was
chosen so that the extent of energy transfer was small in the
absence of single particles. The DNA oligomers labeled
with both donor and acceptor were placed either near a sin-
gle island film or between two SIFs. The RET efficiency
was not affected by a single SIF, but was increased when
the D–A pair was between two SIFs. The increase in RET
can be seen from the increase in acceptor intensity near 570
nm. This result suggests that RET can be used to measure
association reactions between large molecules or assem-
blies by passing the molecules between two layers of silver
particles.

25.8. MECHANISM OF MEF

In the preceding sections we described experiments that
were all consistent with an increase in the radiative decay
rate. However, some preparations of metal particles do not
result in enhanced fluorescence. It is important to know
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Figure 25.30. RET in the presence and absence of metallic particles.

Figure 25.31. Effect of one or two SIFs on RET between AMCA and
Cy3 bound to DNA. From [56].



what types of particles are most effective for MEF and the
properties of these particles that result in metal-enhanced
fluorescence. We have developed a conceptually simple
model that we hope has predictive value for MEF.57 Mie
theory can be used to calculate the optical properties of
metal colloids when the colloids are smaller than the inci-
dent wavelength. These calculations show that the extinc-
tion of colloids is due to both light absorption and light
scattering. The relative contribution of absorption and scat-
tering depends on the size and shape of the colloids. In gen-
eral, larger particles and non-spherical particles show larg-
er relative contributions of scatter to the total extinction. At
present we believe the scattering contribution of the total
extinction is the origin of MEF. The scattering component
represents far-field radiation from the induced oscillating
dipole. In a sense this effect is similar to emission. This
similarity can be seen in Figure 25.10, where the scattered
light appears to be visually similar to fluorescence. It seems
logical that the excited fluorophore and nearby metal parti-
cle cooperate in producing far-field radiation at the emis-
sion wavelength. We refer to this concept as the radiating
plasmon (RP) model.57 If correct, the RP model provides a
rational approach for the design of metal particles for MEF.
The particle or structure should be selected for a high cross-
section for scattering and for a scattering component that is
dominant over the absorption.

25.9. PERSPECTIVE ON RET

At present relatively few laboratories are performing stud-
ies on MEF.58–65 The early results are confirming the results
from our laboratory. If this trend continues MEF will
become widely used in sensing, biotechnology, and foren-
sics. The studies described in this chapter were performed
using SIFs, which have a heterogeneous distribution of par-
ticle sizes. In the future we can expect MEF to use better-
defined particles. Silver and gold colloids can be made with
a variety of shapes,66–79 some of which may be more useful
for MEF. And, finally, it seems likely that MEF will be per-
formed using regular particulate surfaces of a type prepared
using nanosphere lithography,80–82 dip-pen lithography,83

microcontact printing,84 and other emerging methods for
nanolithography.

Our vision for the future of RDE is shown in Figure
25.32. At present almost all fluorescence experiments are
performed using the free-space emission. This emission is
mostly isotropic and the radiative decay rates are mostly
constant (top). The use of RDE will allow the design of

metallic structures that interact with the excited fluo-
rophore. These interactions can result in modified spectral
properties and directional emission (bottom). In some cases
the directionality will be the result of the excited fluo-
rophores creating plasmons in the metal, which in turn
result in far-field radiation. The ability to control the emis-
sion process represents a paradigm shift for the field of flu-
orescence spectroscopy.
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PROBLEM

P25.1. Calculation of the Quantum Yield and Increase in
Radiative Rate Near an SIF. Figure 25.16 shows the
emission spectra of rose bengal (RB) in solution and
between SIFs. Assume all the molecules are affected
equally by the SIF. What is the relative increase in the
radiative decay rate (Γ) due to the SIF? Assume the
natural radiative lifetime in the absence of metals is 4
ns. Also assume the excitation rate and the non-radia-
tive decay rates are the same in the presence and
absence of the SIF.

Now assume that only 10% of the RB molecules are
affected by the SIF. What are the quantum yield and
relative increased in Γ due to the SIF?
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In the preceding chapter we described the use of metallic
particles to modify emission. This was accomplished by
interaction of the excited dipoles of the fluorophore with
oscillating electrons in a nearby metallic surface. We used
the term "metal" to describe such surfaces. We described
how a fluorophore near a metal can have a different radia-
tive-decay rate. This is an unusual effect because this rate
does not change substantially when a fluorophore is in dif-
ferent environments.

In this chapter we describe another phenomenon that
occurs when a fluorophore is near a metal. Under certain
circumstances a fluorophore can couple with a continuous
metallic surface to create groups of oscillating electrons
called surface plasmons. If the metal film is thin and on an
appropriate substrate the plasmons radiate their energy into
the substrate. We call this phenomenon surface plasmon-
coupled emission (SPCE).1 There are numerous potential
applications for this phenomenon that efficiently collects
the emission and transforms it into directional radiation.

26.1. PHENOMENON OF SPCE

Prior to describing the theory for SPCE it is informative to
describe this phenomenon (Figure 26.1). Suppose an excit-
ed fluorophore is positioned above a thin silver film, where
the metal film is continuous and about 50 nm thick. Such
films are visually opaque. Remarkably, the emission from
the fluorophore is not reflected but is efficiently transferred
through the film. The spatial distribution of fluorescence is
isotropic or nearly isotropic. However, the emission seen
through the film occurs only at a unique angle θF measured
from the normal. Since the sample is symmetric about the
normal z-axis the emission occurs as a cone around the axis.
This cone is not due to selective transmission of emission

through the film. A large fraction of the total emission
appears in the cone. About half of the emission appears in
the cone and about half is free-space emission away from
the film. The emission in the cone has the same emission
spectrum as the fluorophore.

The light from the excited fluorophore appearing in the
cone is called surface plasmon-coupled emission (SPCE).1

This name reflects our current understanding of the phe-
nomenon. We believe the excited fluorophore creates sur-
face plasmons in the metal. These plasmons do not appear
to be the result of RET to the surface because the distances
over which SPCE occurs are too large for RET. SPCE
occurs over distances up to 200 nm or 2000 Å, which are
much larger than Förster distances near 50 Å. The plasmons
radiate into the substrate at an angle determined by the opti-
cal properties of the metal and substrate. Since the wave-
length distribution of SPCE is the same as the fluorophore
emission it is tempting to assume it originates from the flu-
orophore. However, the emission is 100% p-polarized, even
if the fluorophores are randomly oriented and excited with
unpolarized light. See Chapter 2 for a definition of p-polar-
ization. This polarization indicates the surface plasmons are
radiating and not the fluorophores.

26.2. SURFACE-PLASMON RESONANCE

The phenomenon of SPCE appears to be closely related to
surface-plasmon resonance (SPR). SPR is now widely used
in the biosciences and provides a generic approach to meas-
urement of biomolecule interactions on surfaces.2–6 A
schematic description of SPR is shown in Figure 26.2. The
measurement is based on the interaction of light with thin
metal films on a glass substrate. The film is typically made
of gold 40–50 nm thick. The surface contains a capture bio-

26
Radiative-Decay

Engineering:
Surface Plasmon-
Coupled Emission

861



molecule that has affinity for the analyte of interest. The
capture biomolecule is typically covalently bound to the
gold surface. This sample is optically coupled to a hemi-
spherical or hemicylindrical prism by an index-matching
fluid. Light impinges on the gold film through the prism,
which is called the Kretschmann configuration. The instru-
ment measures the reflectivity of the gold film at various
angles of incidence (θ), with the same angle used for obser-
vation (θ).

The usefulness of SPR is due to the dependence of the
reflectivity of the gold film on the refractive index of the
solution immediately above the gold film. The angle-
dependent reflectivity of the gold surface is dependent on
the refractive index of the solution because there is an
evanescent field extending from the gold surface into the
solution. Binding of macromolecules above the gold film

causes small changes in the refractive index, which result in
changes in reflectivity. Figure 26.3 shows typical SPR data:
a plot of reflectivity versus the angle of incidence for a 47-
nm gold film.7–9 The reflectivity minimum occurs at the
SPR angle. The SPR angles change as the gold surface is
coated with 11-mercaptoundecanoic acid (MU), then
biotinylated polylysine (PL), and finally avidin. The
changes in SPR angle are due to changes in the refractive
index near the gold surface due to the adsorbed layers.

The decrease in reflectivity at the SPR angle (θSP) is
due to absorption of the incident light at this particular
angle of incidence. At this angle the incident light is ab-
sorbed and excites electron oscillations on the metal sur-
face. The reflectivity is sensitive to the refractive index
because of the evanescent field that penetrates approximate-
ly 200 nm into the solution (Figure 26.2). The evanescent
field appears whenever there is resonance between the inci-
dent beam and the gold surface. An evanescent field is not
present when there is no plasmon resonance, that is, when
the reflectivity is high.

The existence of an evanescent field is reminiscent of
total internal reflectance (TIR), which occurs between a
glass–water interface when the angle of incidence from the
glass slide exceeds the critical angle.10 There can be confu-
sion about the relationship between the critical angle in TIR
(θC) and the SPR angle (θSP). The physical origins of θC and
θSP are similar, in that both are dependent on wavevector
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Figure 26.1. Surface plasmon-coupled emission. F is a fluorophore.

Figure 26.2. Typical configuration for surface-plasmon resonance
analysis. The incident beam is p-polarized.

Figure 26.3. SPR reflectivity curves for a 47-nm gold film on BK-7
glass. Illumination was at 633 nm. The gold film was progressively
coated with 11-mercaptoundecanoic acid (MU), followed by biotiny-
lated poly-lysine (PL), and then avidin. Adapted from [7–9].



matching at the sample–glass or metal interface. However,
these angles are different and not directly related. This dif-
ference between θC and θSP is illustrated in Figure 26.4,
which compares glass and silver–coated glass surfaces.11–12

The silver-coated surface shows high reflectivity at all
angles except around the plasmon angle near 30E. The
reflectivity of a glass surface is quite different. The reflec-
tivity is low below the critical angle θC, increases sharply to
nearly 100% at θC, and remains high for all angles above
θC. For the glass surface and angles above θC there exists an
evanescent field from the totally internally reflected light.
For the silver-coated glass there is no evanescent field in the
aqueous phase unless the angle of incidence is near the SPR
angle. The reflectivity of the silver film is high at angles
significantly larger or smaller than θSP.

The evanescent wave due to SPR is much more intense
than that due to TIR.11–17 The relative strengths of the fields
can be measured by the fluorescence from fluorophores
near the surface. For the sample shown in Figure 26.4 fluo-
rophores were localized within the evanescent field by coat-
ing with a polyvinyl alcohol (PVA) film that contained a
fluorophore. The dependence of the emission on the inci-
dent angle indicates the relative intensity of the evanescent
wave felt by the fluorophores. For the glass surface the
emission intensity is low for θ < θC. This low value is essen-
tially the same as seen in a typical fluorescence measure-
ment where the fluorophore is excited in a glass or quartz
cuvette. As the incident angle exceeds θC the intensity drops
about twofold because the incident light undergoes TIR

rather than passing into the sample. Above the critical angle
the remaining intensity represents the amount of excitation
due to the TIR evanescent wave. This result indicates that
the field strength for TIR is roughly the same for the inci-
dent light and the evanescent wave.

Different results are seen for the labeled film on the sil-
ver surface. The emission intensity is near zero for angles
above and below θC because of the high reflectivity of the
metal film. In contrast to uncoated glass, the light does not
penetrate the sample even though θ < θC. There is a dramat-
ic increase in the emission intensity of the film near the
plasmon angle: about 15-fold. This effect is due to a 10- to
40-fold increase in the intensity of the evanescent field
above silver as compared to above glass with TIR.18–21 This
increase in field strength above a metal film is one origin of
the increased sensitivity possible with plasmon-coupled
emission.

An important characteristic of the SPR angles is that
they are strongly dependent on wavelength. Figure 26.5
shows the reflectivity curves of a gold film for several
wavelengths.22 The surface plasmon angle decreases as the
wavelength decreases. The dependence on wavelength can
be understood in terms of the optical constants of the met-
als, which depend upon wavelength (frequency) and the
dielectric constant of the adjacent prism. This dependence
of θSP on wavelength is the origin of intrinsic spectral reso-
lution when observing surface plasmon-coupled emission.

26.2.1. Theory for Surface-Plasmon Resonance

An understanding of SPR is useful for understanding sur-
face plasmon-coupled emission. The theory to describe the
reflectivity of metal-coated surfaces is complex. It can be
difficult to understand the underlying physical interactions
that are responsible for angle-dependent absorption. We
will not describe the detailed equations needed to calculate
the reflectivity.

The phenomenon of SPR can be understood by consid-
ering the propagation constant of the incident electromag-
netic wave across the surface of the metal, along the x-axis.
An electromagnetic wave propagating in space can be
described by

(26.1)

where the bars indicate vector quantities, r� is a unit vector
in the direction of propagation, ω is the frequency in radi-
ans/s, i = -11/2, and ⋅ indicates the dot product. The term k

E(r,t) � E0 exp(iωt � ik � r )
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Figure 26.4. Reflectivity curves for a bare glass and silver-coated
glass, both spin coated with a fluorophore in polyvinyl alcohol. The
prism is LaSFN9 glass, 633 nm. Also shown is the fluorescence from
the labeled PVA film on the glass and silver surfaces. Adapted from
[11].



is the propagation constant, which is sometimes called the
wavevector. This value is given by

(26.2)

where λ = λ0/n is the wavelength, λ0 is the wavelength in a
vacuum, n is the refractive index of the medium, and k0 is
the propagation constant of the wave in a vacuum. It is
understood that the physical values are given by the real
part of eq. 26.1. Hence the electric field is described by

(26.3)

For SPR we need to consider the electric field along the x-
axis at the metal–water interface. This component is given
by

(26.4)

To satisfy Maxwell's equations the electric fields have to be
continuous across the interface, which requires kx to be
equal in both media.

The phenomenon of SPR can be understood by consid-
ering the propagation constant of the electromagnetic wave
in the metal along the x-axis. In the metal film the field is
described by eqs. 26.3 and 26.4 with kx = kr + ikim being the
complex wavevector along the x-axis. For a metal the prop-
agation constant for the surface plasmon is given by

(26.5)

where εm and εs are the dielectric constant of the metal (m)
and sample (s), respectively. εs refers to the effective dielec-
tric constant in the region of the evanescent field (Figure
26.2). Because the real part of εm is larger than the imagi-
nary part the propagation constant can be approximated by

(26.6)

The incident light can excite a surface plasmon when
its x-axis component equals the propagation constant for the
surface plasmon (Figure 26.6). The propagation constant
for the incident light in the prism (p) is given by

(26.7)

and the component along the x-axis is equal to

(26.8)

where θp is the incidence angle in the prism. Hence the con-
ditions for SPR absorption is satisfied when

(26.9)

where θsp is the angle of incidence in the metal for surface-
plasmon resonance to occur. These considerations show

kSP � kx � k0np sinθsp

kx � k0np sinθp

kp � k0np

kSP � k0 ( εrεs

εr � εs
) 1/2

kSP �
ω
c

( εmεs

εm � εs
) 1/2

� k0 ( εmεs

εm � εs
) 1/2

E(x,t) � E0x exp(cos ωt � kxx )

E(r,t) � E0 exp(cos ωt � k � r )

k �
2π
λ

�
nω
c

� nk0
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Figure 26.5. Calculated wavelength-dependent reflectivity for a 47-
nm-thick gold film. From [22].

Figure 26.6. Schematic showing propagation constants in a prism and
a thin film.



that the surface-plasmon resonance occurs whenever the x-
axis component of the incident field equals that obtained
from eq. 26.5.

A mental picture of SPR can be found by considering
the wavelength of the incident light in the prism and the
projection of this distance onto the interface (Figure 26.6).
SPR occurs when this projected distance matches the wave-
length of the surface plasmon. This visualization of SPR
explains the increase in θp needed for resonance at shorter
wavelengths.

26.3. EXPECTED PROPERTIES OF SPCE

The previous explanation of SPR allows us to make several
predictions for the properties of SPCE. The fluorophores
are randomly distributed and the sample can be excited with
unpolarized light. There is no preferential direction around
the z-axis. Hence the SPCE is expected to appear as a cone
around the z-axis (Figure 26.7). Figure 26.5 shows that SPR
occurred at different angles of incidence for different wave-
lengths. The analogy with SPR suggests different emission
wavelengths will appear at different angles (Figure 26.8).
Hence the SPCE is expected to appear as a circular rainbow
with the range of colors determined by the emission wave-
length range of the fluorophore. In SPR only p-polarized
incident light is absorbed. This suggests the SPCE will also
be p-polarized around the z-axis. The polarization is expect-
ed to point radially away from the z-axis at all positions
about the z-axis.

26.4. EXPERIMENTAL DEMONSTRATION 
OF SPCE

It was important to have an experimental demonstration of
SPCE. The sample was sulforhodamine 101 (S101) in a 15-

nm-thick PVA film.23 The film was on a 50-nm-thick layer
of silver. Figure 26.9 shows the angular distribution of the
emission which is distributed sharply at "47E from the nor-
mal. Integration of the angle-dependent emission, and the
free-space emission away from the hemispherical prism,
indicated that about half of the emission is contained in the
directional component exiting through the prism.
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Figure 26.7. Surface plasmon-coupled cone of emission for fluorophores near a metallic film.

Figure 26.8. Color distribution and polarization expected for SPCE.



We also tested if the wavelength dependence seen for
SPR (Figure 26.5) occurred for SPCE. A mixture of three
fluorophores was used to obtain a wider range of wave-
lengths. The SPCE was found to be dispersed at different
angles according to the wavelength (Figure 26.10) in the
same direction as the SPR absorption. This result shows
that a simple metal film can be used to efficiently collect the
emission from nearby fluorophores, convert the emission to
directional emission, and disperse the emission according
to wavelength.
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Figure 26.9. Angular distribution of the SPCE from sulforhodamine
101 (S101) in a 15-nm PVA film using the reverse Kretschmann con-
figuration. From [23].

Figure 26.10. Photograph of SPCE from the mixture of fluorophores
using RK excitation and a hemispherical prism, 532 nm excitation.
From [23].

Figure 26.11. Cone of emission for S101 in PVA on silver and gold films.



In the application of SPCE it would be an advantage to
use gold rather than silver surfaces. Gold does not tarnish
and the chemistry for coating the surface with organic mol-
ecules is more highly developed for gold than silver. How-
ever, in contrast to silver, gold is known to quench fluores-
cence.24–26 Fortunately, gold can be used for SPCE (Figure
26.11).27 The angular distribution is slightly wider on gold
than on silver, which is a result of its different optical prop-
erties. The reason gold does not quench in SPCE is because
of the longer distances for SPCE as compared to Förster
transfer, which is probably the mechanism by which gold
quenches fluorescence.

SPCE is due mostly to fluorophores within about 200
nm of the surface. This suggests the possibility of selective
observation of fluorophores localized near the metal sur-
face. We tested this possibility by adding a "background"
fluorophore more distant from the metal. This was accom-
plished by making the coated silver film part of a 1-mm-
thick demountable cuvette. The cuvette was filled with a
solution of rhodamine 6G in ethanol. PVA is weakly solu-
ble in ethanol and the dyes remained separate for the course
of the experiments. The free-space emission was observed
at 149E and the SPCE at 77E. The concentrations were cho-
sen so that the free-space emission was dominated by the
R6G background (Figure 26.12). Even with this large back-
ground signal the SPCE was dominated by S101, which is
closer to the metal film. The PVA thickness was only 30
nm, so that some R6G was present within the distance for
SPCE, accounting for the remaining intensity of R6G at
550 nm. More effective background suppression can be

expected with a thicker PVA or sample film to keep this
impurity more distant from the metal film.

26.5. APPLICATIONS OF SPCE

Since SPCE occurs for fluorophores near surfaces it will
most likely be used with surface-based assays. One expect-
ed advantage of SPCE is the suppression of unwanted back-
ground because fluorophores distant from the metal surface
will not create surface plasmons and SPCE. For this assay
the surface-bound antibody was rabbit IgG (Figure 26.13).
This surface was incubated with rhodamine-labeled anti-
rabbit IgG and Alexa 647-labeled anti-mouse IgG. The later
antibody does not bind to the surface and serves as the
unwanted background.

Figure 26.14 shows the emission spectra of the free-
space and surface-plasmon coupled emission. The free-
space emission is dominated by the Alexa 647 background.
In contrast, the SPCE is due mostly to the surface-bound
antibody. This result shows that SPCE can be used to selec-
tively observe fluorophores near the metal surface and to
effectively decrease the amount of background emission.
SPCE provides a potentially simple approach for improved
performance in a wide variety of surface-bound arrays.

Intrinsic biochemical fluorophores such as tryptophan
emit at ultraviolet wavelengths. It is possible to imagine
many biochemical applications of SPCE occurring at short-
er wavelengths. SPCE of UV-emitting fluorophores has
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Figure 26.12. Emission spectra of S101 in PVA with simulated back-
ground emission from rhodamine 6G (R6G). The concentration of
S101 in the PVA film was about 10 mM and the concentration of R6G
in ethanol about 5 µM. From [23].

Figure 26.13. SPCE immunoassay. Anti-rabbit antibodies (labeled
with Rhodamine Red-X) bind to rabbit IgG immobilized on the silver
surface. Non-binding anti-mouse antibodies labeled with Alexa Fluor
647 remain in solution. From [28].



been observed with aluminum films.29–31 Figure 26.15
shows the angle-dependent emission of 2-aminopurine in
PVA on a 20-nm-thick aluminum film. Once again SPCE
occurs over a narrow angular distribution, but the distribu-
tion is wider than that found for silver (Figure 26.9). This
wider angular distribution is a result of the optical proper-
ties of aluminum and appears to result in a greater angular
dispersion of different wavelengths (Figure 26.16). The
apparent emission spectra of 2-AP are strongly dependent
on the observation angle.

26.6. FUTURE DEVELOPMENTS IN SPCE

SPCE offers numerous opportunities for new types of
assays and sample configurations. A guiding concept may
be the radiating plasmon (RP) model.32 This model suggests
that the optical and geometric properties of the sample can
be chosen so that plasmons can radiate effectively and in
the desired direction. An example of this approach is for a
thin silver grating.

Excited fluorophores near such a grating display plas-
mon-coupled emission through the grating, with different
wavelengths appearing at different angles. Plasmon-cou-
pled emission through the grating provides opportunities
for novel fluorescence-sensing configurations. Figure 26.17
shows an example where a sensing layer is positioned
above the thin film grating. Emission from the sensing layer
will couple through the grating and could be observed with
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Figure 26.14. Emission spectra of the rhodamine red-X labeled anti-
rabbit antibodies bound to rabbit IgG immobilized on a 50-nm silver
mirror surface in the presence of a fluorescent background (anti-
mouse antibodies labeled with Alexa Fluor 647). Top, free-space
emission. Bottom, SPCE. From [28].

Figure 26.15. Angle-dependent SPCE of 2-aminopurine (2-AP) at
380 nm with reverse Kretschmann excitation. 2-AP is in a PVA film.
Revised and reprinted with permission from [39]. Copyright © 2004,
American Chemical Society.

Figure 26.16. Free-space (top) and SPCE (bottom) of 2-AP. The emis-
sion spectra were recorded at different observation angles. Revised
and reprinted with permission from [30]. Copyright © 2004,
American Chemical Society.



closely spaced and/or proximity focused detectors. Ratio-
metric sensing should be possible using the wavelength
separation provided by the grating. The application of
SPCE will be guided by theory that is becoming more
refined.32–33

In 1998 a report appeared which showed that thick
metal films with a regular array of sub-wavelength-size
holes can display extraordinary optical transmission greatly
in excess of the transmission expected based on the open
area of the holes.34 This effect is shown schematically in
Figure 26.18. The silver film was 300 nm thick, which is
opaque in the absence of holes. If the films contained
nanoholes there was efficient transmission through the
films, much more efficient than would be expected from the
size of the holes. The transmitted wavelength depended on

the size and spacing of the holes. This observation resulted
in theoretical studies to explain this effect.35–37 It is now
thought that the transmission is due to the creation of sur-
face plasmons on one surface, migration of the plasmons
through the holes, and subsequent radiation of the plasmons
from the distal side of that metal. Such films should be use-
ful in fluorescence devices. The transmitted radiation is
strongly dependent on wavelength, so that the films may be
used as both an excitation filter and/or for the creation of
far-field radiation (Figure 26.19). For example, the hole
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Figure 26.17. Fluorescence-sensing module based on grating-coupled
plasmon emission.

Figure 26.18. Light transmission through perforated but otherwise
opaque silver films. s and d refer to the interhole spacing and diame-
ter, respectively. Figure drawn from results in and reprinted with per-
mission from [34]. Copyright © 2004, American Chemical Society.

Figure 26.19. Fluorescence-sensing device base on plasmon transport through a metal surface with a regular array of holes.



spacing of the top metal layer could be selected to transmit
the excitation wavelength, and the spacing in the lower
layer selected to transmit the emission wavelength.

Even more elegant configurations are possible by com-
bining plasmon engineering with nanoengineering, which
can be used to obtain strongly directional emission. One
example is shown in Figure 26.20 for an array of parallel
lines etched through the metal.38–40 This structure serves as
a type of monochromator in that light near 600 nm is trans-
mitted most efficiently. Importantly, the transmitted light

radiates only at defined directions into the far field on the
distal side of the metal and the various wavelengths radiate
in different directions. An even more remarkable result is
shown in Figure 26.21 for a metal film with open concen-
tric rings. In addition to being wavelength selective, the
transmitted light migrates as a narrow beam into the far
field.

These optical transmission phenomenon can be used
with the properties of radiating plasmons to design novel
fluorescence devices which serve as both the excitation fil-
ter and, more importantly, to focus the emission in the
desired direction and pattern. Using the concept that if a
plasmon can radiate it will, fluorophores could be placed on
either side of the films shown in Figures 26.20 and 26.21.
Depending on the geometry of the film and the optical con-
stants of all the materials, fluorophores on or near the metal
will transfer to the plasmons, which in turn will radiate
according to electromagnetic theory.

In closing, we believe the rational design of metallic
structures that couple with fluorophores and efficiently
radiate the energy will provide the basis for a new genera-
tion of nanooptical sensing devices.
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A relatively limited number of corrected emission spectra
are available. In this Appendix we include the well-docu-
mented corrected spectra. It is not possible to state which
are the "most correct." Corrected spectra can be inter-
changed from photons per wavenumber interval I(ν�) to pho-
tons per wavelength interval I(λ) using I(λ) = I(ν�)λ–2, fol-
lowed by normalization of the peak intensity to unity. Most
of the compounds listed below satisfy the suggested criteria
for emission spectral standards, which are as follows:

1.  Broad wavelength emission with no fine
structure

2.  Chemically stable, easily available and
purified

3.  High quantum yield
4.  Emission spectrum independent of excita-

tion wavelength
5.  Completely depolarized emission.

1. EMISSION SPECTRA STANDARDS FROM 300
TO 800 NM

Corrected emission spectra on the wavelength scale were
reported for six readily available fluorophores in neat sol-
vents (Table I.1). The emission spectra of these standards
overlap, providing complete coverage from 300 to 800 nm.
For convenience the numerical values of the emission spec-
tra are given in Table I.2. The values are plotted in Figure
I.1, and the chemical structures are given in Figure I.2.
These correct spectra cover almost all needed wave-
lengths. It is recommended that these spectra be adopted as
the accepted standards for determination of instrument

corrections factors and for calculation of corrected emission
spectra.

2. β-CARBOLINE DERIVATIVES AS 
FLUORESCENCE STANDARDS

Corrected emission spectra of the carboline derivatives
shown in Figure I.3 and I.4 were published.2 All compounds
were measured in 0.1 N H2SO4, except for 2-methyl-
harmine, which was measured in 0.01 N H2SO4, 25°C. Cor-
rected emission spectra were reported in graphical form
(Figure I.3) and in numerical form (Table I.3). Quantum
yields and lifetimes were also reported (Table I.4). Quan-
tum yields were determined relative to quinine sulfate in 1.0
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Appendix I

Corrected Emission
Spectra

Figure I.1. Corrected emission spectra of six standards from [1].
From left to right the spectra are for tryptophan, α-NPO, TPB,
coumarin, DCM, and LDS 751.
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Table I.1. Properties of the Emission Intensity Standards*

Emission
Probe                                       CAS                             Solvent                      Excitation                        range

Tryptophan 54-12-6 Water 265 310–428
α-NPO 846-63-9 Methanol 315 364–486
TPB 1450-63-1 Cyciohexane 340 390–570
Coumarin 153 53518-18-6 Methanol 400 486–678
DCM 51325-91-8 Methanol 460 556–736
LDS 751 N/A Methanol 550 646–844

*CAS number (Chemical Abstract Service registry number) provides a unique identification for each fluorophore.
The excitation wavelength and emission range is reported in nm. LDS-751 is a proprietary material of Exciton Inc.
(Dayton, OH) and is similar to Styrl 8. Coumarin 153 is also referred to as Coumarin 540A (Exciton). From [1].

Table I.2. Normalized Emission Intensities for Each Emission Standard
(emission wavelength is reported in nm and intensity given in photons/nm)

Tryptophan                          NPO                               TPB                        Coumarine 153                      DCM                           LDS 751
nm          int.                   nm          int.                   nm          int.                   nm          int.                   nm          int.                   nm          int.

310 0.111 364 0.162 390 0.11 486 0.118 556 0.1 646 0.101
312 0.149 366 0.247 392 0.137 488 0.142 558 0.115 648 0.114
314 0.194 368 0.342 394 0.167 490 0.169 560 0.132 650 0.128
316 0.242 370 0.433 396 0.199 492 0.2 562 0.148 652 0.143
318 0.299 372 0.509 398 0.235 494 0.235 564 0.168 654 0.159
320 0.357 374 0.571 400 0.271 496 0.274 566 0.19 656 0.177
322 0.417 376 0.618 402 0.31 498 0.315 568 0.214 658 0.196
324 0.485 378 0.656 404 0.35 500 0.36 570 0.238 660 0.216
326 0.547 380 0.69 406 0.393 502 0.407 572 0.266 662 0.238
328 0.611 382 0.725 408 0.436 504 0.458 574 0.303 664 0.26
330 0.675 384 0.764 410 0.478 506 0.509 576 0.331 666 0.284
332 0.727 386 0.813 412 0.525 508 0.56 578 0.353 668 0.308
334 0.771 388 0.864 414 0.571 510 0.613 580 0.38 670 0.334
336 0.814 390 0.915 416 0.62 512 0.665 582 0.412 672 0.361
338 0.86 392 0.959 418 0.663 514 0.715 584 0.444 674 0.388
340 0.906 394 0.988 420 0.699 516 0.762 586 0.478 676 0.416
342 0.928 396 0.999 422 0.735 518 0.806 588 0.513 678 0.445
344 0.957 398 1 424 0.773 520 0.847 590 0.548 680 0.474
346 0.972 400 0.991 426 0.805 522 0.882 592 0.584 682 0.504
348 0.996 402 0.978 428 0.834 524 0.914 594 0.62 684 0.534
350 1 404 0.959 430 0.864 526 0.941 596 0.659 686 0.564
352 0.999 406 0.94 432 0.887 528 0.962 598 0.696 688 0.594
354 0.987 408 0.921 434 0.91 530 0.979 600 0.732 690 0.624
356 0.972 410 0.901 436 0.931 532 0.99 602 0.763 692 0.653
358 0.946 412 0.886 438 0.951 534 0.997 604 0.79 694 0.682
360 0.922 414 0.87 440 0.963 536 1 606 0.818 696 0.711
362 0.892 416 0.855 442 0.976 538 1 608 0.842 698 0.738
364 0.866 418 0.835 444 0.985 540 0.996 610 0.869 700 0.765
366 0.837 420 0.803 446 0.991 542 0.991 612 0.893 702 0.791
368 0.798 422 0.773 448 0.998 544 0.981 614 0.915 704 0.815
370 0.768 424 0.743 450 0.999 346 0.97 616 0.934 706 0.839
372 0.728 426 0.708 452 1 548 0.958 618 0.953 708 0.86
374 0.697 428 0.676 454 0.993 550 0.944 620 0.968 710 0.881
376 0.663 430 0.644 456 0.987 552 0.929 622 0.98 712 0.899
378 0.627 432 0.611 458 0.981 554 0.914 624 0.989 714 0.916
380 0.592 434 0.58 460 0.969 556 0.898 626 0.995 716 0.931
382 0.558 436 0.55 462 0.957 558 0.884 628 0.999 718 0.946
384 0.523 438 0.521 464 0.944 560 0.867 630 1 720 0.956
386 0.492 440 0.494 466 0.931 562 0.852 632 0.998 722 0.965

[continued]
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Table I.2, cont'd

388 0.461 442 0.467 468 0.915 564 0.835 634 0.994 724 0.973
390 0.43 444 0.441 470 0.896 566 0.818 636 0.986 726 0.978
392 0.404 446 0.418 472 0.879 568 0.801 638 0.978 728 0.982
394 0.375 448 0.394 474 0.856 570 0.785 640 0.964 730 0.984
396 0.348 450 0.371 476 0.835 572 0.768 642 0.952 732 0.983
398 0.323 452 0.349 478 0.816 574 0.75 644 0.938 734 0.982
400 0.299 454 0.326 480 0.796 576 0.729 646 0.923 736 0.977
402 0.279 456 0.306 482 0.775 578 0.712 648 0.904 738 0.971
404 0.259 458 0.285 484 0.752 580 0.69 650 0.886 740 0.963
406 0.239 460 0.266 486 0.727 582 0.672 652 0.867 742 0.954
408 0.222 462 0.248 488 0.706 584 0.653 654 0.843 744 0.943
410 0.204 464 0.232 490 0.68 586 0.634 656 0.821 746 0.931
412 0.19 466 0.216 492 0.657 588 0.615 658 0.795 748 0.917
414 0.176 468 0.201 494 0.633 590 0.596 660 0.771 750 0.902
416 0.163 470 0.187 496 0.609 592 0.576 662 0.745 752 0.885
418 0.151 472 0.174 498 0.586 594 0.557 664 0.718 754 0.868
420 0.139 474 0.162 500 0.564 596 0.538 666 0.694 756 0.849
422 0.128 476 0.151 502 0.542 598 0.518 668 0.666 758 0.83
424 0.118 478 0.14 504 0.521 600 0.501 670 0.639 760 0.81
426 0.109 480 0.131 506 0.499 602 0.483 672 0.613 762 0.789
428 0.101 482 0.122 508 0.476 604 0.465 674 0.586 764 0.767

484 0.113 510 0.456 606 0.447 676 0.559 766 0.745
486 0.105 512 0.437 608 0.43 678 0.534 768 0.722

514 0.419 610 0.414 680 0.509 770 0.699
516 0.4 612 0.398 682 0.485 772 0.676
518 0.382 614 0.383 684 0.46 774 0.653
520 0.364 616 0.368 686 0.431 776 0.63
522 0.348 618 0.355 688 0.407 778 0.606
524 0.332 620 0.341 690 0.391 780 0.583
526 0.318 622 0.328 692 0.371 782 0.56
528 0.302 624 0.315 694 0.355 784 0.537
530 0.289 626 0.303 696 0.336 786 0.514
532 0.274 628 0.292 698 0.319 788 0.492
534 0.261 630 0.28 700 0.302 790 0.47
536 0.249 632 0.269 702 0.284 792 0.449
538 0.237 634 0.258 704 0.268 794 0.428
540 0.226 636 0.248 706 0.254 796 0.407
542 0.215 638 0.239 708 0.239 798 0.387
544 0.205 640 0.229 710 0.225 800 0.368
546 0.194 642 0.219 712 0.212 802 0.349
548 0.184 644 0.211 714 0.199 804 0.331
550 0.175 646 0.204 716 0.188 806 0.313
552 0.166 648 0.195 718 0.177 808 0.296
554 0.158 650 0.188 720 0.166 810 0.28
556 0.15 652 0.18 722 0.156 812 0.264
558 0.143 654 0.173 724 0.147 814 0.249
560 0-135 656 0.166 726 0.138 816 0.234
562 0.129 658 0.159 728 0.131 818 0.221
564 0.122 660 0.152 730 0.123 820 0.207
566 0.116 662 0.146 732 0.116 822 0.195
568 0.11 664 0.14 734 0.109 824 0.183
570 0.105 666 0.134 736 0.103 826 0.171

668 0.129 828 0.16
670 0.124 830 0.15
672 0.118 832 0.14
674 0.113 834 0.131
676 0.108 836 0.122
678 0.104 838 0.114

840 0.106
842 0.099
844 0.092



N H2SO4, with Q = 0.546. Corrected spectra are in relative
quanta per wavelength interval. A second corrected emis-
sion spectrum of nor-harmane (β-carboline) was also
reported (Table I.5).3 The spectral properties of β-carbo-
line are similar to quinine sulfate. While the polarization of
the β-carboline standards was not measured, these values
are likely to be near zero given the lifetimes near 20 ns
(Table I.4).
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Table I.3. Normalized and Corrected Fluorescence Spectra 
for Nor-harmane, Harmane, Harmine, 2-Methyl Harmine,
and Harmaline in H2SO4 Aqueous Solutions (0.1 N H2SO4

for nor-harmane, harmane, harmine and 2-methyl 
harmine and 0.01 N for harmaline)*

Nor-
Wave harmane
length        or β-car-                                         2-Methyl
(nm)          boline       Harmane      Harmine      harmine      Harmaline

400 0.63
405 0.76 0.53
410 0.87 0.68
415 0.56 0.93 0.78
420 0.70 0.98 0.89
425 0.54 0.81 1.00 0.95
430 0.67 0.90 0.99 0.98
433 1.00
435 0.79 0.97 0.94 0.99
440 0.90 1.00 0.97** 0.97
445 0.96 0.98 0.80 0.90
450 0.99 0.94 0.73 0.84
454 1.00
455 0.99 0.88 0.64 0.76
460 0.98 0.82 0.54 0.66 0.48
465 0.96 0.76 0.48 0.58 0.59
470 0.93 0.69 0.52 0.69
475 0.87 0.61 0.44 0.78
480 0.83 0.56 0.86
485 0.78 0.50 0.92
490 0.73 0.96
495 0.67 0.98
498 1.00
500 0.61 0.99
505 0.54 0.97
510 0.96
515 0.92
520 0.89
525 0.83
530 0.77
535 0.74
540 0.71
550 0.59
560 0.49

*From [2].
**This number is in question.

Table I.4. Quantum Yields and Lifetimes of the
β-Carboline Standardsa (from [2])

Compound                            Quantum yield                Lifetime (ns)

Nor-harmane 0.58 ± 0.02 21.2
Harmane 0.83 ± 0.03 20.0 ± 0.5
Harmine 0.45 ± 0.03 6.6 ± 0.2
2-Methylharmine 0.45 ± 0.03 6.5 ± 0.2
Harmaline 0.32 ± 0.02 5.3 ± 0.2

aSame conditions as in Table I.3.

Figure I.2. Chemical structure of the emission spectra standards.

Figure I.3. β-Carboline standards. Cationic species structures: (a) β-
carboline or nor-harmane, (b) harmane, (c) harmine, (d) 2-methyl
harmine, and (e) harmaline. Revised from [2]. Copyright © 1992, with
permission from Elsevier Science.



3. CORRECTED EMISSION SPECTRA OF 
9,10-DIPHENYLANTHRACENE, QUININE,
AND FLUORESCEIN

Corrected spectra in quanta per wavelength interval I(λ)
were published for these three compounds4 (Figure I.5 and
Table I.6). The emission spectrum for quinine was found to
be at somewhat shorter wavelengths than that published by
Melhuish.5

4. LONG-WAVELENGTH STANDARDS

Corrected emission spectra in relative quanta per wave-
length interval were reported4 for quinine sulfate (QS), 3-

aminophthalimide (3-APT), and N,N-dimethylamino-m-
nitrobenzene (N,N-DMAMB). Chemical structures are
shown in Figure I.6. These standards are useful because
they extend the wavelength range to 750 nm (Figure I.7).
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Figure I.4. Corrected and normalized fluorescence spectra for some
β-carboline derivatives: (1) harmine 0.1 N H2SO4; (2) 2-methyl
harmine 0.1 N H2SO4; (3) harmane 0.1 N H2SO4; (4) nor-harmane 0.1
N H2SO4; (5) harmaline 0.01 N H2 SO4. Revised from [2]. Copyright
© 1992, with permission from Elsevier Science.

Table I.5. Corrected Emission Intensities for β-Carboline
in 1.0 N H2SO4 at 25°Ca

Wave-                   Corrected                  Wave-                 Corrected
length (nm)               intensity               length (nm)              intensity

380 0.001 510 0.417
390 0.010 520 0.327
400 0.068 530 0.255
410 0.243 540 0.193
420 0.509 550 0.143
430 0.795 560 0.107
440 0.971 570 0.082
450 1.000 580 0.059
460 0.977 590 0.044
470 0.912 600 0.034
480 0.810 610 0.025
490 0.687 620 0.019
500 0.540 630 0.011

aExcitation at 360 nm. From [3].

Figure I.5. Corrected emission spectra in relative photons per wave-
length interval (I(λ)) for 9,10-diphenylanthracene, quinine sulfate,
and fluorescein. From [4].

Table I.6. Corrected Emission Spectra in Relative Quanta
per Wavelength Interval (from [4])

Quinine
sulfatea Fluoresceinb DPAc

λ (nm) I(λ)                λ (nm) I(λ)                λ (nm) I (λ)

310 0 470 0 380 0
350 4 480 7 390 39
380 18 490 151 400 423
400 151 495 360 412 993
410 316 500 567 422 914
420 538 505 795 432 1000
430 735 510 950 440 882
440 888 512 1000 450 607
445 935 515 985 460 489
450 965 520 933 470 346
455 990 525 833 480 222
457.2 1000 530 733 490 150
400 998 540 533 500 103
465 979 550 417 550 4
470 951 560 333 600 0
475 916 570 233
480 871 580 167
490 733 600 83
500 616 620 42
520 408 640 17
550 171 650 8
600 19 670 0
650 3

700 0

aQuinine sulfate was in 1.0 N H2SO4, excitation at 346.5.
bFluorescein (Uranine) was in 0.1 N NaOH, excitation at 322 nm.
c9,10-diphenylanthracene (DPA) was in benzene, excitation at 385 nm.



The data were not reported in numerical form. These cor-
rected emission spectra I(λ) were in agreement with that
reported earlier6 in relative quanta per wavenumber (I(ν�)),
following the appropriate transformation.

A more complete set of corrected spectra,6,7 in I(ν�) per
wavenumber interval, are summarized numerically in Fig-
ure I.8 and Table I.7. These data contain an additional stan-
dard, 4-dimethylamino-4'-nitrostilbene (4,4'-DMANS),
which extends the wavelength range to 940 nm. These spec-
tra are plotted on the wavenumber scale in Figure I.8. For

convenience the data were transformed to the wavelength
scale, and are shown in Figure I.9 and Table I.8. In summa-
rizing these corrected spectra we omitted β-naphthol,
whose emission spectrum depends on pH and buffer con-
centration. Because these factors change its spectral shape,
naphthol is not a good standard.

5. ULTRAVIOLET STANDARDS

2-aminopyridine (Figure I.10) has been suggested as a stan-
dard from 315 to 480 nm,8,9 which covers most but not all
of the wavelengths needed for tryptophan fluorescence
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Figure I.6. Chemical structure of fluorophores used as spectral stan-
dards.

Figure I.7. Corrected emission spectra in relative quanta per wave-
length interval (I(ν�)). The quinine sulfate (QS) was in 0.1 N H2SO4.
3-aminophthalamide (3-APT) was in 0.1 N H2SO4. N,N-dimethy-
lamino-m-nitrobenzene (N,N-DMANB) was in 70% n-hexane, 30%
benzene. Modified from [4].

Figure I.8. Corrected emission spectra in relative quanta per
wavenumber interval I(ν�). See Table I.6 for additional details. Data
from [6] and [7].

Figure I.9. Corrected emission spectra in relative quanta per wave-
length interval I(λ). See Table I.5 for additional details. Data from [6]
and [7].
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Table I.7. Corrected Emission Spectra in Relative Quanta per Wavenumber Interval

Quinine sulfateb 3-APTc N,N'-DMANBd 4,4'-DMANSe

ν�(cm–1)          I(ν�)                            ν� (cm–1)          I(ν�)                            ν� (cm–1)          I(ν�)                            ν� (cm–1)          I(ν�)

15.0 0 14.0 1.5 12.0 2.0 10.5 12.5
15.25 1.5 14.25 3.0 12.25 4.0 10.75 18.5
15.5 3.0 14.5 5.0 12.5 6.0 11.0 24.5
15.75 4.5 14.75 7.5 12.75 8.5 11.25 32.5
16.0 6.0 15.0 10.0 13.0 11.0 11.5 41.5
16.25 7.5 15.25 13.0 13.25 13.5 11.75 50.5
16.5 9.5 15.5 16.0 13.5 17.0 12.0 60.0
16.75 11.5 15.75 19.0 13.75 20.0 12.25 70.5
17.0 14.0 16.0 22.0 14.0 23.5 12.5 80.5
17.25 16.0 16.25 25.5 14.25 27.5 12.75 89.0
17.5 18.0 16.5 29.5 14.5 31.0 13.0 95.0
17.75 20.5 16.75 33.5 14.75 35.5 13.25 98.5
18.0 24.0 17.0 38.5 15.0 40.5 13.5 100.0
18.25 28.5 17.25 44.0 15.25 45.0 13.75 98.0
18.5 34.5 17.5 50.0 15.5 50.0 14.0 94.0
18.75 40.5 17.75 56.5 15.75 55.5 14.25 88.0
19.0 46.0 18.0 65.0 16.0 61.5 14.5 81.0
19.25 52.5 18.25 73.0 16.25 68.0 14.75 72.0
19.5 58.5 18.5 82.5 16.5 73.0 15.0 61.5
19.75 65.0 18.75 90.0 16.75 78.0 15.25 51.0
20.0 71.5 19.0 95.0 17.0 82.5 15.5 41.0
20.25 78.5 19.25 98.5 17.25 87.0 15.75 32.0
20.5 84.5 19.5 100.0 17.5 91.5 16.0 24.0
20.75 90.0 19.75 98.5 17.75 95.0 16.25 17.5
21.0 95.0 20.0 94.5 18.0 97.5 16.5 13.0
21.25 98.5 20.25 87.5 18.25 99.5 16.75 9.0
21.5 100.0 20.5 77.5 18.5 99.5 17.0 6.0
21.75 99.5 20.75 66.0 18.75 97.5 17.25 4.0
22.0 98.0 21.0 53.0 19.0 93.5 17.5 2.5
22.25 94.5 21.25 39.5 19.25 87.0 17.75 2.0
22.5 89.0 21.5 28.0 19.5 80.0 18.0 1.5
22.75 82.5 21.75 17.5 19.75 71.5
23.0 74.0 22.0 11.0 20.0 61.0
23.25 65.5 22.25 6.0 20.25 51.0
23.5 55.5 22.5 3.0 20.5 41.5
23.75 46.0 22.75 1.5 20.75 32.5
24.0 37.5 23.0 1.0 21.0 23.5
24.25 29.5 21.25 16.0
24.5 21.0 21.5 10.5
24.75 15.0 21.75 6.0
25.0 10.5 22.0 3.0
25.25 6.5 22.25 2.0
25.5 4.0 22.5 1.5
25.75 2.5
26.0 1.0

Max.                                                 Max.                                              Max.                              Max.
21.6 100.0 19.5 100.0 18.4 100.0 13.5 100.0

aAll listings are in 103 cm–1, that is, 13.5 is 13,500 cm–1.
bQuinine sulfate (10–3 M) in 0.1 N H2SO4, 20°C.
c3-aminophthalimide (5 x 10–4 M) in 0.1 N H2SO4, 20°C.
dN,N-dimethylamino-m-nitrobenzene (10-4 M) in 30% benzene, 70% n-hexane, 20°C.
e4-dimethylamino-4'-nitrostilbene in o-dichlorobenzene, 20°C.
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Table I.8. Corrected Emission Spectra in Relative Quanta per Wavelength Intervalf

Quinine sulfateb 3-APTc N,N-DMANBd 4,4'-DMANSe

λ (nm)a I(λ)                     λ (nm)          I(λ)                     λ (nm) I(λ)                     λ (nm) I(λ)

384.6 1.4 434.8 1.4 444.4 2.2 555.6 2.6
388.3 3.5 439.6 2.0 449.4 2.9 563.4 3.4
392.2 5.5 444.4 4.0 454.5 4.2 571.4 4.1
396.0 8.7 449.4 7.7 459.8 8.3 579.7 6.4
400.0 13.8 454.5 13.9 465.1 14.2 588.2 9.4
404.0 19.4 459.8 21.5 470.6 21.1 597.0 13.6
408.2 26.6 465.1 33.7 476.2 30.2 606.1 19.1
412.4 36.6 470.6 46.4 481.9 40.8 615.4 24.9
416.7 45.5 476.2 60.8 487.8 50.9 625.0 33.2
421.1 54.7 481.9 74.0 493.8 61.0 634.9 42.8
425.5 64.6 487.8 84.8 500.0 71.2 645.2 53.2
430.1 74.6 493.8 93.4 506.3 81.4 655.7 64.0
434.8 82.5 500.0 98.4 512.8 88.7 666.7 74.7
439.6 90.0 506.3 100.0 519.5 94.1 678.0 84.5
444.4 95.0 512.8 99.0 526.3 98.5 689.7 91.9
449.4 98.6 519.5 95.0 533.3 100.0 701.8 96.4
454.5 100.0 526.3 89.2 540.5 99.3 714.3 99.4
459.8 99.2 533.3 82.3 547.9 96.7 727.3 100.0
465.1 97.5 540.5 73.5 555.6 92.2 740.7 98.4
470.6 93.8 547.9 63.3 563.4 87.3 754.7 93.3
476.2 88.3 555.6 54.8 571.4 81.8 769.2 86.7
481.9 81.7 563.4 46.3 579.7 75.5 784.3 78.1
487.8 74.9 571.4 39.9 588.2 69.6 800.0 67.9
493.8 67.9 579.7 34.1 597.0 63.8 816.3 57.1
500.0 60.3 588.2 29.0 606.1 58.0 833.3 46.6
506.3 53.4 597.0 24.5 615.4 52.4 851.1 37.6
512.8 46.9 606.1 20.9 625.0 45.9 869.6 29.6
519.5 41.0 615.4 17.5 634.9 40.2 888.9 22.2
526.3 35.0 625.0 14.7 645.2 35.0 909.1 16.0
533.3 30.0 634.9 12.3 655.7 30.5 930.2 11.5
540.5 24.9 645.2 10.0 666.7 26.6 952.4 7.4
547.9 20.0 655.7 7.9 678.0 22.5
555.6 16.4 666.7 5.9 689.7 19.0
563.4 13.6 678.0 4.2 701.8 16.3
571.4 11.6 689.7 2.7 714.3 13.4
579.7 10.0 701.8 1.6 727.3 11.0
588.2 8.5 714.3 0.8 740.7 9.0
597.0 6.8 754.7 6.9
606.1 5.5 769.2 5.4
615.4 4.2 784.3 4.0
625.0 3.2 800.0 2.7
634.9 2.4 816.3 1.8
645.2 1.5 833.3 0.8
655.7 0.7
666.7 0.0

a Calculated from Table I.7.
b Quinine sulfate (10–3 M) in 0.1 N H2SO4, 20°C.
c 3-aminophthalimide (5 x 10–4 M) in 0.1 N H2SO4, 20°C.
d N,N'-dimethylamino-m-nitrobenzene (10–4 M) in 30% benzene, 70% m-heptane, 20°C
e 4-dimethylamino-4'-nitrostilbene in o-dichlorobenzene, 20°C.
f Calculated from Table I.7 using I(λ) = λ–2 I(ν�), followed by normalization of the peak intensity to 100.



(Table I.9 and Figure I.10). Corrected emission spectra have
been reported10 for phenol and the aromatic amino acids,
phenylalanine, tyrosine and tryptophan (Figure I.11).

6. ADDITIONAL CORRECTED EMISSION 
SPECTRA

Corrected spectra as I(ν�) versus ν� can be found in the com-
pendium by Berlman.11 Included in that volume are a num-
ber of UV-emitting species including indole and phenol,
which can be used to obtain corrected emission spectra of
proteins. For convenience Berlman's spectra for phenol and

indole are provided as Figure I.12. Cresyl violet in
methanol has been proposed as a quantum yield and emis-
sion spectral standard for red wavelengths.12 In methanol at
22°C the quantum yield of cresyl violet is reported to be
0.54, with an emission maximum near 614 nm. The use of
quinine as a standard has occasionally been questioned.13–16

Additional discussion about corrected emission spectra can
be found in [17–20].
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It is valuable to have fluorophores of known lifetimes for
use as lifetime standards in time-domain or frequency-
domain measurements. Perhaps more important than the
actual lifetime is knowledge that the fluorophore displays
single-exponential decays. Such fluorophores are useful for
testing the time-resolved instruments for systematic errors.
We summarized the results from several laboratories on
lifetime standards. There is no attempt to compare the val-
ues, or to evaluate that values are more reliable. Much of the
data is from this laboratory because it was readily available
with all the experimental details.

1. NANOSECOND LIFETIME STANDARDS

A series of scintillator fluorophores were characterized as
standards for correcting timing errors in photomultiplier

tubes.1 While the decay times were only measured at one or
two frequencies, these compounds are thought to display
single-exponential decays in ethanol. The decay times are
in equilibrium with air, and are not significantly sensitive to
temperature (Table II.1). These excitation wavelengths
range from 280 to 360 nm, and the emission wavelengths
range from 300 to 500 nm (Figure II.1).

One of our most carefully characterized intensity
decays is for PPD in ethanol at 20°C, in equilibrium with
air.2 The frequency response was measured with a GHz fre-
quency-domain instrument. No deviations from a single-
exponential decay were detected over the entire range of
frequencies (Figure II.2).
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Table II.1. Nanosecond Reference Fluorophores

Emission
wavelength

Compounda range                     τ (ns)b

p-Terphenylc 310–412 1.05
PPD 310–440 1.20
PPO 330–480 1.40
POPOP 370–540 1.35
(Me)2POPOP 390–560 1.45

aThe abbreviations are: PPD, 2,5-diphenyl-1,3,4-oxa-
dizole; PPO, 2,5-diphenyloxazole; POPOP, p-bis[2-
(5-phenyloxazolyl)]benzene; dimethyl or (Me)2POPOP,
1,4-bis-2-(4-methyl-5-phenyloxazolyl)-benzene.
bThese values are judged to be accurate to ±0.2 ns at 10
and 30 MHz. From [1].

Figure II.1. Emission spectra of nanosecond lifetime reference fluo-
rophores. Reprinted from [1]. Copyright © 1981, with permission
from Elsevier Science.



2. PICOSECOND LIFETIME STANDARDS

Derivatives of dimethylamino-stilbene were characterized
as lifetime standards with subnanosecond lifetimes3 (Figure
II.3). Excitation wavelengths range up to 420 nm, and emis-
sion wavelengths from 340 to over 500 nm (Figure II.4).
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Figure II.2. PPD in ethanol as a single-decay-time standard, in
ethanol in equilibrium with air. Reprinted with permission from [2].
Copyright © 1990, American Institute of Physics.

Figure II.3. Picosecond lifetime standard fluorophores. From [3].

Figure II.4. Top: Absorption and fluorescence spectra of DMS in
cyclohexane (solid) and N,N'-dimethylformamide (dashed) at 25°C.
Middle: Absorption and fluorescence spectra of DFS (solid) and DBS
(dashed) in cyclohexane at 25°C. Bottom: Absorption and fluores-
cence spectra of DCS in cyclohexane (solid) and toluene (dashed) at
25°C. Revised from [3].

Figure II.5. Representative frequency response of the picosecond life-
time standards. From [3].



Representative frequency responses show that the intensity
decays are all single exponentials (Figure II.5). The solu-
tions are all in equilibrium with air. The decay times range
from 57 to 921 ps (Table II.2 and Figure II.6).

Rose Bengal can serve as a picosecond lifetime stan-
dard at longer wavelengths (Figure II.7). Rose Bengal can

also be used as a standard for a short rotational correlation
time (Figure II.8).

3. REPRESENTATIVE FREQUENCY-DOMAIN
INTENSITY DECAYS

It can be useful to have access to the actual lifetime data.
Representative frequency-domain data for single-exponen-
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Table II.2. Picosecond Lifetime Standardsa

Sol-
Compound           No.a ventb Qc T (°C) τ (ps)

DMS 1 C 0.59 25 880
2 C – 37 771
3 T 0.32 25 740
4 T – 5 921
5 DMF 0.27 25 572
6 EA 0.15 25 429

DFS 7 C – 25 328
8 C – 37 252
9 T 0.16 25 305
10 T – 5 433

DBS 11 C 0.11 25 176
12 C – 37 133
13 T 0.12 25 168
14 T – 5 248

DCS 15 C 0.06 25 66
16 C – 37 57
17 T 0.06 25 115
18 T – 5 186

aFrom [3]. Numbers refer to Figure II.6. These results were obtained
from frequency-domain measurements.
bC, cyclohexane; T, toluene; DMF, dimethylformamide; EA, ethyl
acetate. The excitation wavelength was 365 nm.
cQuantum yields.

Figure II.6. Lifetimes of the picosecond standards. From [3].

Figure II.7. Rose Bengal as long-wavelength picosecond lifetime
standard. For additional lifetime data on Rose Bengal see [4].

Figure II.8. Rose Bengal as a picosecond correlation time standard.
For additional data on Rose Bengal see [4].



tial decays as shown in Figure II.9. All samples are in equi-
librium with air.5 Additional frequency-domain data on sin-

gle-decay-time fluorophores are available in the litera-
ture,6–10 and a cooperative report between several laborato-
ries on lifetime standards is in preparation.11

4. TIME-DOMAIN LIFETIME STANDARDS

The need for lifetime standards for time-domain measure-
ments has been recognized for some time.12 A number of
laboratories have suggested samples as single-decay-time
standards.13–17 The data are typically reported only in tables
(Tables II.3 to II.5), so representative figures are not avail-
able. The use of collisional quenching to obtain different
lifetimes17–18 is no longer recommended for lifetime stan-
dards due to the possibility of transient effects and non-
exponential decays. Quinine is not recommended as a life-
time standard due to the presence of a multi-exponential
decay.19-20
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Figure II.9. Representative frequency-domain intensity decays. From [5].

Table II.3. Time-Domain Single
Lifetime Standardsa

Compound          Solvent, 20°C          Emission (nm)          τ (ns)

PPO cyclohexane (D) 440 1.42
PPO cyclohexane (U) 440 1.28
Anthracene cyclohexane (D) 405 5.23
Anthracene cyclohexane (U) 405 4.10
1-cyanonaphthalene hexane (D) 345 18.23
1-methylindole cyclohexane (D) 330 6.24
3-methylindole cyclohexane (D) 330 4.36
3-methylindole ethanol (D) 330 8.17
1,2-dimethylindole ethanol (D) 330 5.71

aFrom [13]. These results were obtained using time-correlated single-
photon counting.
bD = degassed; U = undegassed.
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Table II.4. Single-Exponential Lifetime Standards

Samplea λem (nm) τ (nsa)

Anthracene 380 5.47
PPO 400 1.60
POPOP 400 1.38
9-cyanoathracene 440 14.76

aAll samples in ethanol. The lifetimes were measured by time-correlat-
ed single-photon counting. From [14]. The paper is unclear on purg-
ing, but the values seem consistent with digassed samples.

Table II.5. Single-Exponential Standardsa

Fluorophore τ (ns)

POPOP in cyclohexane 1.14 ± 0.01
POPOP in EtOH 1.32 ± 0.01
POPOP in aq EtOH 0.87 ± 0.01
Anthracene in EtOH 4.21 ± 0.02
9-Cyanoanthracene in EtOH 11.85 ± 0.03

aAll measurements were at 25°C, in equilibrium with
air, by time-correlated single photon counting. From
[17].



It is not possible in a single volume to completely describe
the molecular photophysics and the application of fluores-
cence spectroscopy. The following books are recommended
for additional details on specialized topics. This listing is
not intended to be inclusive, and the author apologizes for
absence of important citations.

1. TIME-RESOLVED MEASUREMENTS

Chemical applications of ultrafast spectroscopy 1986. Fleming, GR.
Oxford University Press, New York.

Excited state lifetime measurements 1983. Demas JN. Academic Press,
New York, pp. 267.

Time-correlated single photon counting 1984. O'Connor DV, Phillips D.
Academic Press, New York.

Topics in fluorescence spectroscopy. Vol 1. 1991. Lakowicz JR, ed.
Plenum Press, New York.

2. SPECTRA PROPERTIES OF FLUOROPHORES

Energy transfer parameters of aromatic compounds. 1973. Berlman IB.
Academic Press, New York.

Biological techniques: fluorescent and luminescent probes for biological
activity. 1999. Mason WT. Academic Press, New York.

Handbook of fluorescence spectra of aromatic molecules, 2nd ed. 1971.
Berlman IB. Academic Press, New York.

Handbook of fluorescent probes and research chemicals, 9th ed. 2003.
Haugland RP, ed. Molecular Probes Inc.

Landolt-Börnstein: zahlenwerte und funktionen aus naturwissenschaften
und technik. 1967. Serie N. Springer-Verlag, Berlin.

Molecular luminescence spectroscopy: methods and applications: part 1.
1985. Schulman SG, ed. John Wiley & Sons, New York.

Molecular luminescence spectroscopy: methods and applications: part 2.
1988. Schulman SG, ed. John Wiley & Sons, New York.

Molecular luminescence spectroscopy: methods and applications: part 3.
1993. Schulman SG, ed. John Wiley & Sons, New York.

Organic luminescent materials. 1984. Krasovitskii BM, Bolotin BM
(Vopian VG, transl). VCH Publishers, Germany.

Practical fluorescence, 2nd ed. 1990. Guilbault GG, ed. Marcel Dekker,
New York.

3. THEORY OF FLUORESCENCE AND 
PHOTOPHYSICS

Photophysics of aromatic molecules. 1970. Birks JB. Wiley Interscience,
New York.

Organic molecular photophysics, Vol 1. 1973. Birks JB, ed. John Wiley &
Sons, New York.

Organic molecular photophysics, Vol 2. 1975. Birks JB, ed. John Wiley &
Sons, New York.

Fotoluminescencja roztworow. 1992. Kawski A. Wydawnictwo Naukowe
PWN, Warszawa.

The 1970 and 1973 books by Birks are classic works
that summarize organic molecular photophysics. These
books start by describing fluorescence from a quantum
mechanical perspective, and contain valuable detailed
tables and figures that summarize spectral properties
and photophysical parameters. Unfortunately, these
books are no longer in print, but they may be found in
some libraries.

4. REVIEWS OF FLUORESCENCE 
SPECTROSCOPY

Methods in enzymology, Vol. 278: Fluorescence spectroscopy. 1997. Brand
L, Johnson ML. Academic Press, New York.

Molecular fluorescence, phosphorescence, and chemiluminescence spec-
trometry. 2004. Powe AM, Fletcher KA, St. Luce NN, Lowry M,
Neal S, McCarroll ME, Oldham PB, McGown LB, Warner IM. Anal
Chem 76:4614–4634. This review is published about every two
years.
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Resonance energy transfer: theory and data. 1991. Wieb Van Der Meer B,
Coker G, Chen S-Y. Wiley-VCH, New York.

Topics in fluorescence spectroscopy, Vol 2: Principles. 1991. Lakowicz JR,
ed. Plenum Press, New York. Provides information on the biochemi-
cal applications of anisotropy, quenching, energy transfer, least-
square analysis, and oriented systems.

Topics in fluorescence spectroscopy, Vol 3: Biochemical applications.
1992. Lakowicz JR, ed. Plenum Press, New York. Describes the spec-
tral properties of intrinsic biological fluorophores and labeled macro-
molecules. There are chapters on proteins, membranes and nucleic
acids.

Topics in fluorescence spectroscopy, Vol 7: DNA technology 2003.
Lakowicz JR, ed. Kluwer Academic/Plenum Publishers, New York.

5. BIOCHEMICAL FLUORESCENCE

Analytical use of fluorescent probes in oncology. 1996. Kohen E,
Hirschberg JG, eds. Plenum Press, New York.

Applications of fluorescence in the biomedical sciences. 1986. Taylor DL,
Waggoner AS, Murphy RF, Lanni F, Birge RR, eds. Alan R. Liss,
New York.

Biophysical and biochemical aspects of fluorescence spectroscopy. 1991.
Dewey TG, ed. Plenum Press, New York.

Biotechnology applications of microinjection, microscopic imaging, and
fluorescence. 1993. Bach PH, Reynolds CH, Clark JM, Mottley J,
Poole PL, eds. Plenum Press, New York.

Fluorescent and luminescent probes for biological activity: a practical
guide to technology for quantitative real-time analysis, 2nd ed. 1999.
Mason WT, ed. Academic Press, San Diego.

Fluorometric analysis in biomedical chemistry. 1987. Ichinose N, Schwedt
G, Schnepel FM, Adachi K. John Wiley & Sons.

Fluorescence spectroscopy. 1997. Brand L, Johnson ML, eds. Academic
Press, New York.

Methods in cell biology, Vol 58: Green fluorescent proteins. 1999. Sullivan
KF, Kay SA, eds. Academic Press, San Diego.

Spectroscopic membrane probes, Vol 1. 1988. Loew LM, ed. CRC Press,
Boca Raton, FL.

Spectroscopic membrane probes, Vol 2. 1988. Loew LM, ed. CRC Press,
Boca Raton, FL.

Spectroscopic membrane probes, Vol 3. 1988. Loew LM, ed. CRC Press,
Boca Raton, FL.

6. PROTEIN FLUORESCENCE

Fluorescence and phosphorescence of proteins and nucleic acids. 1967.
Konev SV. (Udenfriend S, transl). Plenum Press, New York.

Luminescence of polypeptides and proteins. 1971. Longworth JW. In
Excited states of proteins and nucleic acids, pp. 319–484. Steiner RF,
Weinryb I, eds. Plenum Press, New York.

Luminescent spectroscopy of proteins. 1993. Permyakov EA. CRC Press,
Boca Raton, FL.

Ultraviolet spectroscopy of proteins. 1981. Demchenko AP. Springer-
Verlag, New York.

7. DATA ANALYSIS AND NONLINEAR 
LEAST SQUARES

Data reduction and error analysis for the physical sciences, 2nd ed. 1992.
Bevington PR, Robinson DK. McGraw-Hill, Boston.

Evaluation and propagation of confidence intervals in nonlinear, asymmet-
rical variance spaces: analysis of ligand binding data. 1983. Johnson
ML. Biophy J 44:101–106.

An introduction to error analysis. 1982. Taylor JR. University Science
Books, California.

Methods in enzymology, Vol 240: Numerical computer methods. 1994.
Johnson ML, Brand L, eds. Academic Press, New York.

Methods in enzymology, Vol 210: Numerical computer methods. 1992.
Brand L, Johnson ML, eds. Academic Press, New York.

Statistics in spectroscopy. 1991. Mark H, Workman J. Academic Press,
New York.

8. PHOTOCHEMISTRY

Essentials of molecular photochemistry. 1991. Gilbert A, Baggott J. CRC
Press, Boca Raton, FL.

Fundamentals of photoinduced electron transfer. 1993. Kavarnos GJ.
VCH Publishers, New York.

Modern molecular photochemistry. 1978. Turro NJ. Benjamin/Cummings
Publishing, San Francisco.

Photochemistry and photophysics, Vol 1. 1990. Rabek JF. CRC Press,
Boca Raton, FL.

Photochemistry and photophysics, Vol 2. 1990. Rabek JF. CRC Press,
Boca Raton, FL.

Photochemistry and photophysics, Vol 3. 1991. Rabek JF. CRC Press,
Boca Raton, FL.

Principles and applications of photochemistry. 1988. Wayne RP. Oxford
University Press, New York.

For most applications of fluorescence, photochemical
effects are to be avoided. However, it can be valuable to
understand that chemical reactions occur in the excited
state.

9. FLOW CYTOMETRY

Flow cytometry. 1992. Givan AL. Wiley-Liss, New York.
Practical flow cytometry. 2nd ed. 1988. Shapiro HM. Alan R. Liss, New

York.

10. PHOSPHORESCENCE

Phosphorimetry: theory, instrumentation, and applications. 1990.
Hurtubise RJ. VCH Publishers, New York.

11. FLUORESCENCE SENSING

Chemical sensors and biosensors for medical and biological applications.
1998. Spichiger-Keller UE. Wiley-VCH, Weinheim.
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Sensors and actuators B. 1996. Part 1: Plenary and Parallel Sessions; Part
2: Poster Sessions. Kunz RE, ed. Proceedings of the Third European
Conference on Optical Chemical Sensors and Biosensors.
Europt(R)ode III. Elsevier Publishers, New York.

Topics in fluorescence spectroscopy, Vol 4: Probe design and chemical
sensing. 1994. Lakowicz JR, ed. Plenum Press, New York.

Biosensors in the body—continuous in vivo monitoring. 1997. Fraser DM,
ed. Biomaterials Science and Engineering Series, Wiley, New York.

12. IMMUNOASSAYS

Applications of fluorescence in immunoassays. 1991. Hemmila IA. John
Wiley & Sons, New York.

Luminescence immunoassay and molecular applications. 1990. Van Dyke
K, Van Dyke R. CRC Press, Boca Raton, FL.

13. APPLICATIONS OF FLUORESCENCE

Analytical use of fluorescent probes in oncology. 1996. Kohen E,
Hirschberg JG, eds. Plenum Press, New York.

Fluorescent chemosensors for ion and molecule recognition. 1992.
Czarnik AW, ed. ACS Symposium Series, Vol 538.

Fluorescent probes in cellular and molecular biology. 1994. Slavik J. CRC
Press, Boca Raton, FL.

Fluorescence microscopy and fluorescent probes. 1996. Slavik J, ed.
Plenum Press, New York.

Fluorescence spectroscopy. 1993. Wolfbeis OS, ed. Springer-Verlag, New
York.

Sensors and actuators B: chemical. 1994. Baldini F, ed. Elsevier Press. Vol
B2.(1–3).

Applied fluorescence in chemistry, biology and medicine. 1999. Rettig W,
Strehmel B, Schrader S, Seifert H. Springer, New York.

New trends in fluorescence spectroscopy. 2001. Valeur B, Brochon J-C,
eds. Springer, New York.

Fluorescence spectroscopy, imaging, and probes. 2002. Kraayenhof R,
Visser AJWG, Gerritsen HC, eds. Springer, New York.

14. MULTIPHOTON EXCITATION

Topics in fluorescence spectroscopy, Vol 5: Non-linear and two-photon
induced fluorescence. 1997. Lakowicz JR, ed. Plenum Press, New
York.

Fluorescence microscopy and fluorescent probes, Vol 2. 1998. Slavik J, ed.
Plenum Press, New York.

15. INFRARED AND NIR FLUORESCENCE

Infrared absorbing dyes. 1990. Matsuoka M. Plenum Press, New York.
Phthalocyanines: properties and applications. 1989. Leznoff CC, Lever

ABP, eds. VCH Publishers, New York.
Near-infrared dyes for high technology applications. 1998. Daehne S,

Resch-Genger U, and Wolfbeis OS, eds. Kluwer Academic
Publishers, Boston.

16. LASERS

Fundamentals of laser optics. 1994. Iga K. (Miles RB, tech ed). Plenum
Press, New York.

Principles of lasers, 4th ed. 1998. Svelto O. (Hanna DC, ed, transl) Plenum
Press, New York.

An introduction to laser spectroscopy. 2002. Andrews DL, Deminov AA,
eds. Kluwer Academic/Plenum Publishers, New York.

Laser spectroscopy: basic concepts and instrumentation, 3rd ed. 2003.
Demtroder W. Springer, New York.

17. FLUORESCENCE MICROSCOPY

Chemical analysis: a series of monographs on analytical chemistry and its
applications. 1996. Fluorescence Imaging Spectroscopy and
Microscopy, Vol 137. Wang XF, and Herman B, eds. John Wiley &
Sons, New York.

Fluorescence imaging spectroscopy and microscopy. 1996. Wang XF,
Herman B. John Wiley & Sons, New York.

Handbook of confocal microscopy, 2nd ed. 1995. Pawley JB, ed. Plenum
Press, New York. See also the First Edition, 1990.

Methods in cell biology, Vol 38: Cell biological applications of confocal
microscopy. 1993. Matsumoto B, ed. Academic Press, New York.

Methods in cell biology, Vol 40: A practical guide to the study of calcium
in living cells. 1994. Nuccitelli R, ed. Academic Press, New York.

Optical microscopy, emerging methods and applications. 1993. Herman B,
Lemasters JJ. Academic Press, New York.

Optical microscopy for biology. 1990. Herman B, Jacobson K, eds. Wiley-
Liss, New York.

Fluorescent microscopy and fluorescent probes, Vol 2. 1998. Slavik J, ed.
Plenum, New York.

18. METAL–LIGAND COMPLEXES AND 
UNUSUAL LUMOPHORES

Molecular level artificial photosynthetic materials. 1997. Meyer GJ, ed.
John Wiley & Sons, New York.

Photochemistry of polypyridine and porphyrin complexes. 1992.
Kalyanasundaram K. Academic Press, New York.

Ru(II) polypyridine complexes: photophysics, photochemistry, electro-
chemistry, and chemiluminescence. 1988. Juris A, Balzani V,
Barigelletti F, Campagna S, Belser P, Von Zelewsky A. Coord Chem
Rev 84:85–277.

19. SINGLE-MOLECULE DETECTION

Selective spectroscopy of single molecules. 2003. Osad'ko IS. Springer,
New York.

Single molecule detection in solution methods and applications. 2002.
Zander Ch, Enderlein J, Keller RA, eds. Wiley-Vch, Darmstadt,
Germany.

Single molecule spectroscopy: Nobel conference letters. 2001. Rigler R,
Orrit M, and Basche T. Springer, New York.
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20. FLUORESCENCE CORRELATION 
SPECTROSCOPY

Fluorescence correlation spectroscopy theory and applications. 2001.
Rigler R, Elson ES. Springer, New York.

21. BIOPHOTONICS

Methods in enzymology, Vol. 360: Biophotonics, part a 2003. Marriott G,
Parker I, eds. Academic Press, New York.

Methods in Enzymology, Vol. 361: Biophotonics part b 2003. Marriott G,
Parker I, eds. Academic Press, New York.

Introduction to biophotonics. 2003. Prasad PN, Wiley-Interscience, New
York.

22. NANOPARTICLES

Nanoparticles. 2004. Rotello V, ed. Kluwer Academic/Plenum Publishers,
New York.

Optical properties of semiconductor nanocrystals. 1998. Gaponenko SV.
Cambridge University Press, New York.

23. METALLIC PARTICLES

Electronic excitations at metal surfaces. 1997. Liebsch A. Plenum Press,
New York.

Metal nanoparticles synthesis, characterization, and applications. 2002.
Feldheim DL, Foss CA, eds. Marcel Dekker, New York.

24. BOOKS ON FLUORESCENCE

Introduction to fluorescence spectroscopy. 1999. Sharma A, Schulman SG,
eds. Wiley-Interscience, New York.

Molecular fluorescence principles and applications. 2002. Valeur B.
Wiley-VCH, New York.

Who's who in fluorescence 2004. 2004. Geddes CD, Lakowicz JR, eds.
Kluwer Academic/Plenum Publishers, New York.
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CHAPTER 1

A1.1. A. The natural lifetimes and radiative decay rates
can be calculated from the quantum yields and
experimental lifetimes:

(1.18)

(1.19)

Hence eosin and erythrosin B have similar natural life-
times and radiative decay rates (eq. 1.3). This is
because both molecules have similar absorption and
emission wavelengths and extinction coefficients (eq.
1.4).

The non-radiative decay rates can be calculated
from eq. 1.2, which can be rearranged to

(1.20)

For eosin and erythrosin B the non-radiative decay
rates are 1.1 x 108 s–1 and 1.44 x 109 s–1, respectively.
The larger non-radiative decay rate of erythrosin B is
the reason for its shorter lifetime and lower quantum
yield than eosin.

B. The phosphorescence quantum yield (Qp) can be
estimated from an expression analogous to eq
1.1:

(1.21)

Using the assumed natural lifetime of 10 ms, and knr =
1 x 108 s–1, Qp = 10–6. If knr is larger, Qp is still small-
er, so that Qp ; 10–7 for ErB. This explains why it is dif-
ficult to observe phosphorescence at room tempera-
ture: most of the molecules that undergo intersystem
crossing return to the ground state by non-radiative
paths prior to emission.

A1.2. The quantum yield (Q2) of S2 can be estimated from

(1.22)

The value of knr is given by the rate of internal conver-
sion to S1, 1013 s–1. Using Γ = 2.1 x 108, one can esti-
mate Q2 = 2 x 10–5. Observation of emission from S2

is unlikely because the molecules relax to S1 prior to
emission from S2.

A1.3. The energy spacing between the various vibrational
energy levels is revealed by the emission spectrum
of perylene (Figure 1.3). The individual emission
maxima (and hence vibrational energy levels) are
about 1500 cm–1 apart. The Boltzmann distribution
describes the relative number of perylene mole-
cules in the 0 and 1 vibrational states. The ratio (R)
of molecules in each state is given by

(1.23)

where ∆E is the energy difference, k is the Boltzmann
constant, and T is the temperature in degrees kelvin
(K). Assuming a room temperature of 300 K, this ratio
is about 0.01. Hence most molecules will be present in
the lowest vibrational state, and light absorption
results mainly from molecules in this energy level.
Because of the larger energy difference between S0

and S1, essentially no fluorophores can populate S1 as
a result of thermal energy.

R � e�∆E/kT

Q2 �
Γ

Γ � knr

Qp �
Γp

Γp � knr

1

τ
�

1

τN
� knr

τN(EB) � τQ �
0.61

0.12
� 5.08 ns

τN(eosin) � τ/Q �
3.1

0.65
� 4.77 ns
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A1.4. A. The anisotropy of the DENS-labeled protein is
given by eq. 1.10. Using τ = θ, the steady-state
anisotropy is expected to be 0.15.

B. If the protein binds to the larger antibody, its
rotational correlation time will increase to 100
ns or longer. Hence the anisotropy will be
0.23 or higher. Such increases in anisotropy
upon antigen–antibody binding are the basis
of the fluorescence polarization immunoas-
says, which are used to detect drugs, peptides,
and small proteins in clinical samples.

A1.5. The dependence of transfer efficiency on distance
(r) between a donor and acceptor can be calculated
using eq. 1.12 (Figure 1.41). At r = R0 the efficien-
cy is 50%; at r = 0.5R0, E = 0.98; and at r = 2R0, E
= 0.02.

A1.6. The distance can be calculated for the relative
quantum yield of the donor in the presence or
absence of the acceptor. The data in Figure 1.37
reveal a relative tryptophan intensity of 0.37,
assuming the anthraniloyl group does not con-
tribute at 340 nm. A transfer efficiency of 63% cor-
responds (see eq. 1.12) to a distance of r = 0.92R0

= 27.7 Å.
In reality the actual calculation is more complex,

and the tryptophan intensity needs to be corrected
for anthraniloyl emission.42 When this is done the
transfer efficiency is found to be about 63%, and
the distance near 31.9 Å.

A1.7. The changes in λmax, K, and r shown in Figure 1.38
are the result of the tryptophan residue being
exposed to or shielded from the water. Increases in

λmax and K indicate increased exposure to water,
and decreases in λmax and K indicate decreases in
exposure to water. Increases and decreases in r
indicate a less mobile and more mobile tryptophan
residue, respectively. The three parameter values
show a cyclical behavior with a period of about 3.5
amino acid residues per cycle. This suggests that
the MLCK peptide is in an α-helical state when
bound to calmodulin (Figure 1.42). The spectral
changes seen in Figure 1.38 are the result of the
tryptophan residue being alternately exposed to
water or shielded between the MLCK peptide and
calmodulin as its position is shifted along the pep-
tide chain.
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Figure 1.41. Effect of donor-to-acceptor distance on transfer
efficiency.

Figure 1.42. Schematic of the interactions of the ?-helical MLCK
peptide with calmodulin. The position of the single tryptophan residue
is moved along the helix in 16 synthetic peptides. Reprinted with per-
mission from [40]. (O'Neil KT, Wolfe HR, Erickson-Vitanen S,
DeGrado WF. 1987. Fluorescence properties of calmodulin-binding
peptides reflect ?-helical periodicity. Science 236:1454–1456,
Copyright © 1987, American Association for the Advancement of
Science.)



A1.8. Figure 1.40 shows that the donor intensity increas-
es and the acceptor intensity decreases upon addi-
tion of cAMP and PKI. These spectral changes
indicate a decrease in RET. The donor and acceptor
must move further apart when the protein binds
cAMP or PKI. According to publications43 the C
and R subunits remain associated in the presence of
cAMP, but change this relative conformation (Fig-
ure 1.43). PKI was said to dissociate the subunit.

CHAPTER 2

A2.1. The true optical density is 10. Because of stray light
the lowest percent transmission (%T) you can measure
is 0.01%. The %T of the rhodamine solution is much
less than 0.01%. In fact I/I0 = 10–10 and %T = 10–8%.
Hence your instrument will report an optical density
of 4.0. The calculated concentration of rhodamine B
would be 4 x 10–5 M, 2.5-fold less than the true con-
centration.

A2.2. The concentrations of solutions are 10–5 and 10–7

M, respectively. A 1% error in %T means the OD
can be

(2.13)

Hence the concentration can be from 0.97 x 10–5 to
1.03 x 10–5 M.

For the more dilute solution, the 1% error results
in a large error in the concentration:

(2.14)

The measured OD ranges from 0 to 0.009, so the cal-
culated concentration ranges from 0 to 2.9 x 10–7 M.
This shows that it is difficult to determine the concen-
tration from low optical densities. In contrast, it is
easy to obtain emission spectra with optical densities
near 0.003.

CHAPTER 3

A3.1. Binding of the protein to membranes or nucleic acids
could be detected by several types of measurements.
The most obvious experiment would be to look for
changes in the intrinsic tryptophan fluorescence upon
mixing with lipid bilayers or nucleic acids. In the case
of membranes one might expect the tryptophan emis-
sion to shift to shorter wavelengths due to shielding of
the indole moiety from water. The blue shift of the
emission is also likely to be accompanied by an
increase in the tryptophan emission intensity. In the
case of nucleic acids, tryptophan residues are typical-
ly quenched when bound to DNA, so that a decrease
in the emission intensity is expected.

Anisotropy measurements of the tryptophan
emission could also be used to detect binding. In
this case it is difficult to predict the direction of the
changes. In general one expects binding to result in
a longer correlation time and higher anisotropy (see
eq. 1.10), and an increase of the tryptophan
anisotropy is likely upon binding to proteins. How-
ever, the anisotropy increase may be smaller than
expected if the tryptophan lifetime increases on
binding to the membranes (eq. 1.10).

In the case of protein binding to nucleic acids, it
is difficult to predict the anisotropy change. The
tryptophan residues would now be in two states,
free (F) and bound (B), and the anisotropy given by

r = rF fF + rB fB, (3.2)

where fF and fB represent the fraction of the total fluo-
rescence from the protein in each state. If the protein
is completely quenched on binding to DNA, then the
anisotropy will not change because fB = 0. If the pro-
tein is partially quenched the anisotropy will probably
increase, but less than expected due to the small con-
tribution of the DNA-bound protein by the total fluo-
rescence.

OD � log 

I0
I

� log 

1.00

1.00
  or  log 

1.0

0.98

OD � log 
I0
I

� log 

1

0.51
  or  log 

1

0.49
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Figure 1.43. Effect of cAMP and protein kinase inhibitor (PKI) on the
structure and association of cAMP-dependent protein kinase. The
holoenzyme consists of two catalytic and two regulatory subunits.



Energy transfer can also be used to detect protein
binding. Neither DNA nor model membranes pos-
sess chromophores that can serve as acceptors for
the tryptophan fluorescence. Hence it is necessary
to add extrinsic probes. Suitable acceptors would
be probes that absorb near 350 nm, the emission
maximum of most proteins. Numerous membranes
and nucleic-acid probes absorb near 350 nm. The
membranes could be labeled with DPH (Figure
1.18), which absorbs near 350 nm. If the protein is
bound to DPH-labeled membranes, its emission
would be quenched by resonance energy transfer to
DPH. Similarly, DNA could be labeled with DAPI
(Figure 3.23). An advantage of using RET is that
through-space quenching occurs irrespective of the
details of the binding interactions. Even if there
were no change in the intrinsic tryptophan emission
upon binding to lipids or nucleic acids, one still
expects quenching of the tryptophan when bound to
acceptor-labeled membranes or nucleic acids.

A3.2. A. The data in Figure 3.48 can be used to determine
the value of F0/F at each [Cl–], where F0 = 1.0 is
the SPQ fluorescence intensity in the absence of
Cl–, and F is the intensity at each Cl– concentra-
tion. These values are plotted in Figure 3.49.
Using Stern-Volmer eq. 1.6, one obtains K = 124
M–1, which is in good agreement with the litera-
ture value182 of 118 M–1.

B. The value of F0/F and τ0/τ for 0.103 M Cl–

can be found from eq. 1.6. Using K = 118 M–1,
one obtains F0/F = τ0/τ = 13.15. Hence the
intensity of SPQ is F = 0.076, relative to the
intensity in the absence of Cl–, F0 = 1.0. The

lifetime is expected to be τ = 26.3/13.15 = 2.0
ns.

C. At [Cl–] = 0.075 M, F = 0.102 and τ = 2.67.
D. The Stern-Volmer quenching constant of SPQ

was determined in the absence of macromole-
cules. It is possible that SPQ binds to proteins
or membranes in blood serum. This could
change the Stern-Volmer quenching constant
by protecting SPQ from collisional quench-
ing. Also, binding to macromolecules could
alter τ0, the unquenched lifetime. Hence it is
necessary to determine whether the quenching
constant of SPQ is the same in blood serum as
in protein-free solutions.

A3.3. A. The dissociation reaction of the probe (PB)
and analyte (A) is given by

PB = A + PB, (3.3)

where B and F refer to the free and bound forms of the
probe. The fraction of free and bound probe is related
to the dissociation constant by

(3.4)

For the non-ratiometric probe Calcium Green, the flu-
orescein intensity is given by

F = qFCF + qBCB, (3.5)

where qi are the relative quantum yields, Ci the molec-
ular fraction in each form, and CF + CB = 1.0. The flu-
orescent intensities when all the probe is free is Fmin =
kqFC, and then all the probe is bound in Fmax = kqBC,
where k is an instrumental constant.

Equation 3.5 can be used to derive expressions
for CB and CF in terms of the relative intensities:

(3.6)

(3.7)

The fractions CB and CF can be substituted for the
probe concentration in (3.4), yielding

FF �
Fmax � F

Fmax � Fmin

FB �
F � Fmin

Fmax � Fmin

KD �
�PF�
�PB�

�A�
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Figure 3.49. Stern-Volmer plot for the quenching of SPQ by chloride.



(3.8)

B. The fluorescence intensity (F1 or F2) observed
with each excitation wavelength (1 or 2)
depends on the intensity and the concentrations
(CF and CB) of the free (Sf1 or Sf2), or bound (Sb1

or Sb2), forms at each excitation wavelength:

F1 = Sf1CF + Sb1CB, (3.9)
F2 = Sf2CF + Sb2CB. (3.10)

The term Si depends on the absorption coefficient and
relative quantum yield of Fura-2 at each wavelength.

Let R = F1/F2 be the ratio of intensities. In the
absence and presence of saturating Ca2+,

Rmin = Sf1/Sf2, (3.11)
Rmax = Sb1/Sb2. (3.12)

Using the definition of the dissociate constant,

(3.13)

one obtains

(3.14)

Hence one can measure the [Ca2+] from these ratios of
the emission intensities at two excitation wavelengths.
However, one needs control measurements, which are
the ratio of the intensities of the free and bound forms
measured at one excitation wavelength, as well as
measurements of Rmin and Rmax.183

CHAPTER 4

A4.1. Calculation of the lifetimes from intensity decay is
straightforward. The initial intensity decreases to 0.37
(=1/3) of the initial value at t = 5 ns. Hence, the life-
time is 5 ns.

From Figure 4.2 the phase angle is seen to be
about 60 degrees. Using ω = 2π ⋅ 80 MHz and τφ =
ω–1 [tan φ] one finds τ = 3.4 ns. The modulation of
the emission relative to the excitation is near 0.37.
Using eq. 4.6 one finds τm = 5.0 ns. Since the phase
and modulation lifetimes are not equal, and since
τm > τφ, the intensity decay is heterogeneous. Of
course, it is difficult to read precise values from
Figure 4.2.

A4.2. The fractional intensity of the 0.62-ns component
can be calculated using eq. 4.28, and is found to be
0.042 or 4%.

A4.3. The short lifetime was assigned to the stacked con-
formation of FAD. For the open form the lifetime of
the flavin is reduced from τ0 = 4.89 ns to τ = 3.38
ns due to collisions with the adenine. The collision
frequency is given by k = τ–1 – τ0

–1 = 9 x 107/s.
A4.4. In the presence of quencher the intensity decay is

given by

I(t) = 0.5 exp(–t/0.5) + 0.5 exp(–t/5) (4.42)

The α1 and α2 values remain the same. The fact that
the first tryptophan is quenched tenfold is accounted
for by the αiτi products, α1τ1 = 0.25 and α2τ2 = 2.5.
Using eq. 4.29 one can calculate τ� = 4.59 ns and <τ>
= 2.75 ns. The average lifetime is close to the
unquenched value because the quenched residue (τ1 =
0.5 ns) contributes only f1 = 0.091 to the steady-state
or integrated intensity. If the sample contained two
tryptophan residues with equal steady-state intensi-
ties, and lifetimes of 5.0 and 0.5 ns then τ� = 0.5(τ1) +
0.5(τ2) = 2.75 ns. The fact that <τ> reflects the relative
quantum yield can be seen from noting that <τ>/τ0 =
2.75/5.0 = 0.55, which is the quantum yield of the
quenched sample relative to the unquenched sample.

A4.5. The DAS can be calculated by multiplying the frac-
tional intensities (fi(λ)) by the steady-state intensity at
each wavelength (I(λ)). For the global analysis these
values (Figure 4.65) match the emission spectra of the
individual components. However, for the single-wave-
length data the DAS are poorly matched to the indi-
vidual spectra. This is because the αi(λ) values are not
well determined by the data at a single wavelength.

A4.6. The total number of counts in Figure 4.45 can be cal-
culated from the ατ product. The value of α is the
number of counts in the time zero channel or 104

counts. The total number of photons counted is thus 4

�Ca2�� � KD 

R � Rmax

Rmin � R
 ( Sf2

fb2
)

�Ca2�� �
CB

CF
 KD

�A� � �Ca2�� � KD 

F � Fmax

Fmax � F
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x 106. Assuming 1 photon is counted each 10–5 sec-
onds the data acquisition time is 400 s or 6.7 minutes.
If the data were collected by TCSPC with a 1% count
rate the data acquisition time would be 670 minutes.

A4.7. For a 4-ns lifetime the excitation pulses should be
at least 16 ns apart, which corresponds to a pulse
rate of 62.5 MHz. Using a 1% count rate yields a
photon detection rate of 0.625 MHz. At this rate the
time needed to count 4 x 106 photons is 6.4 sec-
onds. Can the TAC convert photons at this rate? The
0.625 MHz count rate corresponds to 1.6 microsec-
ond to store the data. Using a TAC with a 120-ns
deadtime the TAC should be able to accept all the
photons. A TAC with a 2 µs deadtime would be
unable to accept the data and the counting would be
inefficient.

A4.8. The fractional intensity is proportional to the ατ prod-
ucts. Using eq. 4.28, f1 = 0.9990 and f2 = 0.001.

CHAPTER 5

A5.1. The decay times can be calculated from either the
phase or modulation data at any frequency, using eqs.
5.3 and 5.4. These values are listed in Table 5.7. Since
the decay times are approximately equal from phase
and modulation, the decay is nearly a single exponen-
tial. One expects the decay to become non-exponential
at high chloride concentrations due to transient effects
in quenching. This effect is not yet visible in the FD
data for SPQ.

A5.2. The chloride concentration can be determined from
the phase or modulation values of SPQ at any frequen-
cy where these values are sensitive to chloride concen-
tration. Examination of Figure 5.15 indicates that this
is a rather wide range from 5 to 100 MHz. One can
prepare calibration curves of phase or modulation of
SPQ versus chloride, as shown in Figure 5.56. An
uncertainty of "0.2E in phase or "0.5% in modulation
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Figure 4.65. Emission spectra of a two-component mixture of
anthranilic acid (AA) and 2-aminopurine (2-AP). The data show the
fractional amplitudes associated with each decay time recovered from
the global analysis. From [187].

Table 5.7. Apparent Phase and Modulation Lifetimes 
for the Chloride Probe SPQ

Apparent             Apparent
Chloride                                                   phase              modulation
concen-                     Frequency              lifetime               lifetime
tration                         (MHz)                 (τN) (ns)              (τm) (ns)

0 10 24.90 24.94
100 24.62 26.49

10 mM 10 11.19 11.07
100 11.62 11.18

30 mM 10 5.17 5.00
100 5.24 5.36

70 mM 10 2.64 2.49
100 2.66 2.27

Figure 5.56. Dependence of the phase and modulation of SPQ on
chloride concentration.



results in chloride concentrations accurate to approxi-
mately "0.2 and 0.3 mM respectively, from 0 to 25
mM.

A5.3. A list of the phase and modulation values for the two
decay laws, as well as the apparent phase and modu-
lation lifetimes, is given in Table 5.8. As expected,
τφ

app < τm
app. Both values decrease with higher modu-

lation frequency. The phase angles are smaller, and the
modulation is higher, when f1 = f2 than when α1 = α2.
When f1 = f2, the αi values are α1 = 0.909 and α2 =
0.091. The fractional contribution of the short-lifetime
component is larger when f1 = f2.

A5.4. The Raman peak at 410 nm is equivalent to 24,390
cm–1. The Raman peak of water is typically shifted
3,600 cm–1. Hence the excitation wavelength is at
27,990 cm–1, or 357 nm.

A5.5. The scattered light has an effective lifetime of zero.
Hence the scattered light can be suppressed with φD =
90E. The phase angle of quinine sulfate at 10 MHz can
be calculated from φ = tan(ωτ) = 51.5E. The maxi-
mum phase-sensitive intensity for quinine sulfate
would be observed with φD = 51.5E. The scattered
light is suppressed with φD = 90E. At this phase angle
the phase-sensitive intensity is attenuated by a factor
of cos(φD – φ) = cos(90 – 51.5) = 0.78 relative to the
phase-sensitive intensity with φD = 51.5E.

A5.6. The detector phases of 17.4 + 90E and 32.1 – 90E are
out of phase with DNS–BSA and DNS, respectively.
This is known because at φD = 32.1 – 90E only free
DNS is detected. In the equimolar DNS–BSA mixture
the phase-sensitive intensity of DNS is decreased by
50%. Hence 50% of the DNS is bound to BSA. Simi-
larly, at φD = 17.4 + 90E only the fluorescence of the
DNS–BSA complex is detected. Relative to the solu-
tion in which DNS is completely bound, the intensity
is 50%. Hence 50% of the DNS is bound. The phase-
sensitive intensities of the first two solutions may be

rationalized as follows. Upon addition of a saturating
amount of BSA all the DNS is bound. Therefore its
contribution to the signal at φD = 32.1 – 90E is elimi-
nated. The intensity increases twofold, and now is
observed with φD = 17.4 + 90E. However, a twofold
increase in intensity is not observed because the signal
from the bound DNS is more demodulated than that of
the free DNS. Specifically, these values are 0.954 and
0.847 for 5 and 10 ns, respectively. Hence the expect-
ed twofold increase in fluorescence intensity is
decreased by a factor of 0.847/0.954 = 0.888.

A5.7. The viscosity of propylene glycol changes dramatical-
ly with temperature, which affects the rate of solvent
relaxation. At an intermediate temperature of –10EC
the relaxation time is comparable to the lifetime.
Under these conditions the emission spectrum con-
tains components of the unrelaxed initially excited
state (F) and the relaxed excited state (R). Suppression
on the red side of the emission (410 nm) results in
recording the emission spectrum of the F state. Sup-
pression of the blue side of the emission (310 nm)
results in recording of the emission spectrum of the R
state. Of course, these are only the approximate spec-
tra of these states, but the phase-sensitive spectra
appear to show the positions of the unrelaxed and
relaxed emission spectra. At very low temperatures
(–60EC) all the emission is from the unrelaxed state,
and at high temperatures (40EC) all the emission is
from the relaxed state. Since there is only one lifetime
across the emission spectra, suppression on either side
of the emission suppresses the entire emission spec-
trum.

CHAPTER 6

A6.1. The Stokes shift in cm–1 can be calculated from the
Lippert equation (eq. 6.17). Because it is easy to con-
fuse the units, this calculation is shown explicitly:

(6.23)

The emission maximum in the absence of solvent
effects is assumed to be 350 nm, which is 28,571
cm–1. The orientation polarizability of methanol is

νA � νF � 9554 cm�1

νA � νF �
2(0.3098 )

(6.6256x10�27 ) (2.9979x1010 )
 
(14x10�18 ) 2

(4.0x10�8 ) 3
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Table 5.8. Phase-Modulation Apparent Lifetimes 
for a Double-Exponential Decaya

Frequency (MHz)            φ (deg)         m τN (ns) τm (ns)

50 (α1 = α2) 50.5 0.552 3.86 4.81
50 (f1 = f2) 25.6 0.702 1.53 3.23
100 (α1 = α2) 60.1 0.333 2.76 4.51
100 (f1 = f2) 29.8 0.578 0.91 3.17

aFor both decay laws the lifetimes are 0.5 and 5.0 ns.



expected to decrease the excited state energy by 9554
cm–1, to 19,017 cm–1, which corresponds to 525.8 nm.

The units for ν�A – ν�F are as follows:

(6.24)

Recalling that erg = g cm2/s2 and esu = g1/2 cm3/2/s,
one obtains ν�A – ν�F in cm–1.

A6.2. The change in dipole moment can be estimated from
the Lippert plot (Figure 6.53). This plot shows bipha-
sic behavior. In low-polarity solvents the emission is
probably due to the LE state, and in higher-polarity
solvents the emission is due to the ICT state. The
slopes for each region of the Lippert plot are

slope (LE)= 7000 cm–1

slope (ICT) = 33,000 cm–1

The slope is equal to 2(µE – µG)2/hca3. Assuming a
radius of 4.2 Å used previously,42

(6.25)

The units of (µE – µG)2 are (cm–1) (erg s)(cm/s)(cm3).
Using erg = g cm2/s2, one obtains the units  (g cm3/s2)
(cm2). Taking the square root yields)

(6.26)

Since esu = g1/2 cm3/2/s, the result (µE – µG) is in esu
cm. This yields (µE – µG) = 7.1 x 10–18 esu cm = 7.1D.
The dipole moment of Prodan is estimated to change
by 7.1 Debye units upon excitation. An electron sepa-
rated from a unit positive charge by 1 Å has a dipole
moment of 4.8D. Hence there is only partial charge
separation in the LE state. It should be noted that this
value is smaller than initially reported42 due to an triv-
ial error during the calculations.58

For the ICT state a similar calculation yields (µE –
µG)2 = 2.42 x 10–34 and ∆µ = 1.56 x 10–17 esu cm =

15.6D. This change in dipole moment is equivalent to
separation of a unit change by 3.2 Å, which suggests
nearly complete charge separation in the ICT state of
Prodan.

CHAPTER 7

A7.1. Assume the decay is a single exponential. Then the
time where the intensity has decayed to 37% of its
original intensity is the fluorescence lifetime. These
values are τF = 1 ns at 390 nm and τ = 5 ns at 435 nm.
The decay time of 5 ns at 435 nm is the decay time the
F-state would display in the absence of relaxation. The
lifetime of the F-state at 390 nm is given by 1/τF = 1/τ
+ 1/τS. This is equivalent to stating the decay time of
the F-state (γF) is equal to the sum of the rates that
depopulate the F-state, γF = 1/τ + kS. Hence τS = 1.25
ns.

A7.2. In the fluid solvents ethanol or dioxane the apparent
lifetimes of TNS are independent of wavelength, indi-
cating spectral relaxation is complete in these sol-
vents. In glycerol or DOPC vesicles the apparent life-
times increase with wavelength, suggesting time-
dependent spectral relaxation. The observation of τφ >
τm at long wavelength is equivalent to observing a
negative pre-exponential factor, and proves that relax-

g1/2 cm3/2

s
 cm

�
7000

2
(6.626x10�27 ) (3x1010 ) (4.2x10�8 ) 3 � 5.15x10�35

(µE � µG) 2 �
7000

2
hca3

(esu  cm) 2

(ergs)  (cm/s(cm3 )
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Figure 6.53. Lippert plot of the Stokes shift of Pordan. Data from [42].



ation is occurring at a rate comparable to the intensity
decay rate.

A7.3. The lifetime of the R state (τOR) can be calculated
from the phase angle difference ∆φ = φR – φF. At 100
MHz this difference is 58E, which corresponds to a
lifetime of 16 ns.

A7.4. A. Acridine and acridinium may be reasonably
expected to display distinct absorption spectra.
The emission spectrum in 0.2 M NH4NO3 (Fig-
ure 7.49) shows evidence for emission from both
acridine and acridinium. Hence if both species
were present in ground state, the absorption
spectrum should be a composite of the absorp-
tion spectra of acridine and acridinium. In con-
trast, if the acridinium is formed only in the
excited state, then the absorption spectrum in 0.2
M NH4NO3 should be almost identical to that of
neutral acridine.

B. Examination of the data (Table 7.6) reveals two
decay times that are independent of emission
wavelength. This indicates that there are two
emitting species and that their decay rates are
independent of emission wavelength. On the
short-wavelength side of the emission the decay
is a single exponential. This result indicates the
reaction is irreversible and that the measured
decay times at other wavelengths contain contri-
butions from both acridine and acridinium.
Proof of an excited-state reaction is provided by
observation of negative pre-exponential factors.
As the observation wavelength is increased this
term becomes more predominant. At the longest
observation wavelengths one finds that the pre-
exponential factors are nearly equal in magni-
tude and opposite in sign. This near equality of
the pre-exponential factors indicates that at 560
nm the emission is predominantly from the
relaxed species. The fact that α2 is slightly larg-
er than α1 indicates that there is still some emis-
sion from neutral acridine at 560 nm.

A7.5. Red-edge excitation selects for fluorophores that are
most strongly interacting with the solvent. The solvent
configuration around these selected fluorophores is
similar to that in a solvent-relaxed state. The TRES
with 416-nm excitation do not show a time-dependent

shift because the fluorophore is already in the relaxed
state.

CHAPTER 8

A8.1. The apparent bimolecular quenching of 2-AP by Cu2+

can be found by noting that F0/F = 1.10 at 2 x 10–6 M
Cu2+. Hence K = 50,000 M–1 and kq = 5 x 1012 M–1 s–1.
Similarly, F0/F = 1.7 at 0.001 M DMA, yielding K =
700 M–1 and kq = 7 x 1010 M–1 s–1. Both values are
larger than the maximum value possible for diffusive
quenching in water, near 1 x 1010 M–1 s–1. This implies
some binding or localization of the quenchers near the
fluorophores.

A8.2. The data in Figure 8.72 can be used to calculate the
lifetimes of pyrene, which are 200, 119, and 56 ns in
the presence of N2, air or O2, respectively. Assuming
the oxygen solubility in DMPC vesicles is fivefold
larger than in water (0.001275 M/atm in water), the
oxygen bimolecular quenching constant is kq = 2 x 109

M–1 s–1. This value is about 20% of the value expect-
ed for a fluorophore dissolved in water.

A8.3. The data in the absence of benzyl alcohol (Figure
8.73) can be used to calculate a bimolecular quench-
ing constant of 6 x 109 M–1 s–1. This indicates that the
naphthalene is mostly accessible to iodide and proba-
bly not bound to the cyclodextrin. This conclusion is
supported by the data in the presence of benzyl alco-
hol. In the presence of benzyl alcohol the Stern-
Volmer plots curve downward in the presence of β-CD
(Figure 8.74). This suggests the presence of two naph-
thalene populations, one of which is less accessible to
iodide quenching. In the presence of benzyl alcohol
and 5.1 mM β-CD the Stern-Volmer plot is still
curved, and the apparent value of kq decreases, which
indicates shielding from iodide quenching. Under
these conditions it seems that naphthalene binds to β-
CD only in the presence of benzyl alcohol.

A8.4. Figure 8.77 shows a plot of F0/F versus [I–]. From the
upward curvature of this plot it is apparent that both
static and dynamic quenching occur for the same pop-
ulation of fluorophores. The dynamic (KD) and static
(KS) quenching constants can be calculated by a plot
of the apparent quenching constant (Kapp) versus the
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concentration of quencher [I—]. The apparent quench-
ing constant is given by (F0/F – 1)/[I–] = Kapp.

M Kl                  Kapp

0 –
0.04 91.0
0.10 96.0
0.20 110.0
0.30 121.0
0.5 135.0
0.8 170.0

These results are plotted in Figure 8.78. In the plot the
y-intercept is KD + KS = 89 M–1, and the slope is KDKS

= 101 M–2. The quadratic equation can be solved to
find KD and KS. Assuming the larger value is KD we
obtain KD = 87.8 M–1 and KS = 1.15 M–1. The bimole-
cular quenching constant is given by KD/τ0 = kq = 4.99
x 109 M–1 s–1. The collisional frequency can be calcu-
lated independently from the Smoluchowski equation.
Assuming a collision radius of 4 Å, and the diffusion
of the quencher to be dominant, one obtains

(8.51)

This value describes the quenching constant expected
if 100% of the collisional encounters are effective in
quenching. Hence the quenching efficiency γ = kq/k0 =
0.80.

The radius of the sphere of action can be calculated
using any of the F0/F values for which there is excess
quenching. At 0.8 M iodide the expected value of F0/F
due only to dynamic quenching is

(8.52)

This is indicated by the dashed line in Figure 8.77.
The observed value of F0/F is 137. Using

(8.53)

we obtain exp([Q]NV/1000) = 1.92 or [Q]NV/1000 =
0.653. From these results one can calculate that the
volume of the sphere of action is V = 1.36 x 10–21 cm3.
Using V = 4/3 πr3, where r is the radius, one finds r =
6.9 Å. According to this calculation, whenever an
iodide ion is within 6.9 Å of an excited acridone mol-
ecule the probability of quenching is unity.

The static quenching constant is quite small, as is
the radius of the sphere of action. It seems that no
actual complex is formed in this case. Rather, the stat-
ic component is due simply to the probability that a
fluorophore is adjacent to a quencher at the moment of
excitation.

A8.5. Using the data in Problem 8.5 one may calculate the
following:

F0/F � (1 � KD�Q�)  exp(�Q�NV/1000)

( F0

F
)

D
� 1 � 87.8(0.8 ) � 71.24

� 0.625 � 1010
 M�1sec�1

(6.02 � 1023
 mole�1) ) /(103

 cm3l�1)�

� [ (4π(4 � 10�8
 cm)  (2.065 � 10�5cm2/sec)

k0 � 4πRDN/103
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Figure 8.77. Iodide quenching of acridone. Data from [175].

Figure 8.78. Static and dynamic quenching constants of acridone.
Data from [175].



[AMP] (mM) τ0/τ F0/F (F0/F)/(τ0/τ)

0.0 1.0 1.0 1.0
1.75 1.265 1.40 1.107
3.50 1.502 1.80 1.198
5.25 1.741 2.35 1.35
7.0 1.935 3.00 1.55

The collisional or dynamic quenching constant can be
calculated from a plot of τ0/τ versus [AMP] (Figure
8.79). The dynamic quenching constant is 136 M–1.
Using the lifetime in the absence of quencher one
finds kq = KD/τ0 = 4.1 x 109 M–1 s–1, which is typical
for a diffusion-controlled reaction which occurs with
high efficiency.

In the previous problem we obtained KS and KD

from a plot of the apparent quenching constant versus
quencher concentration (Figure 8.78). In this case
both the lifetime and yield data are given, and a sim-
pler procedure is possible. We calculated the quantity
(F0/F)/(τ0/τ). From eqs. 8.8, and 8.19 this quantity is
seen to reflect only the static component of the
quenching:

(8.54)

A plot of (F0/F)/(τ0/τ) versus [AMP] yields the asso-
ciation constant as the slope (Figure 8.79).

In contrast to the apparent association constant for
the "acridone–iodide complex," this value (72.9 M–1)
is much larger. An actual ground-state complex is like-
ly in this case. This was demonstrated experimentally
by examination of the absorption spectrum of MAC,
which was found to be changed in the presence of
AMP. If the MAC–AMP complex is nonfluorescent,
then the only emission observed is that from the

uncomplexed MAC. Since these molecules are not
complexed, the excitation spectrum of MAC in the
presence of AMP will be that of MAC alone.

A8.6. The susceptibility of a fluorophore to quenching is
proportional to its fluorescence lifetime. Fluorophores
with longer lifetimes are more susceptible to quench-
ing. To decide on the upper limit of lifetimes, above
which oxygen quenching is significant, we need to
consider dissolved oxygen from the air. Based on the
assumed accuracy of 3% we can use F0/F = τ0/τ =
1.03. Since the atmosphere is 20% oxygen, the oxy-
gen concentrations due to atmospheric oxygen are
one-fifth the total solubility. For aqueous solutions

(8.55)

Using the information provided for aqueous solutions

(8.56)

For the ethanol solution

(8.57)

If the unquenched lifetimes are longer than 1.2 ns in
ethanol, or 11.8 ns in water, then dissolved oxygen
from the air can result in significant quenching
(greater than 3%). If desired this quenching can be
minimized by purging with an inert gas, such as nitro-
gen or argon.

A8.7. The rate of collisional deactivation can be calculated
from the decrease in lifetime due to collisions with the
adenine ring. The lifetimes in the absence (τ0) and
presence of (τ) of the adenine moiety are τ0 = γ–1 and
τ = (γ + k)–1. Therefore,

(8.58)

The quantum yield of FAD is decreased by both static
and dynamic quenching:

(8.59)
F

F0
�
Q(FAD)
Q(FMN)

� f 

τ
τ0

k �
1

τ
�

1

τ0
� 2.0 � 108

 s�1

τ0 �
0.03(5 )

(2 � 1010 ) (.001275 ) (5 )
� 1.2 ns

τ0 �
0.03

kq�O2�
�

0.03(5 )

(1 � 1010 ) (.001275 )
� 11.8 ns

F0

F
�

τ0

τ
� 1.03 � 1 � kqτ0�O2�

F0/F

τ0/τ
� 1 � KS 

�AMP�
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Figure 8.79. Quenching of methylacridinium chloride by AMP.
From [18].



where f is the fraction not complexed. Hence

(8.60)

83% of the FAD exists as a nonfluorescent complex.
A8.8. Using the data provided one can calculate the follow-

ing quantities needed for the Stern-Volmer plots:

[I–], M        F0/F ∆ F F0/∆F [I–]–1, M–1

0.0 1.000 0 – –
0.01 1.080 0.074 13.51 100
0.03 1.208 0.172 5.814 33.3
0.05 1.304 0.233 4.292 20.0
0.10 1.466 0.318 3.145 10.0
0.20 1.637 0.389 2.571 5.0
0.40 1.776 0.437 2.288 2.5

The downward curvature of the Stern-Volmer plot
indicates an inaccessible fraction (Figure 8.80). From
the intercept on the modified Stern-Volmer plot one
finds fa = 0.5. Hence one tryptophan residue per sub-
unit is accessible to iodide quenching. The slope on
the modified Stern-Volmer plot is equal to (faK)–1.
Thus K = 17.4 M–1. By assumption, the quenching
constant of the inaccessible fraction is zero using
these results one can predict the quenching plots for
each tryptophan residue.

[I–], M       [I–]–1, M-1 (F0/F)b (F0/F)a
+ (F0/F)b (F0/∆F)a

++

0.0 0 1.0 1.0 – –
0.01 100 " 1.174 " 6.747
0.03 33.3 " 1.522 " 2.916
0.05 20.0 " 1.870 " 2.149
0.10 10.0 " 2.740 " 1.575
0.20 5.0 " 4.480 " 1.287
0.40 2.5 " 7.96 " 1.144

+Calculated from F0/F = 1 + 17.4 [I–].
++Calculated from F0/∆F = 1/K[Q] + 1.

For the accessible fraction the Stern-Volmer plot is
linear and the apparent value of fa = 1 (Figure 8.81).
Hence if the quenching data were obtained using 300-
nm excitation, where only the accessible residue was
excited, all the fluorescence would appear to be acces-
sible. Since the inaccessible fraction is not quenched,
F0/F = 1 for this fraction. One cannot construct a mod-
ified Stern-Volmer plot since ∆F = 0 for this fraction.
The bimolecular quenching constant can be calculated
using K = 17.4 M–1 and τ = 5 ns, yielding a bimolecu-
lar quenching constant kq = 0.35 x 1010 M–1 s–1.

A8.9. Quenching of Endo III by poly(dAdT) displays satu-
ration near 20 µM, which indicates specific binding of

poly(dAdT) to Endo III. Assume the quenching is
dynamic. Then KD is near 105 M–1, resulting in an
apparent value of kq = 2 x 1013 M–1 s–1. This is much
larger than the diffusion controlled limit, so there must
be some specific binding.

About 50% of the fluorescence is quenched. In Sec-
tion 8.9.1 we saw that both residues were equally flu-
orescent. Hence the titration data (Figure 8.75) sug-
gests that one residue, probably 132, is completely
quenched when poly(dAdT) binds to Endo III.

A8.10. The structure of wild-type tet repressor is shown in
Figure 8.39. The W75F mutant contains a phenylala-
nine in place of Trp 75, and thus only one Trp at posi-
tion 43. This tryptophan is immediately adjacent to
bound DNA, which quenches the Trp 43 emission.
The extent of quenching is over 50% because there is
only one type of tryptophan. The wild-type protein
would be expected to show less quenching because
Trp 75 will probably not be quenched by DNA.

A8.11. The relative intensities can be calculated from the
Stern-Volmer equation:

(8.61)

For DBO with a lifetime of 120 ns, and kq = 9 x 106

s–1, the relative intensity is F/F0 = 0.48. The DBO is
about 50% quenched. For τ0 = 2 ns, F/F0 = 0.98 and
the quenching would probably not be detectable. For
τ0 = 2 ms, F/F0 = 5.6 x 10–5 and the fluorophore would
be completely quenched.

CHAPTER 9

A9.1. In order for PET to occur ∆G < 0. We can use the
Rehm-Weller equation to estimate the oxidation

F0

F
�

τ0

τ
� 1 � kqτ0

f �
τ0

τ
Q(FAD)
Q(FMN)

�
(4.6 ) (0.09 )
(2.4 ) (1.0 )

� 0.17

904 ANSWERS TO PROBLEMS

Figure 8.80. Predicted Stern-Volmer plots for the accessible and inac-
cessible tryptophan residues.



potential of donor fluorophore if the other quantities
are known. The S0 ⊗ S1 wavelength of 365 nm corre-
sponds to 3.4 eV (eqs. 9.11 and 9.12). Using ∆G < 0
and eq. 9.10 yields E(D+/D) ⊗ 3 V. Hence it requires
more than 69.2 kcal/mole to oxidize the fluorophore.
If more than 3 volts were required to remove an elec-
tron from the fluorophore then PET would not occur.
It is difficult to intuitively understand the sign of
E(D+/D) because of the convention that ∆E > 0 corre-
sponds to ∆G < 0.

A9.2. Methylation of the pyridine results in a greater affini-
ty for electrons. Hence PET from the fluorophore
occurs to the pyridinium group but not to the more
electron-rich pyridine group.

CHAPTER 10

A10.1. At 430, 290, and 270 nm the r0 values of perylene are
near 0.38, 0.10, and 0.0, respectively. The angle β
between the absorption and emission moments can be
calculated using eq. 10.22. These calculations yield β
= 16.8, 45, and 54.7E, respectively.

A10.2. If the sample is weakly scattering, the scattered com-
ponent will be completely polarized (r = 1.0). The
measured anisotropy can be obtained using eq. 10.6

(10.53)

The anisotropy above 0.40 should be an immediate
warning that the measured value was not due only to
fluorescence.

A10.3. The corrected ratio, IVV/IHV, is given by 1.33/0.45 =
2.96. Therefore r0 = 0.395 and P0 = 0.495. The angle
between the absorption and emission dipoles can be
calculated using eq. 10.22. Substitution of r0 = 0.395
yields β = 5.2E.

A10.4. The denominator in eq. 10.43 is given by

(10.54)

The numerator in eq. 10.43 is given by

(10.55)

Division of eq. 10.55 by 10.54 yields eq. 10.44.

A10.5. The rotational correlation time of perylene can be cal-
culated using eq. 10.46:

(10.56)

(10.57)

The anisotropy can be calculated using eq. 10.44:

(10.58)

A similar calculation for propylene glycol at 25EC
yields θ = 2.4 ns and r = 0.103.

A10.6. Equation 10.51 can be derived by reasoning an
expression for the average anisotropy. Suppose the
quantum yield of the free and bound forms are qF and
qB, respectively. Then the measured anisotropy is

(10.59)

The correctness of this expression can be seen by not-
ing the numerator is simply a revised form of the addi-
tivity law for anisotropies, and the products fFqF and
fBqB represent the intensities of each form of the
probe. The denominator normalizes these values to
fractional fluorescence intensities. Equation 10.59 can
be rearranged to eq. 10.51 by noting fF + fB = 1.0 and
R = qB/qF. Setting R = 1 yields eq. 10.50.

A10.7. A. The observed polarizations may be converted
into anisotropies using r = 2P/(3 – P). The latter
are more convenient since

(10.60)

where the subscripts F and B represent the free and
bound forms of the fluorophore, and fi is the fraction
of fluorescence due to each form of the probe. When
[BSA] = 0 one observes rF, and when [BSA] >> Kd

one observes rB. These considerations are summarized
below:

r � fFrF � fBrB

r �
fFqFrF � fBqBrB
fFqF � fBqB

r �
0.36

1 � 6/0.091
� 0.005

θ � 91 ps

θ �
ηV
RT

�
(0.01194 P ) (252 g/mole) (0.74 ml/g)

(293°K) (8.314 � 107erg/mole °K)

�
∞

0

I(t)r(t)dt � �
∞

0

 exp [ �t ( 1

τ
�

1

θ
) ]dt � I0r0

τθ
τ � θ

�
∞

0

I(t)dt � I0 �
∞

0

 exp(�t/τ )dt � I0τ

robs � 0.30(0.80 ) � 1.0(0.20 ) � 0.44

PRINCIPLES OF FLUORESCENCE SPECTROSCOPY 905



[BSA]           Observable           r

0 rF 0.010
2 x 10–5 M r 0.200

>> Kd rB 0.300

Using eq. 10.59 one obtains

(10.61)

and hence fF = 0.345 and fB = 0.655. Since the concen-
tration of DNS is much less than that of BSA, we can
assume that the concentration of unliganded BSA is
not depleted by the binding of DNS. The ratio of free
to bound DNS is given by 0.345/0.655. Hence from
eq. 10.52:

(10.62)

B. In the use of eq. 10.60 we assumed that the cal-
culated fractional intensity of each species rep-
resented the fraction of the DNS which was
bound and free. However, if the relative quan-
tum yield of the bound probe is twofold larger
than the free probe, then clearly the concentra-
tion of the bound form is twofold lower. There-
fore:

(10.63)

C. A change in quantum yield could be readily
detected by comparing the intensity of the DNS
solution, with and without added BSA. Since the
DNS concentrations are identical the relative
intensities represent the relative quantum yields.

D. Using the data provided, the calculated rotation-
al correlation time of BSA is 20 ns. The
anisotropy of free DNS will decay too rapidly
for measurement with most currently available
instruments. For the solution containing a con-
centration of BSA adequate to bind all the DNS
one expects

(10.64)

For the 2 x 10–5 M solution

(10.65)

CHAPTER 11

A.11.1. The angle can be calculated using eq. 11.51. Using an
apparent time of 0, an anisotropy of 0.22, as r4, one
finds <cos2 θ> = 0.924 and θ = 16E.

A.11.2. The most direct approach is to use the amplitudes
from the intensity decay. The radiative rate of a fluo-
rophore is usually not affected by its environment.
Hence, the relative values of αi represent the fraction
of the FMN free or bound to YFP. The dissociation
constant is given by

(11.52)

This equation can be rewritten in terms of the total
YFP concentration and the fraction of FMN bound
(fB):

(11.53)

where [YFP]J = [YFP] + [FMN@YFP] is the total con-
centration of YFP. This expression can be understood
by noticing that the concentrations of free YFP and
FMN are both given by [YFP]T(1 – fB), and that the
concentration of [FMN@YFP] = [YFP]TfB. At [YFP] =
0.18 µM the fraction bound is given by

(11.54)

Hence, Kd = 0.28 x 10–6 M.

CHAPTER 12

A12.1. The anisotropy of any time can be calculated using eq.
12.1. These values are listed in Table 12.3. The

fB �
α2

α1 � α2
� 0.31

Kd �
�YFP�τ (1 � fB ) 2

fB

Kd �
�FMN� �YFP�
�FMN .  YFP�

r(t) � fB r0 e�t/20 � 0.131 e�t/20

r(t) � 0.20 e�t/20

Kd �
(2 � 10�5 M) (0.345 )

(0.655 ) /2
� 2.1 � 10�5 M

Kd �
(2 � 10�5 M) (0.345 )

(0.655 )
� 1.05 � 10�5 M

0.20 � fF(0.01 ) � (1 � fF) (0.30 )
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anisotropy values for the non-associated decay can be
calculated using

(12.51)

For t = 0, 1, and 5 ns these values are 0.30, 0.146,
and 0.132, respectively.

The presence of an associated anisotropy decay can
be seen from the increase in anisotropy at 5 ns as com-
pared to 1 ns. For the non-associated decay the
anisotropy decreases monotonically with time.

A12.2. For a non-associative model the anisotropy decay is
given by

(12.52)

where subscripts 1 and 2 refer to components in the
decay, not the location of the fluorophore. From Fig-
ure 12.5 the time-zero anisotropy appears to be about
0.32. Using the parameter values in this figure,

(12.53)

A plot of r(t) would show a rapid decrease to 30% of
the time-zero value followed by a long tail where the
anisotropy does not decay during the lifetime of the
fluorophore.

A12.3. The anisotropy can be calculated using eqs. 10.6 and
10.22. The anisotropy from the three transitions can
be calculated using β = 0E and "120E. Hence, r =
0.33(0.40) + 0.33(–0.05) + 0.33(–0.05) = 0.10.

A12.4. The apparent r(0) values of melittin are near 0.16,
which is considerably less than r0 = 0.26. This indi-
cates that the tryptophan residue in melittin displays
fast motions that are not resolved with the available
range of lifetimes (0.6 to 2.4 ns).

The apparent correlation times from melittin can be
calculated from the slopes in Figure 12.41. For exam-
ple, in the absence of NaCl the slope is near 5.8 x 109,

which is equal to (r(0)θ)–1. Hence the apparent corre-
lation time is 1.08 ns.

CHAPTER 13

A13.1. The D–A distance can be calculated using eq. 13.12.
The transfer efficiency is 90%. Hence the D–A dis-
tance is r = (0.11)1/6R0 = 0.69R0 = 17.9 Å. The donor
lifetime in the D–A pair can be calculated from eq.
13.14, which can be rearranged to τDA = (1 – E)τD =
0.68 ns.

A13.2. The equations relating the donor intensity to the trans-
fer efficiency can be derived by recalling the expres-
sions for relative quantum yields and lifetimes. The
relative intensities and lifetimes are given by

(13.34)

(13.35)

where ΓD is the emission rate of the donor and knr is
the non-radiative decay rate. The ratio of intensities is
given by

(13.36)

Hence

(13.37)

One can derive a similar expression for the transfer
efficiency E based on lifetime using the right-hand
side of eqs. 13.34 and 13.35.

It should be noted that kT was assumed to be a sin-
gle value, which is equivalent to assuming a single
distance. We also assumed that the donor population
was homogeneous, so that each donor had a nearby
acceptor, that is, labeling by acceptor is 100%.

A13.3. The excitation spectra reveal the efficiency of energy
transfer by showing the extent to which the excitation
of the naphthyl donor at 290 nm results in dansyl

1 �
FDA

FD
�

kT

τ�1
D � kT

� E

FDA

FD
�

ΓD � knr

ΓD � knr � kT
�

τ�1
D

τ�1
D � kT

FDA �
ΓD

ΓD � knr � kT
,  τDA �

1

ΓD � knr � kT

FD �
ΓD

ΓD � knr
,  τD �

1

ΓD � knr

r(t) � 0.32�0.7 exp(�t/0.30) � 0.3 exp(�t/685)

r(t) � r0�g1 exp(�t/θ1 ) � g2 exp(�t/θ2 ) �

r(t) � r0�0.5 exp(�t/0.05) � 0.5 exp(�t/40) �
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Table 12.3. Associated Anisotropy Decay

t (ns) f1(t)             f2(t)             r1(t)             r2(t)             r(t)

0 0.5 0.5 0.3 0.3 0.30
1 0.45 0.55 0.0 0.29 0.16
5 0.25 0.75 0.0 0.27 0.20



emission. The transfer efficiency can be calculated
from the emission intensity at 450 nm for 290-nm
excitation, which reflects acceptor emission due to
excitation of the donor and direct excitation of the
acceptor. Dansyl-L-propyl-hydrazide does not contain
a donor, and hence this excitation spectrum defines
that expected for 0% transfer. For dansyl-L-propyl-α-
naphthyl, in which the donor and acceptor are closely
spaced, energy transfer is 100% efficient. For this
donor–acceptor pair the greatest sensitivity of the
excitation spectrum to energy transfer is seen near 290
nm, the absorption maximum of the naphthyl donor.
For the other derivatives the intensity is intermediate
and dependent upon the length of the spacer. For 290-
nm excitation the transfer efficiency can be calculated
from the relative intensity between 0 and 100% trans-
fer. The efficiency of energy transfer decreases as the
length of the spacer is increased.

The object of these experiments was to determine
the distance dependence of radiationless energy trans-
fer. Hence we assume that the efficiency of energy
transfer depends on distance according to

(13.38)

where R0 and r have their usual meanings, and j is an
exponent to be determined from the observed depend-
ence of E on r. Rearrangement of eq. 13.38 yields

(13.39)

Hence a plot of ln(E–1 – 1) versus ln r has a slope of j.
These data are shown in Figure 13.41. The slope was
found to be 5.9 " 0.3.18 From this agreement with the

predicted value of j = 6 these workers concluded that
energy transfer followed the predictions of Förster.
See [18] for additional details.

The value of R0 can be found from the distance at
which the transfer efficiency is 50%. From Figure
13.41 (right) R0 is seen to be near 33 Å.

A13.4. The lifetime of compound I is τDA and the lifetime of
compound II is τD. Compound II serves as a control
for the effect of solvent on the lifetime of the indole
moiety, in the absence of energy transfer. The rate of
energy transfer is given by kT = τDA

–1 - τD
–1.

(13.40)

where C is a constant. Hence a plot of kT versus J
should be linear. The plot of kT vs. J is shown in Fig-
ure 13.42. The slope is 1.10. These data confirm the
expected dependence of kT on the overlap integral. See
[20] for additional details.

A13.5. If the wavelength (λ) is expressed in nm, the overlap
integral for Figure 13.9 can be calculated using eq.
13.3 and is found to be 4.4 x 1013 M–1 cm–1 (nm)4.
Using eq. 13.5, with n = 1.33 and QD = 0.21, one finds
R0 = 23.6 Å. If λ is expressed in cm then J(λ) = 4.4 x
10–15 M–1 cm3, and using eq. 13.8 yields R0 = 23.6 Å.

A13.6. The disassociation reaction of cAMP (A) from protein
kinase (PK) is described by

(13.41)

where B represents PK with bound cAMP, F the PK
without bound cAMP, and A the concentration of

B � F � A

PK .cAMP � PK � cAMP

kT � C J

ln(E�1 � 1 ) � j ln r � j ln R0

E �
(R0/r ) j

(R0 /r ) j � 1
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Figure 13.41. Distance dependence of the energy transfer efficiencies
in dansyl-(L-propyl)n-α-naphthyl; n = 1–12. Revised from [18].

Figure 13.42. Dependence of the rate of energy transfer on the mag-
nitude of the overlap integral. Revised from [20].



cAMP. The dissociation constant for cAMP is defined
by

(13.42)

Using conservation of mass, [F] + [B] = [T] is the total
protein kinase concentration, and one can show the
bound and free fractions of PK are given by

(13.43)

Let RB and RF represent the intensity ratio of each
species. At any given cAMP concentration the
observed ratio R is

(13.44)

Assuming that fB + fF = 1.0, one obtains

(13.45)

A ratio of intensities is independent of the total PK
concentration, and independent of sample-to-sample
variations in PK concentration. Hence intensity ratio-
metric measurements are convenient and accurate. See
[99] for additional details.

A13.7. A. The efficiency of energy transfer can be calcu-
lated from eq. 13.13:

(13.46)

B. The expected lifetime in the presence of DNP
can be calculated using eq. 13.14 with τD = 5.0
ns and E = 0.8:

(13.47)

C. The rate of energy transfer (kT) can be calculat-
ed using eq. 13.11 with E = 0.8 and τD = 5 ns:

(13.48)

D. The distance can be calculated using eq. 13.12.
Substitution and rearrangement yields, r6 = 0.20
R0

6, and therefore r = 38.2 Å.
E. The efficiency can be calculated using eq. 13.12

with r = 20 Å. The efficiency is 0.9959. Once the
efficiency is known the intensity can be calculat-
ed using eq. 13.13. The fluorescence intensity
(FDA) is expected to be 0.0041 FD = 0.0841.

F. The 1% impurity would contribute 1% of 20.5,
or 0.205 to the total intensity. The contribution
from this minor component would be
(0.205/0.0841) = 2.44-fold more intense than the
signal from the DNP-binding protein, and would
invalidate any interpretation of the intensity in
the presence of DNP.

G. The lifetime of the sample would be dominated
by the impurity and thus would be near 5 ns.
Such a result is indicative of an impurity. Specif-
ically, the yield is decreased to 0.0041 of the
original value, but the lifetime is relatively
unchanged. When this result is found one should
consider the presence of a fluorescent impurity.

A13.8. In order to calculate the possible effects of κ2 on dis-
tance we need to determine the depolarization factors
due to segmental motion of the donor and acceptor.
Knowledge of the rotational correlation time of the
protein (θ) allows us to account for this component in
the steady state anisotropy. The depolarization factors
due to overall rotation (dpi) can be calculated from the
Perrin equation. For the donor (τD = 5 ns) and accep-
tor (τA = 15 ns) these factors are

(13.49)

(13.50)

Recall that the overall depolarization is given by
Soleillet's rule (Chapter 10), r = r0 dpi dsi, where dsi is
the factor due to segmental motions of the donor or
acceptor. Hence we can use the steady-state
anisotropies and calculate the depolarization factors
due to rapid segmental probe motions:

(13.51)dxD � ( rD
r0 dPD

) 1/2

� 0.71

dPA �
1

1 � τA/θ
� 0.25

dPD �
1

1 � τD/θ
� 0.5

kT �
Eτ�1

D

1 � E
� 8 � 108 s�1

τDA � τD(1�E) � 1 ns

E� 1 �
4.1

20.5
� 0.80

�A� � �cAMP� �KD ( R� RF

RB � R
)

R� fBRB � fFRF

fB �
�B�
�T�

�
�A�

KD � �A�
,    fF �

�F�
�T�

�
KD

KD � �A�

KD �
�F��A�

�B�
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(13.52)

Hence the maximum and minimum values of κ2 are
0.19 and 2.62 (eqs. 13.18 and 13.19). According to
eqs. 13.23 and 13.24, the D–A distance can range
from 0.81R0 to 1.26R0, or from 20.3 to 31.5 Å.

A13.9. If fA = 1.0 then the transfer efficiency is given by eq.
13.13:

(13.53)

and the D–A distance is thus equal to R0. If fA = 0.5 the
transfer efficiency is given by eq. 13.17:

(13.54)

If fA = 0.5 then the transfer efficiency for the actual
D–A pair is 100%, and thus the D–A distance is less
than 0.5R0. The presence of acceptor underlabeling
results in a higher intensity for the presumed D–A pair
and an overestimation of the true D–A distance.

A13.10. Equation 13.25 can be easily derived by writing
expression for the acceptor intensity. In the absence
(FA) and presence of donor (FAD) the intensities are
given by

(13.55)

(13.56)

where excitation is at λD, intensities are measured at
λA, and E is the transfer efficiency. CA(λA

em) is a con-
stant relating the intensity at λA to the acceptor con-
centration. Dividing 13.55 by 13.56, followed by
rearrangement, yields eq. 13.25.

If the extent of donor labeling is less than 1.0, then
the acceptor intensities are given by

(13.57)

(13.58)

where fD is the fractional labeling with the donor.
These expressions can be understood by recognizing
that the directly excited acceptor intensity is inde-
pendent of fD, but the acceptor intensity due to energy
transfer depends on fD. Rearrangement of eqs. 13.57
and 13.58 yields 13.25.

A13.11. Let CA(λA) and CD(λA) be the constants relating the
intensities at λA to the acceptor and donor concentra-
tions, respectively, when both are excited at λD. Since
the donor is assumed to emit at λA, eqs. 13.55 and
13.56 become

(13.59)

(13.60)

In eq. 13.58 we considered the contribution of the
donor in the D–A pair to the intensity at λA. In gener-
al CDA(λA) will be smaller than CD(λA) due to FRET
quenching of the donor. However, CD(λA) can be
measured with the donor-alone sample. CDA(λA) can
be estimated using the shape of the donor emission to
estimate the donor contribution at λA in the doubly
labeled sample. Eqs. 13.59 and 13.60 can be
rearranged to

(13.61)

The transfer efficiency as seen from the acceptor
emission is given by eq. 13.25, which assumes that the
donor does not emit at the acceptor wavelength.
Hence the acceptor emission increases the apparent
efficiency to

(13.62)

and would thus be larger than the actual efficiency. If
the donor does not contribute at λA, then CDA(λA) = 0

Eapp � E�
CDA(λA)

CA(λA)

FAD(λA )

FD(λD )
� 1 �

E εD(λD )

εA(λD )
�

εD(λD )CDA(λA )

εA(λD )CA(λA )

� εD(λD)CDA(λA)

FAD(λA) � �εA(λD) � E εD(λD) �CA(λA)

FA(λA) � εA(λD)CA(λA)

FA(λem
A ) � �εA(λex

D ) � fD E εD(λex
D ) �CA(λem

A )

FA(λem
A ) � εA(λex

D )CA(λemA )

FAD(λem
A ) � �εA(λex

D ) � EεD(λex
D ) �CA(λemA )

FA(λem
A ) � εA(λex

D )CA(λem
A )

E� 1 �
0.5 � 1.0(0.5)

1.0(0.5)
� 1.0

E� 1 �
0.5

1.0
� 0.5

dxA � ( rA
r0 dPA

) 1/2

� 0.71
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and Eapp becomes the true efficiency. See [83] for
additional details.

A13.12. The true transfer efficiency is defined by the propor-
tion of donors that transfer energy to the acceptor, and
is given by

(13.63)

The apparent efficiency seen for the donor fluores-
cence is given by

(13.64)

The apparent efficiency (ED) is larger than the true
efficiency (E) because the additional quenching path-
way decreases the donor emission more than would
have occurred by FRET alone. See [56] for additional
details.

CHAPTER 14

A14.1. The intensity decays of A and C would both be single
exponential, but the intensity decay of B would be a
triple exponential. For sample A the donors are at a
unique distance from acceptors at 15, 20, and 25 Å.
The transfer rate is given by

(14.27)

Calculation of the transfer rate yields kT = 6.88τD
–1.

Hence the decay of sample A is given by eq. 14.1 and
is a single exponential with

(14.28)

The intensity decay of sample C would be the same
single exponential with the same decay time of 0.63
ns.

The intensity decay of sample B would be a triple
exponential. There would be three different decay
times, which can be calculated from the three transfer

rates in eq. 14.28. The decay times are 0.76, 2.5, and
3.96 ns.

A14.2. Since the unquenched lifetime and quantum yields of
the three proteins in sample B are the same, the radia-
tive decay rates are the same and the relative ampli-
tude of the three proteins would be the same. Hence
the intensity decay would be given by

(14.29)

with α1 = α2 = α3 = 0.33 and τ1 = 0.76, τ2 = 2.5 and τ3

= 3.96 ns.
In contrast to the αi values, the fractional intensities

will be very different for each protein in sample B.
These values are given by

(14.30)

Hence the fractional intensities of the three proteins
are 0.105, 0.346, and 0.549.

A14.3. The presence of three acceptors could not be detected
in sample A. This is because the only observable
would be the decreased donor quantum yield or life-
time. The only way the three acceptors could be
detected is from the absorption spectrum, assuming
one knows the extinction coefficient for a single
acceptor.

A14.4. The apparent distance for an assumed single acceptor
can be found from eq. 14.2. Numerically we found kT

= 6.88 τD
–1, which can be equated to an apparent dis-

tance:

(14.31)

Solving for rapp yields R0/rapp = 1.38, so rapp = 14.5 Å.
The extent of energy transfer is thus seen to be domi-
nated by the closest acceptor at 15 Å. The presence of
two more acceptors at 20 and 25 Å only decreases the
apparent distance by 0.5 Å.

A.14.5. A. One acceptor per 60-Å cube corresponds to an
acceptor concentration of 8 mM. Use of eq.
13.33 with R0 = 30 Å yields a critical concen-
tration of 17 mM.
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B. A covalently linked acceptor is somewhat equiv-
alent to one acceptor per sphere of 30 Å, or 8.84
x 1018 acceptors/cm3. This is equivalent to an
acceptor concentration of 15 mM. Covalent
attachment of an acceptor results in a high effec-
tive acceptor concentration.

CHAPTER 15

A.15.1. Using the data provided in Figure 15.28 one can cal-
culate the following values:

Mole% Rh-PE      Rh-PE/Å2 Rh-PE/R0
2 FDA/FD

0.0 0.0 0.0 1.0
0.2 2.8 x 10-5 0.071 0.62
0.4 5.7 x 10-5 0.143 0.40
0.8 11.4 x 10-5 0.286 0.21
1.2 17.1 x 10-5 0.429 0.15

The distance of closest approach can be estimated by
plotting the last two columns of this table on the sim-
ulations shown in Figure 15.17. The observed energy
transfer quenching is greater than predicted for no
excluded area, rC = 0, or much less than R0. This sug-
gests that the donors and acceptors are fully accessible
and probably clustered in the PE vesicles. The R0

value was not reported in [64].
A15.2. The decay times can be used with eq. 15.20 to obtain

the transfer rate kT = 1.81 x 103 s–1. Dividing by the
EB concentration (2.77 µM) yields kT

b = 6.5 x 108

M–1 s–1.
Using eq. 15.25 and the values of R0 and rC, the

maximum bimolecular rate constant is 1.1 x 106 M–1

s–1. The measured values could be larger than the the-
oretical values for two reasons. The positively charged
donors may localize around the negatively charged
DNA. This results in a larger apparent concentration
of EB. Given the small value of rC we cannot exclude
the possibility of an exchange contribution to kT

b.
A15.3. To a first approximation the donor intensity is about

50% quenched when C/C0 = 0.5. This value of C/C0

can be used to calculate the acceptor concentration in
any desired units, as listed in Table 15.3.

Acceptor concentrations near 2 mM are needed in
homogeneous solution. This is generally not practical
for proteins because the absorbance due the acceptor
would not allow excitation of the protein. Also, such
high concentrations of acceptors are likely to perturb
the protein structure.

The situation is much better in proteins and nucleic
acids. In this case the acceptors need only to be about
one per 222 lipids or one per 59 base pairs. This favor-
able situation is the result of a locally high concentra-
tion of acceptors due to their localization in the lipid
or nucleic acid. The bulk concentration of acceptors
can be low and is determined by the bulk concentra-
tion of membrane or nucleic acid.

A15.4. The simulations in Figure 15.31 determine the R0

value because the two-dimensional concentration of
acceptors is known from the area/lipid and the frac-
tional acceptor concentrations. Any point on these
curves can be used to calculate R0. For an acceptor
density of 0.05 and t = τD the value of IDA(t)/ID

0 is
about 0.003. The value of β can be found from eq.
15.9, yielding β = 2.41. For A/PL = 0.05 the area per
acceptor molecule is C0 = 1400 Å/acceptor. Using eq.
15.10 and 15.11 yields R0 = 39.8 Å, which agrees with
the value of 40 Å given in [50].

CHAPTER 16

A16.1. A. Without experimentation, it is not possible to
predict how the fluorescence properties of the
protein will vary when it is unfolded. In general,
one can expect the extent of tyrosine fluores-
cence to increase when the protein is unfolded.
This could be detected by excitation at 280 nm.
The tyrosine emission would appear near 308
nm. It is also probable that the fluorescent inten-
sity or the emission maxima of the single-trypto-
phan residue would change as the protein is
unfolded. Once the spectral characteristics of the
native and unfolded states are determined, the
data can be used to quantify the unfolding
process. It is important to remember that
anisotropy or lifetime measurements may not
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Table 15.3. Approximate Concentrations for 50% 
Quenching in One, Two, and Three Dimensions

Concentrations for
Equation                               50% energy transfer

C0 = (4/3πR0
3)–1 9.55 x 1017 acceptors/cm3 = 1.59 mM

C0 = (πR0
2)–1 6.4 x 1011 acceptors/cm2 = 4.5 x 10–3 acceptors/lipid

C0 = (2R0)–1 5 x 105 acceptors/cm = 1.7 x 10–2 acceptors/base pair



accurately reflect the fractional populations of
the folded and unfolded states. This is particular-
ly true if the quantum yields of the fluorescent
residues in the protein change upon unfolding.

B. The extent of exposure to the aqueous phase
could be studied by measuring the Stern-Volmer
bimolecular quenching constant (kq) and com-
parison of the measured values with those
observed for an N-acetyl-L-tryptophanamide in
the same solvent. One should choose the neutral
tryptophan analogue to avoid electrostatic
effects on the quenching process. The extent of
exposure to the aqueous phase can be estimated
by comparing the measured quenching constant
for the protein with that found for the model
compounds.

C. If the protein associates to form a dimer, it is
possible that the tryptophan residue becomes
shielded from the aqueous phase. In this case
one can expect a change in the intensity or emis-
sion maximum of the protein. If the tryptophan
residue remains exposed to the aqueous phase
upon dimer formation, then it is probable that
the emission spectrum and intensity will remain
the same. In this case the extent of the associa-
tion should still be detectable by changes in the
steady-state anisotropy.

D. In order to measure the distance of the trypto-
phan to the reactive site it is necessary to select
an appropriate acceptor and to covalently label
the protein. It is critical for the protein to be
completely labeled with acceptor, because the
unlabeled fraction will contribute a large amount
to the measured intensity, resulting in an under-
estimation of the distance. Following calculation
of the Förster distance, R0, from the spectral
properties of the donor and acceptor, the dis-
tance can be measured from the decrease in the
donor quantum yield due to the presence of
acceptor.

E. While not immediately obvious, the extent of
energy transfer from a tryptophan donor to an
acceptor is expected to change upon association
of the acceptor-labeled monomers. This is
because, upon dimerization, each tryptophan
residue will be brought into proximity of the
acceptor on the other subunit. Hence each tryp-
tophan will transfer to two acceptors, resulting

in a higher amount of energy transfer and a
lower donor quantum yield in the dimeric state.

A16.2. A. Dimerization could be detected from the steady-
state intensity or the intensity decay. Upon
dimer formation one will observe a twofold
increase in the relative quantum yield. If the
dimerization occurs due to a change in protein
concentration, then it is necessary to normalize
the measured intensities to the same protein con-
centration. If dimerization occurs as a result of a
change in solution conditions, then the intensity
change may be observed at a constant protein
concentration.

B. Dimer formation could be detected by an
increase in the mean lifetime. When dimeriza-
tion is partially complete one expects the decay
to be a double exponential.

C. Dimerization could not be detected from the
steady-state anisotropy. The anisotropy (r) of the
monomer and dimer can be calculated using the
Perrin equation:

(16.6)

where τ is the lifetime and θ is the rotational cor-
relation time. The steady-state anisotropy of the
monomer (rM) and dimer (rD) are equal: rM = rD

= 0.10.
D. Dimerization could be detected by measuring

the anisotropy decay, which will display a longer
mean correlation time as dimers are formed.

E. When 50% of the monomers have formed di-
mers, these dimers contribute twice as much as
the monomers to steady-state intensity. Hence
the fractional intensities are fM = 0.33 and fD =
0.66. The steady-state anisotropy is given by

(16.7)

and is unchanged during dimerization.
For the intensity decay we need to calculate

the values of αM and αD. The relative values are
given by αM = 0.33/2.5 = 0.13 and αD = 0.66/5.0
= 0.13. Hence the intensity decay is given by

(16.8)I(t) � 0.5 exp(t/τM) � 0.5 exp(�t/τD)

r � 0.33rM � 0.66rD � 0.10

r �
r0

1 � τ/θ
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The αi values are equivalent because we
assumed that the intensities and lifetimes both
increased by the same amount, meaning that the
radiative decay rate stayed the same.

For a mixture of monomers and dimers the
anisotropy decay follows the associated model,
where each decay time is associated with one of
the correlation times. At any time t the fraction-
al intensity of the monomer or dimer is given by

(16.9)

(16.10)

where I(t) is given by eq. 16.8. The anisotropy decay
is given by

(16.11)

Hence this mixture of monomers and dimers displays
an associated anisotropy decay.

A16.3. There are two possible explanations for the CRABPI
emission spectra in Figure 16.74. Figure 16.6 shows
that the absorption spectra of indole shift to longer
wavelengths with increasing solvent polarity and/or
hydrogen bonding. CRABPI contains three trypto-
phan residues in different environments, which proba-
bly results in slightly different absorption spectra. An
increase in excitation wavelength could result in selec-
tive excitation of the tryptophan residues in a more
polar environment, which have longer-wavelength
emission maxima.

A second possible explanation is a real-edge excita-
tion shift (REES). A solution of indole or tryptophan
in a viscous polar solution will show a shift to longer-
wavelength emission as the excitation wavelength is
increased. This effect is due to selective excitation of
those fluorophores that are surrounded by solvent
molecules that have orientations similar to the relaxed
excited state. In the case of CRABPI the dominant
cause of the emission spectral shifts is probably the
different environments of the three tryptophan
residues.

A16.4. The emission spectra in Figure 16.75 show that the
region of MRP near W93 binds to calmodulin. The N-
terminal region of MRP does not appear to interact
with calmodulin, or at least interaction does not result
in a spectral shift. The presence or absence of interac-
tion of W4 with calmodulin could be further studied
by steady-state anisotropy measurements. If W4 does
not interact with calmodulin, then there should be no
change in the anisotropy of W4 upon addition of
calmodulin.

A16.5. Figure 16.76 shows the steady-state intensities of WT-
LADH and the W314L mutant. For both acrylamide
and iodide the amount of quenching is higher for W15
in the mutant protein than for the WT protein contain-
ing both W15 and W314. The Stern-Volmer plots in
Figure 16.77 show a higher quenching constant for
W15 in W314L than for the WT protein. The data in
Figure 16.76 and 16.71 thus indicate that W15 in
LADH is more accessible to water-soluble quenchers
than is W314, which contributes part of the observed
intensity in the WT protein. The modified Stern-

r(t) � fM(t)rM(t) � fD(t)rD(t)

fD(t) �
0.5e�t/τD

I(t)

fM(t) �
0.5e�t/τM

I(t)
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Figure 16.76. Fluorescence intensity of WT-LADH and the W314L
tryptophan mutant in the presence of acrylamide and iodide. Revised
from [201].



Volmer plots in Figure 16.78 suggest a somewhat
higher y-axis intercept for the WT protein than for
W314L. A higher y-axis intercept indicates a larger
fraction of fluorescence that is not accessible to
quenchers, which in the case of the WT protein is
W15.

CHAPTER 17

A17.1. The activation energy for any process can be calculat-
ed by plotting the logarithm of the rate constant (k)
versus the inverse of the temperature in degrees
Kelvin. For an anisotropy decay the rotational rate (R)
is related to the rotational correlation time (θ) by θ =
(6R)–1. The plot of ln (6R) versus (EK)–1 is shown in
Figure 17.49. The activation energy can be calculated
from the Arrhenius equation:148

(17.4)

where A is a constant of integration and Rg is the gas
constant. This equation is simply an expression that

the rate of a process depends on a frequency factor and
the energy needed to pass over an energy barrier:

(17.5)

From this analysis (Figure 17.49) one finds EA = 6.178
kcal/mole, which is typical for rotational diffusion of
proteins in water. Also, this value is comparable to the
activation energy for the temperature-dependent vis-
cosity of water, EA = 4.18 kcal/mole.

The steady-state anisotropy for RNase T1 at each
temperature can be calculated from the Perrin equa-
tion

(17.6)

Hence the values are expected to be 0.151, 0.137,
0.128, 0.114, and 0.104, in order of increasing temper-
ature from –1.5 to 44.4EC in Table 17.7.

A17.2. The cone angle for tryptophan rotational freedom can
be calculated from the ratio of the anisotropy ampli-
tude associated with the long correlation time, to the

r �
r0

1 � τ/θ

k�A exp(�EA/RT)

ln ( k) � ln (6R) � �
EA

Rg
�  lnA
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Figure 16.77. Stern-Volmer plots for acrylamide and iodide quench-
ing of WT-LADH and the W314L tryptophan mutant. Figure 16.78. Modified Stern-Volmer plots for iodide and acrylamide

quenching of WT-LADH and the W314L tryptophan mutant.



total anisotropy. The fractional contribution of the
long correlation time (tL) is given by

(17.7)

This fraction can be related to the displacement of the
transition dipole according to the definition of
anisotropy:

(17.8)

Alternatively, this fraction can be related to the angle
(θc) through which the tryptophan rotates before strik-
ing an energy barrier:

(17.9)

Application of these expressions to the data in Table
17.4 yields the following results in Table 17.9.

A17.3. The time-zero anisotropy, r(0), for RNase T1 in Table
17.7 is derived from the time-domain data and is lower
than from other reports. One possible origin of the dif-
ference is the shorter excitation wavelength (295 nm)
for the time-domain data and the possibility of a small
error in the reported excitation wavelength. Another
difference is that r(0) was a variable parameter in the
analysis of the time-domain data. It is possible that a
short component in the anisotropy decay was missed
by limited time resolution, as suggested by molecular
dynamics simulations or RNase T1.149

A17.4. A. The intensity decays more slowly at longer
emission wavelengths. This indicates that the
mean decay time is increasing. In this case the
effect is due to an increasing fractional contribu-
tion of the long-lived component (9.8 ns).

B. The decay-associated spectra are calculated
using the data in Table 17.8 and eq. 17.3, result-
ing in the DAS shown in Figure 17.50. In order
to interpret the DAS one has to assume that each
decay time (3.8 or 9.8 ns) is associated with one
of the tryptophan residues. Using this assump-
tion the 3.8 ns decay time is associated with a
blue-shifted emission and a lower quantum yield
than the red-shifted 9.8 ns residue.

C. The most rigorous way to confirm assignment of
the DAS is to create the single tryptophan
mutants. Each mutant should display one of the
calculated DAS. One could also use quenching
by iodide or acrylamide with the two tryptophan

fL � [ 1

2
 cos θc (1 � cos θc) ] 2

cos2
 β �

2fL � 1

3

fL �
r01

r01 � r02

916 ANSWERS TO PROBLEMS

Figure 17.49. Arrhenius plot for the rotational correlation times of
RNase T1. Data from [54].

Table 17.9. Angular Freedom of NATA and Tryptophan Residues in Single-Tryptophan
Peptides and Proteins at 20°C

Proteins r0 = r01 + r02 fL β (deg)                 θc (deg)

RNase T1, 20°C 0.310 1.00 0.0 0.0
Staph. nuclease 0.321 0.944 11.1 11.2
Monellin 0.315 0.768 23.2 23.8
ACTH 0.308 0.386 39.8 43.8
Gly-trp-gly 0.325 0.323 42.2 47.3
NATA 0.323 1.00 0.00 0.00
Melittin monomer 0.323 0.421 38.4 41.9
Melittin tetramer 0.326 0.638 29.4 30.8



wild type protein. In this case one expects the
9.8-ns emission to be more sensitive to quench-
ing given its longer lifetime and higher exposure
to the aqueous phase. The emission spectra
could also be resolved by the quenching-
resolved method.

A17.5. The Förster distance for any given value of κ2 can be
calculated using

(17.10)

Using this expression the Förster distance is 35.1 Å
for κ2 = 2/3 and 42.2 Å for κ2 = 2. Since the crystal
structure shows κ2 = 2, the R0 value of 42.2 Å should
be used to calculate the tryptophan-to-heme distance.
This distance r can be calculated using the transfer
efficiency (E) and R0 values from

(17.11)

For a transfer efficiency of 97% the distance is r =
23.6 Å using R0 = 42.2 Å. If the value of R0 = 35.1 Å
is used, then r = 19.7 Å. The trp-to-heme distance106

from the crystal structure is 17.2 Å. Even though the
crystal structure shows κ2 = 2, the calculated distance
is in better agreement with the structure using κ2 =
2/3.

CHAPTER 18

A18.1. The anisotropy of DPPS is higher for two-photon
excitation because of cos4 θ photoselection. The ratio
of the two- to one-photon anisotropies is near 1.39,

which is close to the predicted values for parallel tran-
sitions: 1.425 (Section 18.5).

The anisotropy is independent of temperature
because the lifetime decreases with increasing temper-
ature. The decrease in lifetime offsets the decrease in
correlation time, resulting in a constant anisotropy.

A18.2. The output of mode-locked dye lasers is usually cavi-
ty dumped by a device inside the laser cavity. During
the time periods between dumping, power builds up in
the optical cavity and the average power does not
decrease much as the repetition rate is decreased. The
repetition rate of a Ti:sapphire laser is usually reduced
using a pulse picker that is outside the cavity. The
extra pulses are discarded and there is no buildup of
power in the cavity between picking. The average
power drop is proportional to the decreased repetition
rate. For this reason Ti:sapphire lasers are usually used
without pulse pickers with an 80-MHz repetition rate.
The FD data in Figure 18.17 were obtained using the
harmonic content of the 80-MHz pulse train so that
only a limited number of frequencies were measured
(Chapter 5).

A18.3. Release of calcium in the cell results in increased
energy transfer in the cameleon. When energy transfer
increases the donor intensity at the shorter wavelength
(480 nm) decreases relative to the acceptor intensity at
535 nm. Hence the ratio becomes larger, which is
shown on the scale as the red color.

CHAPTER 19

A19.1. The lifetimes can be calculated using tan φ = ωτ. From
Figure 19.13 the phase angles at 0 and 20.55% oxygen
are 48 and 15E, respectively. Recalling the frequency
ω = 2πx, the respective lifetimes are 45.2 and 10.9 µs.

A19.2. The data in Figure 19.80 can be used to determine the
lifetimes of camphorquinone in PMMA at various
partial pressures of oxygen. These values can be used
to construct a lifetime Stern-Volmer plot (Figure
19.83). The oxygen bimolecular quenching constant is
near 2.8 x 106 M–1 s–1, which is nearly 104 smaller than
that for oxygen in water. This suggests a low diffusion
coefficient of oxygen in PMMA of about 7 x 10–9

cm2/s. Of course, the accuracy of these values depends
on the assumed oxygen solubility in PMMA.

A19.3. Careful examination of Figure 19.9 reveals that
[Ru(Ph2phen)3]2+ is quenched tenfold at 30 torr oxy-

E �
R6

0

R6
0 � r6

R0(in Å ) � 9.78 �  103�κ2
 n�4

 QD J(λ) �1/6
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Figure 17.50. Decay-associated spectra calculated from Table 17.7.
Data from [147].



gen. The Stern-Volmer quenching constant is propor-
tional to the lifetime, which is near 5 µs. Hence for the
5-ns probe F0/F = 1.009 at this same oxygen pressure.
At the highest oxygen pressure of 80 torr, the short-
lifetime probe will be quenched less than 3%. This
extent of quenching is negligible, so the 5-ns probe
can serve as an intensity reference.

A19.4. The spectra in Figure 19.81 show that the absorption
of TB decreases with decreasing pH. The high-pH
form of TB is the acceptor for SR101. As the percent-
age of CO2 increases the pH of the polymer matrix
decreases. This results in a decreased absorbance of
TB, less RET from SR101 to TB, and an increase in
the apparent lifetime. The increases in apparent life-
time result in the larger phase angle with 2% CO2. The
apparent lifetimes of 0 and 2% CO2 are 0.35 and 1.24
ns, respectively.

A19.5. A. The range of anisotropies can be calculated from
the Perrin equation

(19.15)

The anisotropy of the free peptide will be 0.080,
and the anisotropy of Ab-Fl-P will be 0.385.

B. The anisotropies are additive (e.g., 19.14).
Hence the anisotropy with 10% free Fl-P is
given by

(19.16)

C. Displacement of Fl-P from Rh-Ab will result in
a tenfold increase in the intensity of Fl-P due to
elimination of RET. For such cases, the fraction-

al intensity of the free and bound forms are
given by

(19.17)

(19.18)

where mi are the molecular fractions in the free
or bound state, and qi are the quantum yields. If
qF = 10qB, then

(19.19)

For a molecular fraction of 10%, fF = 0.53.
Hence 10% displacement of Fl-P results in over
50% of the emission from the free peptide. The
anisotropy is

(19.20)

and is seen to decrease more rapidly with dis-
placement of Fl-P. We used 0.40 for the
anisotropy of the bound form because RET will
decrease the lifetime of the fluorescein to 0.40
ns.

CHAPTER 20

A20.1. A. The decay time can be calculated from the slope
of the long-lifetime component using any two
points. For instance, extrapolating the long
decay time to zero, the intensities of this compo-
nent at t = 0 and t = 500 ns in Figure 20.50 are
near 2000 and 600, respectively. For a single-
exponential decay the intensities at two points in
time are related by ln I(t1) – ln I(t2) = –t1/τ + t2/τ.
Insertion of the values at t = 0 and t = 500 ns
yields τ = 415 ns.

B. α1 = 0.962, α2 = 0.038. These values are from
Figure 20.50, following normalization of α1 and
α2 = 1.0.

C. f1 = 0.296, f2 = 0.704.

r � 0.53(0.08) � 0.47(0.40) � 0.230

fF �
10mF

10mF �mB

fB �
mBqB

mFqF �mBqB

fF �
mFqF

mFqF �mBqB

r � 0.10(0.08) � 0.90(0.385) � 0.355

r �
r0

1 � (τ/θ )
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Figure 19.83. Stern-Volmer plot for oxygen quenching of cam-
phorquinone in PMMA. Data from [308].



D. f1 = 0.0004, f2 = 0.9996. This result shows that
off-gating essentially eliminates the short-lived
component, decreasing its fractional contribu-
tion from 0.296 to 0.0004.

A20.2. The oxygen bimolecular quenching constant can be
calculated using the decay times in the absence and in
the presence of 100% oxygen. The value of τ0/τ = 16.3
= 1 + kqτ0[O2]. Using [O2] = 0.001275 M and τ0 = 3.7
µs one obtains kq = 3.24 x 109 M–1 s–1. This value is
reasonably close to the diffusion-controlled limit and
indicates that the quenching by oxygen is highly effi-
cient.

CHAPTER 21

A21.1. To answer this question we need to design quenching
or anisotropy measurements that could potentially be
used for sequencing. Consider sequencing with four
fluorescent ddNTPs. The Stern-Volmer quenching
constants could be different due to either different life-
times or different accessibilities to the collisional
quencher. Then the sequence could be determined by
the quenching constant for each fluorescent band on
the gel. Determination of the quenching constant
requires a minimum of two intensity measurements: in
the absence of quencher and in the presence of a
known concentration of quencher. Although such
measurements are possible, the use of two samples to
measure a single base is too complicated for large-
scale sequencing of DNA.

Suppose that the sequencing reaction is performed
with a single fluorescent primer. Because anisotropy
measurements depend on molecular weight, in princi-
ple each oligonucleotide will display a different
anisotropy. In practice the anisotropies for DNA
oligomers, differing by a single base pair, are likely to
be too similar in magnitude for useful distinction
between oligomers. If the adjacent base pair changes
the lifetime of the labeled oligomer, then the
anisotropy measurements may be able to identify the
base.

Consider the use of four fluorescent ddNTPs, each
with a different lifetime. In this case the anisotropy
would be different for each base pair, and the
anisotropy measurement could be used to identify the
base. This approach is more likely to succeed for
longer oligomers, where the anisotropy will become

mostly independent of molecular weight. For shorter
oligomers the anisotropy will depend on the fragment
length.

CHAPTER 22

A22.1. In Figure 22.15 it is clear that the F-actin is red and the
green color is where the mitochondria are expected to
be localized. In Figure 22.19 the colors are reversed:
F-actin is green and mitochondria are red. At first
glance it appears that the legend for one of the figures
is incorrect, or that the cells in Figure 22.15 were
labeled with fluorophores that stained actin red and
mitochondria green. The legends are correct. Both
images are created using pseudocolors. Figure 22.19
was created by an overlay of three intensity images.
The color of each image was assigned to be similar to
the emission maxima of the probes: DAPI is blue,
Bodipy-FL is green, and MitoTracker is red. These
assignments give the impression that Figure 22.19 is a
real color image. In Figure 22.15 the colors were
assigned according to lifetime. The lifetime in the
nucleus was assigned a blue color, which agrees with
Figure 22.19. However, in Figure 22.15 the lifetime of
F-actin was assigned to be red, and the lifetime of
MitoTracker was assigned to be green. The pseudocol-
or assignments of the red- and green-emitting fluo-
rophores are opposite in Figures 22.15 and 22.19.

CHAPTER 23

A23.1. The intensity needed to excite the fluorophore can be
calculated using eq. 23.5. If there is no intersystem
crossing than S1 = τσ Ie ST. The intensity required is
given by S1/ST = 0.5 τσ Ie. The cross-section for
absorption can be calculated using eq 23.1, yielding σ
= 4 x 10–16 = 4 Å2. In performing this calculation it is
important to use a conversion factor of 103 cm2/liter.

The number of photons per cm2 per second can be
calculated from Ie = 0.5 (τσ)–1 = 3.1 x 1023/cm2 s. The
power can be calculated from the number of photons
per second per cm2 and the energy per photon = hν/λ,
yielding 103 kW/cm2, and an area of 1 µm2 = 10–8

cm2, so the power needed to saturate the fluorophore
is 0.001 watts/cm2.
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CHAPTER 24

A24.1. Figure 24.8 gives the concentration of R6G and the
inverses of the τ = 0 intercept give the apparent num-
ber of fluorophores. Using G(0) = 0.12 at 1.25 nM
yields N = 8.3 molecules. The volume can be calculat-
ed from

where NA is Avogadro's number, yielding Veff = 11.0 fl.
The effective volume is related to the dimensions by
Veff = π3/2 s2u, which becomes Veff = 4π3/2 s3 for the
assumed u/s ratio. Recalling that 103 liters = 1 cubic
meter, one finds s = 0.79 µm and u = 3.16 µm.

A24.2. The ratio of the diffusion times can be read off the
graph. Taking the maximum difference near G(τ) =
0.35, one finds τD(GroEL)/τD(α-LA) = 0.4/0.15 = 2.7,
which indicates a 33 = 19.7-fold increase in molecular
weight. This is somewhat less than the expected value
of 49.4 from the ratio of the molecular weight. One
possible explanation is the diffusion coefficient of
denatured α-LA is lower than for the native protein,
causing the τD ratio to be lower than expected.

24.3. If we know the diffusion coefficient the time can be
calculated without knowing the beam diameter. The
time required to diffuse 10 µm can be calculated using
∆x2 = 2∆τ, where ∆x is the distance. Using D = 3 x
10–8 cm2/s and recalling that 104 cm2 = 1 m2, one finds
τ = 16.7 s. The time required to diffuse 10 µm does not
depend on the beam diameter, so τ is the same for a 1-
or 2-µm diameter beam.

A24.4. The autocorrelation function yields the relaxation time
for the opening–closing reaction, which is τR = (k1 +
k2)–1. The equilibrium constant is given by K = k1/k2.
The values of K can be determined by examining the
fluorescence intensity of the beacon as a function of
temperature. The fractional intensity between the low-
and high-temperature intensities yields the fraction of
the beacon that is open at the temperature used to col-
lect G(τ). This fraction yields the equilibrium constant
K, allowing k1 and k2 to be calculated.

A24.5. The volume in the TIR FCS experiment can be esti-
mated using V = πs2d. The volume is 1.96 fl. The con-
centration needed is given by

where NA is Avogadro's number, and

nM

The area occupied by a single lipid molecule is 0.7
nm2. The area of the illuminated membrane is 19.6
µm2 = 19.6 x 106 nm2. Hence to obtain 10 fluo-
rophores in the illuminated area the fraction of labeled
fluorophores should be 7.3 x 10–7, or approximately 1
labeled lipid per 1,372,000 unlabeled lipid molecules.

A24.6. The effect of dilution on the self-association of tubu-
lin can be determined in two ways. If the tubulin com-
plex dissociates upon dilution then the diffusion coef-
ficient will decrease and the autocorrelation curves
shift to shorter times. Because of the change in ampli-
tude the presence or absence of a shift cannot be seen
in Figure 24.50.

Another way to determine if the complex dissoci-
ates is from the apparent number of diffusing mole-
cules. If all the substrates are labeled, dissociation will
result in a higher value of Napp. Figure 24.51 shows a
plot of Napp versus total tubulin concentration. Napp

scales linearly with concentration, showing the com-
plexes do not dissociate. This approach is only valid if
all the tubulin is labeled. If there was only one labeled
tubulin per complex then dissociation would not
increase Napp but the diffusion coefficient would
change.

CHAPTER 25

A25.1. The radiative decay rate in the absence of SIF can be
calculated from the quantum yield and natural lifetime

C� 8.5

C�N/VNA

Veff �N/C NA
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Figure 24.51. Effect of sample dilution on the apparent number of dif-
fusing tubulin particles. Revised and reprinted with permission from
[38]. Copyright © 2003, American Chemical Society.



τN. Since Γ = τN
–1, then Γ = 2.5 x 108 s–1. Using the

definition of the quantum yield in eq. 25.1 the non-
radiative decay rate is given by

(25.5)

This value of knr is reasonable because knr must be sig-
nificantly larger than Γ to account for the low value of
QO = 0.02.

In the presence of SIF the quantum yield increases
4.8-fold to Qm = 0.096. This quantum yield is related
to the total decay rate by

(25.6)

so that

(25.7)

The radiative decay rate due to the metal is given by
Γm = ΓT – Γ = 1.05 x 109 s. Hence Γm/Γ = 4.7.

If only 10% of the Rose Bengal is affected, then the
apparent quantum yield (QA) is related to the quantum
yield near the SIF and in solution as

(25.8)

Using QA = 0.096, then Qm = 0.78. The value of ΓT

can be calculated from eq. 25.7, so that ΓT = 4.34 x
1010 s–1, and then Γm = 4.32 x 1010 s–1. If only 10% of
the RB population is affected by the SIF, then Γm/Γ =
173.

QA � 0.90QO � 0.10Qm

ΓT �
Qm knr

1 �Qm
� 1.3 � 109 s�1

Qm �
ΓT

ΓT � knr

knr �
Γ �QO Γ

QO
� 122.5 � 108 s�1
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A

Absorption spectroscopy, 12
Acetate quenching, 535
Acetoxymethyl esters, 647, 648
2-Acetylanthracene (2-AA), 214–215
N-Acetyl-L-tryptophanamide. See NATA (N-acetyl-L-tryptophanamide)
N-Acetyl-L-tyrosinamide (NATyrA). See NATyrA
N-Acetyl tryptamine, 314
Acoustooptic (AO) crystal, 110, 112
Acoustooptic (AO) modulators, 165
Acoustooptic deflector, laser, 111–112
Acridine

DNA technology, 716–717
excited-state reactions, 260, 267–268

Acridine orange, 2, 3, 514–515
Acriflavine, 190, 191
Acrylamide quenching, 278–279, 284–286, 287, 290, 292–293, 313, 336

absorption spectra, 301
bimolecular quenching constants, 281–282
covalent adduct formation, 314
intensity decays, 346
NATA, 285, 346, 347
proteins, 547

DNA β helicase hexamer, 313
metalloprotease, 550–551
single-tryptophan, 547, 548
tryptophan position and, 550

quenching efficiency, 281
quenching-resolved spectra, 302
structural motifs and tryptophan spectral properties, 561–562, 563
transient effects, 346–347

Acrylodan, 70, 217, 226
Actin, 784
1-Adamantanol, 228
Adduct formation, intramolecular quenching, 314
Adenine and derivatives, 16, 278, 287–288

Förster distances, 468
Adenosine monophosphate, 16
Adenylate kinase, 823
ADMAN, 230
ε-ADP, 313
Adrenocorticotropin (ACTH), 536, 547
Adrenodoxin (AD), 561
Aequores victoria, 81, 82
Aladan-GB1, 245
Alcohol dehydrogenase, 395, 584
Alcohols, dielectric relaxation times, 250–251
Alexa 488
Alexa 546, 459

Alexa Fluor, 69, 70–71
Alkaline phosphatase, 318
Alkylaminoanthracene derivatives, phosphate sensors, 643
N-Alkyl pyridinium, 278
Allophycocyanin, 84, 468
Alpha helices, 561–562, 563
Aluminum, 868
Alzheimer's disease, 827

aggregation of β-amyloid peptides, 515–516
fluorescence-lifetime imaging microscopy, 750
time-resolved RET imaging, 498

Amines, 316
fluorogenic probes, 79
quenching, 278, 279, 314, 642

Amino acids
genetically inserted, 565–566
phosphorescence quenching, 318
time-resolved emission spectra (TRES), 244–245

9-Aminoacridine, 434
Aminoacyl-tRNA synthetase, 565
3-Aminofluoranthene (AFA), 190, 191
3-Amino-N-methylphthalimide, 257
4-Aminophthalimide (4-AP), 240
2-Aminopurine, 75, 76

frequency-domain lifetime measurements, 180–185
mixture lifetime resolution, 138–141
time-domain lifetime measurements, 137–138

Ammonium group, 579
Amphiphilic starlike macromolecules (ASM), 253
Amplifiers, 115
Amplitude-weighted lifetime, 142
β-Amyloid peptides, energy transfer, 515–516
Amyloid plaques, fluorescence-lifetime imaging microscopy, 750
Amyloid proteins, 827
Analog-to-digital converter (ADC), 105, 115, 122
Analyte recognition probes, 78–79, 643–650. See also specific elements

calcium and magnesium, 647–650
cation probe specificity, 644
intracellular zinc, 650
sodium and potassium, 645–647
theory of, 644–645

2-Anilinonaphthalene (2-AN), 213–214, 216, 242
1-Anilinonaphthalene-8-sulfonic acid. See ANS (1,8-anilinonaphthalene-

8-sulfonic acid)
8-Anilinonaphthalene-1-sulfonic acid (8-ANS). See 8,1-ANS
Anion indicators, 16–17
Anion sensors, 641–643. See also Chloride probes

chloride, 631–632
oxygen, 627–630
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Anisotropy, 353–378
applications, 20–21
biochemical applications, 372–374

helicase-catalyzed DNA unwinding, 373–374
melittin association detected from homotransfer, 374
peptide binding to calmodulin, 372–373
trp repressor binding to DNA, 373

definition, 353–355
electronic state resolution from polarization spectra, 360–361
emission wavelength and, 437–438
energy transfer, 453
excitation anisotropy spectra, 358–361, 531–533
excitation photoselection of fluorophores, 357–358
instrumentation, 36–37
lifetime-resolved, 435–436
measurement, 361–366

comparison of methods, 363–364
depolarization, trivial causes, 365–366
factors affecting anisotropy, 366
L-format or single channel method, 361–363
magic-angle polarizer conditions, 364
polarizer alignment, 364
resonance energy-transfer effects, 364–365
T-format or two-channel method, 363–364
total intensity, 364

membranes and membrane-bound proteins, 374–377
distribution, 375–377
membrane microviscosity, 374–375

metal–ligand complexes, 685, 688–689
multiphoton excitation, 612–613, 615

excitation photoselection for two-photon excitation, 612
two-photon anisotropy for DPH, 612–613

Perrin equation, rotational diffusion effects, 366–370
examples of Perrin plots, 369–370
rotational motions of proteins, 367–369

Perrin plots
of proteins, 370–372
segmental motion effects, 436

photoselection, 357–358
polarization, molecular information from fluorescence, 19
principles, 12–13
proteins

association reactions, 372–374
Perrin plots, 370–372

rotational motion, 102–103
segmented motions, 436
single-molecule detection, 775–776
Soleillet's rule, depolarization factor multiplication, 436–437
theory, 355–358
transition moments, 377–378
tryptophan, 531–532

Anisotropy, advanced concepts, 413–438
associated anisotropy decay, 413–417

theory, 414–415
time-domain measurements, 415–417

biochemical examples, 417–419
frequency-domain measurements, 417–418
time-domain studies of DNA binding to Klenow fragment, 417

DNA, 432–433
ellipsoids, anisotropy decay, 419–420
ellipsoids of revolution, 420–425

oblate, intuitive description of, 422–423
rotational correction times, 423–425

simplified, 421–422
stick vs. slip rotational diffusion, 425

global anisotropy decay analysis, 429–432
with collisional quenching, 430–431
with multi-wavelength excitation, 429–430
quenching application to protein anisotropy decays, 431–432

planar fluorophores with high symmetry, 435
rotational diffusion

of ellipsoids, theory, 425–426
frequency-domain studies of, 427–429
of non-spherical molecules, 418–419
time-domain studies, 426–427

transition moments, 433–435
Anisotropy decay laws, 390–394

associated delays, 393
correlation time distributions, 393
hindered rotors, 391–392
non-spherical fluorophores, 391
segmental mobility of biopolymer-bound fluorophore, 392–393

Anisotropy decays, 14, 102–103, 413–417
energy transfer, 453
in frequency domain, 588–589
melittin, 590–591
proteins, 587–588, 589–591
ribonuclease T1, 584–585

Anisotropy decays, time-dependent, 383–409
analysis, 387–389
frequency-domain decays, 390
r0 value, 389
time-domain decays, 387–389
correlation time imaging, 406–408
laws governing, 390–394

associated decays, 393
correlation time distributions, 393
decays of rhodamine green and rhodamine green-dextran, 394
hindered rotors, 391–392
non-spherical fluorophores, 391
segmental mobility of biopolymer-bound fluorophore, 392–393

membrane probe, characterization of, 401–402
membranes, hindered rotational diffusion in, 399–402
microsecond, 408–409

long-lifetime metal–ligand complexes, 408–409
phosphorescence, 408

nucleic acids, 402–406
DNA binding to HIV integrase, 404–406
DNA oligomer hydrodynamics, 403
intracellular DNA dynamics, 403–404

proteins, frequency-domain decays of, 383–387, 397–399
apomyoglobin, rigid rotor, 397–398
melittin, 398
oxytocin, picosecond rotational diffusion, 399

proteins, time-domain decays of, 383–387, 394–397
alcohol dehydrogenase, 395
domain motions of immunoglobulins, 396–397
free probe, effects of, 397
phospholipase A2, 395
Subtilisin Carlsberg, 395–396

Anisotropy fluorescence correlation spectroscopy, 829
Anisotropy polarization, 624–625

molecular information from fluorescence, 19
Anisotropy spectra, excitation, 358–361, 531–533
Annexins, 148
Annexin V, 148, 585–587
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ANS
time-resolved fluorescence correlation spectroscopy, 819

8,1-ANS (8-anilino-1-naphthalenesulfonate), 226–227, 258
ANS (1-anilinonaphthalene-6-sulfonic acid), 71–72
ANS (1-anilinonaphthalene-8-sulfonic acid)

anisotropy decay, 417–418
red-edge excitation, 258
solvent effects, 212

6-ANS (6-anilinonaphthalene-2-sulfonic acid), 230
Förster distances, 468

ANS derivatives, solvent effects, 212
Anthracene, 3, 56, 59, 316, 632

emission spectrum, 9, 199
frequency-domain lifetime measurements, 170–171
orientation factor, 465
quenchers of, 278, 279
TRES and DAS comparison, 255

Anthranilic acid
frequency-domain lifetime measurements, 180–185
mixture lifetime resolution, 138–141
time-domain lifetime measurements, 137–138

9-Anthroxycholine (9-AC), 226–227
Anthroyl fatty acid, 72
Anthroyloxy fatty acids, 279

9-AS, 359–360
12-AS, 360, 375
Förster distances, 468
solvent relaxation, 248–249
TRES, 248–249

12-Anthroyloxy stearate, 375
9-Anthroyloxy stearic acid, 359–360, 369
Anthroylxanthyl cations, quenchers of, 279
Antibody labeling, 69
APC (allophycocyanin)

Förster distances, 468
Apoazurin, 546–547, 583–584
Apo E3, 454–455
Apo E4, 454–455
Apolipoproteins, 454
Apomyoglobin, 17, 368, 417–418, 549

anisotropy decay, 397–398
protein folding, 560
time-resolved emission spectra (TRES), 243–244

Apoperoxidase, 368
Apparent distance distributions, 478–480
Apparent phase and modulation lifetimes, 191–192, 266–267
Aptamers, 724–726
APTRA, 644, 649
Archaebacterial histone-like protein (HTa), 544–545
Arc lamps, 28, 31, 33
Argon-hydrogen flashlamps, 113–114
Argon-ion lasers, 39, 109, 110–111, 715–716
Aromatic amino acids, 314. See also Phenylalanine; Tryptophan; 

Tyrosine
fluorescence parameters of, 64
intensity decays, 578
quantum yield standards, 54
spectral properties, 530–535

Arrays
DNA, 732–734
multiplexed microbead:suspension, 726–728

Arsine ligand, 693
9-Arylxanthyl cations, 279

9-AS, 359–360
12-AS, 360, 375
Asparaginase, 548
Associated anisotropy decays, 393, 413–417
Association constant, 282
Association reactions

anisotropy, 372–374
helicase-catalyzed DNA unwinding, 373–374
melittin association detected from homotransfer, 374
peptide-calmodulin binding, 372–373
Trp repressor-DNA binding, 373

calmodulin, tryptophan mutants, calcium binding site resolution, 552
energy transfer, 455–456
literature references, 837
orientation of bound peptide, 456–457
Prodan effects on emission spectra, 217–219
quenching, 304–305

accessibility to quenchers, 312–313
substrate binding to ribozymes, 311–312

specific binding reactions, 304–305
Asymptotic standard errors (ASEs), 134–135, 163, 180
ATP, 455
ATPase, single-molecule activity, 770–771
Autocorrelation function, 132–133
Autocorrelation function of fluorescence fluctuations, 800–802,

804–805, 810–811, 813
Avalanche photodiodes (APDs), 114
Avidin, 450, 676
7AW, 564, 565
Azacrown, 79
Azacrown ethers, 644
Azide, 348
Azurin, 536, 546, 547, 583, 588

emission spectra of molecules with one or two tryptophan, 539
fluorescence studies of, 538
site-directed mutagenesis of single-tryptophan, 538–539

B

BABAPH, 253–255
BABP, 253–255
Background signal, 366
Bandpass filters, 39
BAPTA, 79, 644, 647–648
BAPTA-based probes, 648–649
Barnase, 556–557

decay-associated spectra, 591–592
β-Barrel, 538
BCECF, 751
Bead sensors, 656
Beam splitter, 29, 777
Beer-Lambert law, deviation from, 58–59
Beer's law, deviation from, 59
Benzene, 230

quenching of indole, 537
Benzo(b)fluoranthene, 632
Benzodiazepines, 23
5,6-Benzoquinoline, 279
Bialkali photocathode, 45–46
Bilins, 84
Bimolecular quenching, 281–282, 294, 304, 547–549
Bimolecular quenching constant, 339
Binding. See Association reactions
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Bioaffinity reactions, 807–810
Biomembranes

fluorescence correlation spectroscopy, 810–815
binding to membrane-bound receptors, 813–815
lateral diffusion, 812–813

literature references, 838
Biomolecules

anisotropy, 372–374
peptide binding to calmodulin, 372–373

co-localization of, literature references, 791
diffusion of, literature references, 791–792
energy transfer (See Energy transfer)
fluorophores, principles, 15–17, 20–21 (See also Fluorophores)
frequency-domain lifetime measurements, 177, 186–189

DNA, DAPI-labeled, 186–187
fluorescence microscopy with LED light source, 189
gigahertz data, 177–178
green fluorescent protein, one- and two-photon excitation, 171
Mag-Quin-2, magnesium probe, 187–188
melittin lifetime distributions, cross fitting of models, 188–189
NADH intensity decay, 172
recovery of lifetime distributions from data, 188
SPQ, collisional quenching, 171–172
staphylococcal nuclease and melittin multi-exponential 

decay, 171
laser scanning microscopy, 750
photoinduced electron transfer quenching, 341–342
polarization, literature references, 794
quenching

effects of quenchers on proteins, 292
ethenoadenine derivatives, 287–288
substrate binding to ribozymes, 311–312
Tet repressor, 302–304

single-molecule detection, 757–788
ATPase activity, 770–771
calcium sensor, 784
chaperonin protein, 771–773
conformational dynamics of Holliday junction, 782–783
enzyme kinetics, 770
molecular beacons, 782
motions of molecular motors, 784
turnover of single enzyme molecules, 780–782

single-molecule detection, time-resolved studies, 779–780
solvent effects on emission spectra

calmodulin, hydrophobic surface exposure, 226–227
cyclodextrin binding using dansyl probe, 227–228
membrane binding site polarity, 206–207
with Prodan, 217–219
with solvent-sensitive probes, 226–229

structural analogs as fluorophores, 80
time-domain lifetime measurements

chlorophyll, 146–147
FAD intensity decay, 147–148
multi-exponential or heterogeneous decays of, 101–103
single-tryptophan protein, 145

time-resolved emission spectra (TRES)
analysis, 246–248
apomyoglobin, 243–244
labeled membranes, 245–249
proteins, spectral relaxation in, 242–243

Biopolymers
bound fluorophore segmental mobility, 392–393
diffusion in, 501

Biotin, 310
2,2'-Bipyridine, 684
Bis DNA stains, 713–715
Bis-MSB, 610
Blood gas sensors

energy-transfer mechanisms, 633–634
two-state, optical detection of, 637

Blue-shifted spectra, 538–539, 551
BODIPY, 69–70, 221
DNA technology, 710

Förster distances, 468
homotransfer, 450

Bodipy-PC, 812–813
Bodipy TR, 24
Bombesin, 590
Boron-containing fluorophores, 651
Boundary lipid, membranes, 298
Bound fluorophore segmental mobility, 392–393
Bovine cardiac troponin I, 589
Bovine pancreatic trypsin inhibitor (BPTI), 482
Bovine serum albumin, 71, 584, 589, 678

metal-enhanced fluorescence, 851–853
Bovine spongiform encephalopathy, 827
BPE (β-phycoerythrin), 468
Förster distances, 468
Brightness of fluorophores, 802–803, 817–819
Bromate, quenching by, 278–279
Bromide, 278, 295–296, 631
Brominated phosphatidylcholines, 295
Bromine, 5
Bromobenzene, 278–279
Bromo-phosphatidylcholine, 295–296, 298, 301
Brownian rotation, 365
Butanol, Stokes shift, 210

C

Ca2+-ATPase
anisotropy decay, 408
boundary lipid quenching, 298

Cadmium, 278
Cadmium selenide, 675
Caffeine, 304
Calcite, 51
Calcium

calmodulin binding using phenylalanine and tyrosine, 545–546
calmodulin binding using tryptophan-containing mutants, 552
concentration from lifetime, 744–745
induced changes in troponin C conformation, 490–493
intensity decay, 585–587
lanthanides, 679
multiphoton microscopy, 616–617
single-molecule sensor, 784

Calcium-binding proteins, 679
Calcium Green, 79, 616, 645, 648–649, 656
Calcium sensors, 17, 617, 647–650

chelators, 644
green fluorescent protein mutant-based, 455–456, 654–655
QUIN-2, fluorescence lifetime imaging microscopy, 744–745

Calibration of monochromators, 38
Calmodulin, 20, 88–89

binding to target protein, 551–552
calcium binding site resolution, 552
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calcium binding using phenylalanine and tyrosine, 545–546
calcium sensors, 617
energy transfer

MLCK binding and, 456–457
melittin binding, 485
peptide binding anisotropy, 372–373
single-molecule calcium sensor, 784
solvent effects on emission spectra, 226–227

Camphorquinones, 672
Capillary gel electrophoresis, 712
Carbazole, 632

quenchers of, 278–279
Carbocyanine, 72
β-Carboline, 53
Carbon dioxide

blood gas measurement, 637
energy-transfer mechanisms, 633–634

Carbon disulfide, 279
Carbonic anhydrase, 368
Carboxyfluorescein, 638
Carboxy groups, quenching by, 279
Carboxynaphthofluorescein, 641
Cascade Blue, 727–729
Cascade Yellow, 70
Cavity dumper, 111–112
CCD detectors, 49
CCVJ, 224
CD 220, 174
CD 222, 647
CDKN1A gene, 733
Cells

labeling with quantum dots, 677–678
three-dimensional imaging of, 618–619

Cellular retinoic acid binding protein I (CRABPI), 560
Cesium, 278, 279
C-fos protein, 461
Chaperonin, 771–773, 806
Chaperonin GroEL, protein binding, 807
Charged-coupled device (CCD), 766
Charge effects, quenching, 286–288
Charge transfer

quenching, 306
solvent effects, 219–221

Charge-transfer complex, 9, 337
Chelators, 644, 659

for lanthanides, 679
Chemical sensing probes. See Analyte recognition probes; specific ions
Chicken pepsinogen, 597
Chloride

green fluorescent protein, 307–309
imaging of, 306–307
quenching by, 171–172, 279, 306

Chloride probes, 17, 67, 306–307, 631–632
Chlorinated compounds, quenching by, 278–279
Chlorinated hydrocarbons, 632
Chloroform, Stokes shift, 210
Chlorophyll, intensity decay of, 146–147
Cholesterol, 293–294, 297, 400

analogs, 80
Cholesterol oxidase (Cox), 780, 781
Chromatin, 403
Chromophores, 84
Chymotrypsin, 368

Clinical chemistry, 19
sensors, 623–624

Coaxial flashlamps, 112–113
Cobalt, quenching by, 279
Cocaine, 724
Cofactors

intrinsic fluorescence, 63–64
protein binding of NADH, 65–66
time-domain lifetime measurement, 147

Colicin E1 folding, 292–293
Collection efficiency function, 801
Collisional frequency, fluorophore-quencher, 281
Collisional quenching, 11, 277–278, 546

anisotropy decay, time-dependent, 430–431
combined with static quenching, 282–283
DNA probes, 286
ethenoadenine–DNA-β helicase hexamer, 313
examples, 283–284
frequency-domain lifetime measurements, 171
relaxation dynamics, 256
as sensor mechanisms, 306–309, 627–633

chloride, 306–309, 631–632
oxygen, 627–630

sensors, 626
simulated intensity decay, 101–102
theory of, 278–282

bimolecular quenching constant, interpretation of, 281–282
Stern-Volmer equation, derivation of, 280–281

Colloids
interactions with fluorophores, 846–848
metal, 845–846
in metal-enhanced fluorescence, 856

Colored-glass filters, 38–39
Color effects

frequency-domain lifetime measurements, 168–169
in photomultiplier tubes, 47
time-domain lifetime measurements, 119–121

Combination filters, 40
Compact PMTs, 118
Concanavalin A, 634–635
Confidence intervals

frequency-domain lifetime measurements, 179–180
resolution of two closed spaced lifetimes, 182
time-domain lifetime measurements, 134–135, 136

of two widely spaced lifetimes, 179–180
Confocal detection optics, 761–763
Conformation, 436, 529

changes of, 291–293
heterogeneity
ribonuclease Ti, 584–585
rotational (See Rotamers)

Conformational distance. See Energy transfer, time-resolved
Conformational dynamics in macromolecules, 820–821
Constant function discriminator (CFD), 104–106
Continuous relaxation model, 237
Continuous spectral relaxation, 237–241, 247–248
Continuous wave, laser, 112
Convolution integral, 106–107, 193, 487
COPA, 401–402
Copper, 278
Coronene, 86, 287
Corrected emissions spectra, 51–54
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Correlation time distributions, 386–387, 393
DNA binding to HIV integrase, 404–406

Correlation time imaging, 406–408
Correlation times, 353–354, 367–371, 422
Cortisol, 661–662
Cos cells

fluorescence-lifetime imaging microscopy, 745–746
Cosyntropin, 590
Coumarin, 57–58, 73

Förster distances, 468
Coumarin 108, 151–152, 222
Coumarin-based potassium probe, 646–648
Coumarin derivatives

fluorescence-lifetime imaging microscopy, 748
photoinduced electron transfer quenching, 338–340
quenching, 284
solvent relaxation, 249–250, 253

Coum-Eu, 189–190
Covalent adduct formation, intramolecular quenching, 314
C-peptide, 813–814
CRABPI (retinal binding protein), 560
Crambin, 535
Cramer's rule, 198
Creatine kinase, 662–663
Cresyl violet, 54
Creutzfeldt-Jakob disease, 827
Critical concentration, 466
Cross-correlation in flow measurements, 831
Cross-correlation method, 164–167, 177, 194
Crown ethers, 17, 643–645, 647, 649
C-Snafl 2, 127–128
Cy3, metal-enhanced fluorescence, 848–851
Cy3.5, 746–747
Cy5.5, 657–658, 660–661
Cyan fluorescent protein (CFP), 458, 497, 654
Cyanine dyes, 74–75, 512–513

immunoassays, 641
potassium sensors, 635

9-Cyanoanthracene, 185–186, 255, 279, 364, 744
frequency-domain lifetime measurements, 170–171

3-Cyanoperylene (PeCN), 129
Cy5 (carboxymethylindocyanine-N-hydroxysuccinimidyl ester),

780, 787, 824
acceptor, 680
Förster distances, 468
metal-enhanced fluorescence, 848–851

Cyclic AMP receptor protein (CRP), 291–292
Cyclodextrins

phosphorescence of bound probes, 317
quenching, 286
solvent effects, 227–228

Cyclohexane, indole emission spectra in cyclohexane-ethanol 
mixture, 533–534

Cysteine, 278, 651
Cytotoxin II, 535

D

Dabcyl, 721–722
Dabcyl acceptor, 724
Danca, 243–244
Dansylamide

RET in three dimensions, 509–510

Dansyl chloride, 16–17
Dansyl groups, 16, 67–68

anisotropy decay, 396–397
creatine kinase immunoassay, 663
energy transfer, 447–449, 451
ethylenediamine, 495
Förster distances, 447, 468
solvent effects, 227–228

DANZA, 662–663
DAPI, 15, 16, 41, 75, 186–187, 359

fluorescence-lifetime imaging microscopy, 750
multiphoton excitation, 610–612

Dapoxyl probes, 229
Dapoxyl SEDA, 229–230
DAS. See Decay-associated spectra (DAS)
Data analysis, 129–130

cross-fitting
distance distribution, 481–482
melittin lifetime distributions, 188–189

frequency-domain lifetime measurements, 162–163
literature references, 837
time-domain lifetime measurement, 129–133

maximum entropy method, 148–149
DBO, 314
DCM, 112
DCVJ, 225
d-d state, 685
Dead time, 124

time-to-amplitude converter (TAC), 115
Debye-Sears modulator, 163
Decay, 170–173. See also Intensity decay
Decay-associated spectra (DAS), 581, 596–598

barnase, 591
frequency-domain data for calculation of, 269–270
TRES and DAS comparison, 255
two-state model, 263

Decay time. See Lifetime (decay time)
Deconvolution, 131
Dehydroergosterol, 80
Delay lines, 116
Demodulation, 98
Denaturation, 588
Denatured pepsin, 806
Denatured proteins, emission spectra for, 538
Dendrimers and polymers

literature references, 791
DENS, 26. See also Dansyl groups
Deoxycytidine quenching, 284
Deoxynucleotide triphosphates (dNTPs), 729
Depolarization, trivial causes, 365–366
Depolarization factor multiplication, 436–437
Depth-dependent quenching, 296–298
Detection profile, 802–803
Detectors

CCD, 49
charged-coupled device, 766
higher-frequency measurements, 176–177
laser scanning microscopy, 749–750
optical phase-sensitive, 743
for single-molecule detection, 765–766
single-photon-counting avalanche photodiode, 765
time-correlated single-photon counting, 117–121

color effects in, 119–121
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compact PMTs, 118
DNA sequencing, 123–124
dynode chain PMTs, 118
microchannel plate PMTs, 117–118
multi-detector and multidimensional, 121–124
photodiodes as, 118–119
time effects of monochromators, 121

Deuterium pulse lamps, 113
Dexter interaction, 335
Dextran, 394, 634–635
1,2,-bis(9,10-Dibromooleyl)phosphatidylcholine, 298
Dicarboxy derivatives, 685
Dichloroacetamide, 278
Dichroic beam splitter, 41
Dichroic filter, 761
4-(Dicyanomethylene)-2-methyl-6-(4-dimethylaminostyryl)-4H-pyran

(DCM), 112
Dideoxynucleotide triphosphate (ddNTP), 705, 706, 708
Dielectric constant, 210, 211
Dielectric properties of solvents, 250
Dielectric relaxation times, 250–251
4,4'-Diethylaminomethyl-2,2'-bipyridine, 694
Diethylaniline, 129, 196, 197, 199, 278
Diffusion

of intracellular kinase, 823
lateral in membranes, 812–813
representative literature references, 504
rotational, 828–830
of single molecules, literature references, 791–792
translational, fluorescence correlation spectroscopy, 802–804

Diffusion, rotational. See Rotational diffusion
Diffusion coefficients, 277, 498–501, 803–804

effect of molecular weight, 806–807
Diffusion effects

anisotropy decay, non-spherical molecules, 418–419
for linked D–A pairs, 498–501

apparent distance distributions, 478–480
experimental measurement, 500–501
RET and diffusive motions in biopolymers, 501
simulations of RET for flexible pair, 499–500

oxytocin, 399
RET in rapid-diffusion limit, 520–524

acceptor location in lipid vesicles, 521–522
retinal location in rhodopsin disk membranes, 522–524

RET with unlinked donors and acceptors, 508–509
Diffusion-enhanced energy transfer in solution, 467
Diffusion in membranes

lateral, 300–301
rotational, 399–402 (See also Rotational diffusion)

Diffusion-limited quenching, 281–282
Diffusive motions in biopolymers, 501
Dihexadecyl phosphate, 514
Dihydro-4,4-diisothiocyanostilbene-2,2-disulfonic acid (H2DIDS), 631
Dihydroequilenin (DHE), 270, 284, 285–286
Dihydrolipoic acid, 675
Dihydronicotinamide, 278
Dihydroorotate dehydrogenase (DHOD), 781–782
Dihydroxyacetone phosphate, 555
DiIC12, 766–767
DiI-C20, 812–813
DiICI, 512–513
Dilauroyl phosphatidylcholine (DLPC), 812–813

Dimensionality effect, experimental RET, 511–515
one dimension, 514–515
two dimensions, 512–514

Dimethoxynaphthalene, 336
4-Dimethylamino-4-bromostilbene, 177
7-(Dimethylamino)coumarin-4-acetate, 251
5-Dimethylamino-1-naphthalenesulfonic acid (Danysl). See

Dansyl groups
4-Dimethylamino-4'-nitrostilbene (DNS), 206
trans-4-Dimethylamino-4'-(1-oxobutyl) stilbene (DOS), 206–207
Dimethylaniline (DMA), 336
N,N-Dimethylaniline sulfonate (DMAS), 286
9,10-Dimethylanthracene (DMA), 426
Dimethyldiazaperopyrenium (DMPP), 514, 515
Dimethylformamide, 278–279
Dimethylnaphthalene, 279
Dimyristoyl-L-α-phosphatidylcholine. See DMPC (dimyristoyl-L-α-

phosphatidylcholine)
Dinitrobenzenesulfonyl (DNBS)

Förster distances, 468
Dioleolyl-L-α-phosphatidylcholine. See DOPC
Dipalmitoyl-L-α-phosphatidylcholine (DPPC), 207, 293–294, 812–813
Dipalmitoyl-L-α-phosphatidylglycerol (DPPG)

metal–ligand complexes, 691
Dipeptides, 542
9,10-Diphenylanthracene (DPA), 54, 172–173
1,6-Diphenyl-1,3,5-hexatriene. See DPH (1,6-diphenyl-1,3,5-hexatriene)
2,5-Diphenyl-1,3,4-oxadiazole (PPD), 105
2,5-Diphenyloxazole (DPO), 228–229
Dipicolinate, 523
Dipicolinic acid, 522
Dipole moments, solvent effects in emission spectra, 210–211
Dipoles

imaging of radiation patterns, 778–779
single-molecule detection, 776–777

Dirac delta-function, 120
Direct recording, TRES, 240–241
Distance-dependent quenching (DDQ) model, 344–346
Distance distribution functions, 487
Distance distributions, 477–479. See also Energy transfer; time-resolved

calcium-induced changes in troponin C conformation, 490–493
DNA, four-way Holliday junction in, 493–494
in glycopeptide, 495–496
in peptides, 479–481

concentration of D–A pairs and, 482
cross-fitting data to exclude alternative models, 481–482
donor decay with acceptor, 482
rigid vs. flexible hexapeptide, 479–481

in proteins, 485–489
distance distribution functions, 487
melittin, 483–485
from time-domain measurements, 487

of proteins
analysis with frequency domain data, 485–487

representative literature references, 504
unfolding of yeast phosphoglycerate kinase, 494–495

Distance measurements, resonance energy transfer, 451–453
melittin, α helical, 451–452
orientation factor effects on possible range of distances, 452–453
protein folding measured by RET, 453–454

Disulfide oxidoreductase DsbA, 591–592
Disulfides, quenching by, 279
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DM-Nerf, 639
DMPC (dimyristoyl-L-α-phosphatidylcholine), 18, 216, 400

cholesterol membranes, 256–257, 293–294
DMPP (dimethyldiazaperopyrenium), 514–515
DMQ (2,2'-dimethyl-p-quaterphenyl), 23
DMSS, 744
DNA

anisotropy decay
time-domain studies of DNA binding to Klenow fragment, 417

anisotropy decay, time-dependent, 402–406, 432–433
DNA binding to HIV integrase, 404–406
intracellular DNA dynamics, 403–404
oligomer hydrodynamics, 403

distance distributions
double-helical, 507–508
four-way Holliday junction in, 493–494

dynamics with metal–ligand probes, 688–690
energy transfer, 507

in one dimension, 514–515
frequency-domain lifetime measurements, 186–187
helicase-catalyzed unwinding, 373–374
hybridization, 20

using metal-enhanced fluorescence, 853
interaction with proteins, 552–554
metal-enhanced fluorescence, 848–851
quenching, 341–342

intramolecular, 314–315
representative literature references, 504
Trp repressor binding anisotropy, 373
two-photon excitation of DNA bound fluorophore, 610–612

DNA base analogs, 75–78
DNA-β helicase, 313
DNA-bound probe accessibility, quenching, 286–287
DNA polymerase, 417
DNA probes, 75–80
DNA sequencing, 705–712
DNA technology, 705–734

aptamers, 724–726
DNAzymes, 726

cleavage, 810
by restriction enzyme, 826

conformational dynamics of Holliday junction, 782–783
distance-dependence of metal-enhanced fluorescence, 851–853
DNA arrays, 732–734

light-generated, 734
spotted microarrays, 732–734

fluorescence correlation spectroscopy
bioaffinity reactions, 808–810

fluorescence in-situ hybridization, 727–730
applications of, 729–730
preparation of probe DNA, 728–729

hybridization, 715–720
excimer formation, 225, 718–719
one donor- and acceptor-labeled probe, 717–718
polarization assays, 719
polymerase chain reaction, 720

lanthanides, 681
molecular beacons, 720–724

based on quenching by gold, 723–724
with fluorescent acceptors, 722
hybridization proximity beacons, 722–723
intracellular detection of mRNA, 724
with nonfluorescent acceptors, 720–722

multicolor FISH and spectral karyotyping, 730–732
multiplexed microbead arrays:suspension arrays, 726–728
oligomers, 809–810
RET applications, 493–494
sequencing, 705–712

energy-transfer dyes, 709–710
examples of, 706–707, 708–709
lifetime-based, 712
multidimensional time-correlated single-photon counting

(TCSPC), 123–124
NIR probes, 710–711
nucleotide labeling methods, 707–708
principle of, 705–706

single-molecule detection
literature references, 792

stains, high-sensitivity, 712–715
energy-transfer stains, 715
fragment sizing by flow cytometry, 715
high-affinity bis, 713–715

DNAzymes, 726
DNBS (dinitrobenzenesulfonyl)

Förster distances, 468
Docking, energy transfer, 460
Domain motion, 396–397, 501
Domain-to-domain motions in proteins, 690
Donor–acceptor pairs. See also Energy transfer

acceptor decays, 489
and distance distributions in peptides, 477–478
DNA hybridization, one donor- and acceptor-labeled probe, 717–718
effect of concentration on, 482
energy-transfer mechanisms, 13–14
fluorescence-lifetime imaging microscopy, 742
Förster distance, 443–444, 468
linked, 340–341
linked, diffusion effects, 498–501

experimental measurement, 500–501
RET and diffusive motions in biopolymers, 501
simulations of RET for flexible pair, 499–500

molecular beacons, 720
single-molecule detection, 773–775
theory of, 445–448
unlinked, effect of diffusion, 508–509

Donor decay without acceptor in peptides, 482
DOPC (dioleolyl-L-α-phosphatidylcholine), 275

quenching, 294–295
DOS (trans-4-dimethylamino-4'-(1-oxybutyl)-stilbene, 206–207
DOTCI, 174
10-Doxylnonadecane (10-DN), 295
5-Doxylstearate (5-NS), 299
DPA (diphenylanthracene), 54, 172–173, 301–302
DPH (1,6-diphenyl-1,3,5-hexatriene), 11, 15–16, 72, 355, 375

anisotropic rotational diffusion, 428
anisotropy decays, time-dependent, 399–401
ellipsoids of revolution, 421
in film, 433–434
Förster distances, 468
hindered rotors, 391
quenching-resolved spectra, 301–302
two-photon anisotropy of, 612–613

DPO (2,5-diphenyloxazole), 228–229
DPPC (dipalmitolyl-i-a-phosphatidylcholine) systems, 206–207, 293–294

energy transfer in two dimensions, 512–513
Patman-labeled, TRES, 245–247
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DPPG vesicles, 408, 691
DsRed, 82
DTAC micelles, 286
Dual-color cross fluorescence correlation spectroscopy, 823–828
Dye lasers, 110–112
Dyes. See also specific dyes

energy-transfer, 709–710
red and near-IR, 74–75
solvent relaxation, 253

Dynamic quenching. See Collisional quenching; Quenching
Dynamics of relaxation. See Relaxation dynamics
Dynode chains, 44–45, 46–47
Dynorphin, 590

E

EcoRI, 826
EDANS, 721
Efficiency, quenching, 281, 333–334, 542
EGFP (excited green fluorescent protein)

fluorescence correlation spectroscopy, 816–817
EIA 5-(iodoacetamido)eosin

Förster distances, 468
Einstein equation, 12
Electrical bias, 166
Electron-exchange quenching, 335
Electronics

frequency-domain fluorometers, 164–165
photomultiplier tube, 44–45
time-correlated single-photon counting, 114–117

Electronic state resolution from polarization spectra, 360–361
Electronic states, 1, 5

of metal–ligand complexes, 684–685
Electron scavengers, quenching by, 278
Electron transfer

photoinduced (PET), 335–336, 627
quenching in flavoprotein, 315–317

Electrooptic modulators, 165–166
ELISA, 659
Ellipsoids, 418–419

anisotropy decay, 419–420
of revolution, 420–425
rotational diffusion of, 425–426

Elongation factor (Ta-GDP), 548
Emission center of gravity, 246–247
Emission filter, 41
Emission spectra, 3–4, 7–8

decay-associated, 591–592, 596–598
instrumentation, 27–31

distortions in, 30–31
for high throughput, 29–30
ideal spectrofluorometer, 30

molecular information from fluorescence, 17–18
phase-sensitive, 194–197
solvent effects, 219–221
through optical filters, 43–44
tryptophan decay-associated, 581

Emission spectra, corrected
instrumentation, 52–54

comparison with known emission spectra, 52–53
conversion between wavelength and wavenumber, 53–54
correction factors obtained with standard lamp, 53
quantum counter and scatterer use, 53

Emission spectra, quenching-resolved, 301–304
fluorophore mixtures, 301–302
Tet repressor, 302–304

Emission wavelength, and anisotropy, 437–438
Encounter complexes, 333–334
Endonuclease, 290–291
Energy gap law, 687–688
Energy transfer, 443–468

biochemical applications, 453–458
intracellular protein folding, 454–455
orientation of protein-bound peptide, 456–457
protein binding to semiconductor nanoparticles, 457–458
protein folding measured by RET, 453–454
RET and association reactions, 455–456

data analysis, 485–487
diffusion-enhanced, 467
distance distributions, 477–479
distance measurements

melittin, α helical, 451–452
distance measurements using RET, 451–453

incomplete labeling effects, 452
orientation factor effects on possible range of distances,

448–449, 452–453
DNA hybridization, one donor- and acceptor-labeled probe, 717–718
effect of colloids, 847
energy-transfer efficiency from enhanced fluorescence, 461–462
Förster distances, 443–444, 445–446, 468
GFP sensors, 654–655
homotransfer, 450
incomplete labeling effects, 452
lanthanides, 680–681
long-wavelength long-lifetime fluorophores, 696
in membranes, 462–465

lipid distributions around Gramicidin, 463–465
membrane fusion and lipid exchange, 465

nucleic acids, 459–461
imaging of intracellular RNA, 460–461

orientation factor, 465
protein kinase C activation, fluorescence-lifetime imaging

microscopy, 746–747
proteins, 539–545

anisotropy decreases, detection of ET by, 531–532
interferon-γ, tyrosine-to-tryptophan energy transfer in, 540–541
phenylalanine-to-tyrosine, 543–545
RET efficiency quantitation, 541–543

proteins as sensors, 652–654
quantum dots, 678
radiationless, anisotropy measurement, 365
red-edge excitation shifts, 259
representative R0 values, 467–468
RET sensors, 458–459

imaging of intracellular protein phosphorylation, 459
intracellular RET indicator for estrogens, 458
Rac activation in cells, 459

sensor mechanisms, 633–637
glucose, 634–635
ion, 635–636
pH and CO2, 633–634
theory for, 636–637

silver particles effect, 854–855
single-molecule detection, 773–775

literature references, 794
in solution, 466–467
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Energy transfer [cont'd]
theory of, 445–451

for donor–acceptor pair, 445–448
homotransfer and heterotransfer, 450–451
orientation factor, 448–449

transfer rate dependence on distance, overlap integral, and 
orientation factor, 449–450

Energy transfer, time-resolved, 477–501
acceptor decays, 489
advanced topics

single-protein-molecule distance distribution, 496–497
biochemical applications of distance distributions, 490–496

calcium-induced changes in troponin C conformation,
490–493

DNA, four-way Holliday junction in, 493–494
hairpin ribozyme, 493
unfolding of yeast phosphoglycerate kinase, 494–495

diffusion effects for linked D–A pairs, 498–501
experimental measurement, 500–501
RET and diffusive motions in biopolymers, 501
simulations of RET for flexible pair, 499–500

distance distribution data analysis, 485–489
frequency-domain analysis, 485–487
time-domain analysis, 487

distance distribution in proteins
analysis with frequency domain data, 485–487
distance distribution functions, 487
from time-domain measurements, 487

distance distributions from steady-state data, 443
D–A pairs with different R0 values, 445–446
quenching, changing R0 by, 447

distance distributions in glycopeptide, 495–496
distance distributions in peptides, 479–482

concentration of D–A pairs and, 482
cross-fitting data to exclude alternative models, 481–482
donor decay without acceptor, 482
rigid vs. flexible hexapeptide, 479–481

distance distributions in proteins, 482–485
domain motion in, 501
melittin, 483–485

incomplete labeling effects, 487–489
orientation factor effects, 489
representative literature references, 504
RET imaging, 497–498

Energy-transfer efficiency from enhanced fluorescence,
461–462

Energy-transfer immunoassay, 660–661
Energy-transfer stains and dyes, DNA, 715
Energy transfer to multiple acceptors in one, two, or three dimensions,

507–524
dimensionality effect on RET, 511–515

one dimension, 514–515
two dimensions, 512–514

with multiple acceptors, 515–516
aggregation of β-amyloid peptides, 515–516
RET imaging of fibronectin, 516

in presence of diffusion, 519–524
restricted geometries, 516–519

effect of excluded area, 518–519
RET in rapid-diffusion limit, 520–524

acceptor location in lipid vesicles, 521–522
retinal location in rhodopsin disk membranes, 522–524

three dimensions, 507–511
diffusion effects on RET with unlinked donors and acceptors,

508–509
experimental studies, 509–511

Enzyme cofactors
intrinsic fluorescence, 63–65
time-domain lifetime measurement, 147

Enzyme kinetics, 770
Enzymes

DNA, degradation, 808
turnover of, 780–781, 782

Eosin, 10, 633
Eosin-labeled ethanolamine, 448
Eosin-labeled lipid, 447
Epifluorescence, 41
Epi-illumination, 761
Erbium, 682, 683
Erythrosin, 408
Erythrosin B, 10
Escherichia coli maltose-binding protein, 653
Escherichia coli Tet repressor, 302–304
Estradiol, 80
Estrogens, intracellular RET indicator for, 458
1,2-Ethanedithiol (EDT), 86
Ethanol

indole emission spectra in cyclohexane-ethanol mixture, 533–534
indole lifetime in, 533–534
polarizability properties, 207
rotational diffusion in, 367
specific solvent effects, 213, 214
tryptophan anisotropy spectra in, 533

Ethenoadenine derivatives, 287–288
Förster distances, 468

Ethers, 209, 279
Ethidium bromide, 75, 286

anisotropy decay, 402, 403–404, 432–433
DNA technology, 713, 714
energy transfer in one dimension, 514, 515
metal–ligand probes, 688

Ethidium homodimer, 75
Ethoxycoumarin, 230
Ethyl acetate, 206–207
Ethylaniline, 338
Ethylcellulose, 634
Ethylenediamine, dansylated, 229, 230
1-Ethylpyrene, 286
Europium, 3

as fluorophores, 679
Förster distances, 468
immunoassays, 659
metal-enhanced fluorescence, 843, 844

Excimers, 9, 269–270
DNA hybridization, 225, 718–719

Exciplex formation, 9, 278
Excitation, polarized, 778
Excitation anisotropy, two-photon and multiphoton, 21–22, 612–613
Excitation anisotropy spectra, 358–361, 531–533
Excitation filter, 41
Excitation photoselection of fluorophores, 357–358
Excitation spectra

anisotropy, 358–360, 531–533
instrumentation, 27–31
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corrected spectra, 51–52
distortions in, 30–31
ideal spectrofluorometer, 30
spectrofluorometer for high throughput, 29–30

polarization, tyrosine and tryptophan, 531–533
Excitation wavelength independence of fluorescence, 7–8
Excited charge-transfer complex (exciplex), 9, 278
Excited-state intramolecular photon transfer (ESIPT), 221–222
Excited-state reactions

analysis by phase-modulation fluorometry, 265–270
apparent phase and modulation lifetimes, effects on, 266–267
wavelength-dependent phase and modulation values, 267–269

differential wavelength methods, 264
frequency-domain measurement of excimer formation, 196–197
naphthol dissociation, time-domain studies of, 264–265
naphthol ionization, 260–262
overview, 237–240
phase modulation, 265–270
phase-sensitive detection, 196–197
relaxation dynamics, 259–262
reversible two-state model, 262–264
steady-state fluorescence, 262–263
time-resolved decays for, 263–264
two-photon, 822–823

Exponential decays, frequency-domain lifetime measurements, 170–171
Extinction coefficients, 677
Extrinsic fluorophores, 15, 67

F

FAD (flavin adenine dinucleotide), 64
imaging of, multiphoton microscopy, 617–618
quenching by adenine moiety, 278
time-domain lifetime measurement, 147–148
turnover of cholesterol oxidase, 780, 781

Fatty acid binding proteins, 226
Fatty acids. See also specific fatty acids

fluorenyl, 295–296
membrane probes, 72

FCVJ, 225
Femtosecond titanium:sapphire lasers, 108–109
Ferredoxin, 584
Fibronectin, 516
Film polarizers, 51, 366
Films, 433–434

laser scanning TCSPC film, 748–750
surface-plasmon resonance, 863
wide-field frequency-domain, 746–747

Filters. See also Optical filters
double dichroic, 824
holographic, 766
Rugate notch, 766
for single-molecule detection, 766–768

Fingerprint detection, 683
FITC. See Fluorescein isothiocyanate (FITC)
Fitted function, 106
FKBP5901, 149, 592–593
Flash-EDT2, 86
Flashlamps, 32

time-correlated single-photon counting, 112–114
Flavin adenine dinucleotide. See FAD
Flavin mononucleotide, 16, 64, 316, 317, 397, 398
Flavoprotein, electron transfer, 315–316, 317

Flavoproteins, 65
Flexible D–A pairs, 499–500
Flexible hexapeptide, distance distributions, 479–481
Flow cytometry, 85

DNA fragment sizing, 715
Flow measurements using fluorescence correlation spectroscopy,

830–832
Fluid flow, 225
Fluorenyl fatty acids, 295–296, 299
Fluorenyl-PC, 72
Fluorescein, 2, 3, 20, 69, 70, 122, 695

anisotropic rotational diffusion, 428
brightness, 818
DNA energy-transfer reaction, 454
DNA technology, 707, 717, 719, 726
filters, 38
melittin labeled with, 374
metal–ligand complexes, 691
methionyl-tRNA synthetase labeled with, 370–371
as pH sensor, 637–639
quantum yield standards, 52
quenching, 310–312
resonance energy transfer, 365
time-resolved RET imaging, 498

Fluorescein isothiocyanate (FITC), 16, 17, 68
FITC-dextran, 635
Förster distances, 468

Fluorescence
energy-transfer efficiency, 461–462
intensity fluctuations, 798–799, 800
metal-enhanced, 841

Fluorescence anisotropy. See Anisotropy
Fluorescence correlation spectroscopy, 22–23, 757, 797–832

applications to bioaffinity reactions, 807–810
association of tubulin subunits, 807–808
DNA applications, 808–810
protein binding to chaperonin GroEL, 807

detection of conformational dynamics in macromolecules, 820–821
dual-color, 823–828

applications of, 826–828
DNA cleavage by restriction enzyme, 826
instrumentation for, 824
literature references, 837
theory of, 824–826

effects of chemical reactions, 816–817
examples of experiments, 805–807

effect of fluorophore concentration, 805–806
effect of molecular weight on diffusion coefficients, 806–807

flow measurements, 830–832
fluorescence intensity distribution analysis, 817–819
intersystem crossing, 815–816

theory for, 816
literature references, 837–839
in membranes, 810–815

binding to membrane-bound receptors, 813–815
lateral diffusion, 812–813

principles of, 798–799
rotational diffusion and photon antibunching, 828–830
theory of, 800–805

multiple diffusing species, 804–805
occupation numbers and volumes, 804
translational diffusion, 802–804

time-resolved, 819–820

PRINCIPLES OF FLUORESCENCE SPECTROSCOPY 933



Fluorescence correlation spectroscopy [cont'd]
total internal reflection, 821–822
with two-photon excitation, 822–823

diffusion of intracellular kinase, 823
Fluorescence in-situ hybridization (FISH), 727–730

applications of, 729–730
preparation of probe DNA, 728–729
spectral karyotyping, 730–732

Fluorescence intensity distribution analysis, 817–819
Fluorescence lifetime imaging microscopy (FLM), 97–98, 630, 741–752

calcium concentration from lifetime, 744–745
cos cells images, 745–746

early methods for, 743–744
frequency-domain laser scanning microscopy, 750–751

literature references, 754
laser scanning TCSPC film, 748–750

images of amyloid plaques, 750
literature references, 754

literature references, 753–755
using gated-image intensifier, 747–748
wide-field frequency-domain film, 746–747

imaging cells containing GFPs, 747
laser scanning TCSPC film of cellular biomolecules, 750
protein kinase C activation, 746–747

Fluorescence microscopy, filters for, 41
Fluorescence polarization. See Polarization
Fluorescence-polarization immunoassays (FPIs), 661–663, 691–692
Fluorescence quenching. See Quenching
Fluorescence recovery after photobleaching, 814–815
Fluorescence resonance energy transfer (FRET), 443. See also

Energy transfer
Fluorescence scanning spectroscopy

theory of, 839
Fluorescence standards. See Standards
Fluorogenic probes, 79–80
Fluorophore blinking, 767, 768, 769
Fluorophores, 1, 63–95

anisotropy decay, time-dependent, 391
anisotropy of planar fluorophores with high symmetry, 435
biochemical, 15–16
blinking of, 815
brightness, 817–819
chemical sensing probes, 78–79
colloid interactions, 846–848
concentration, 805–806
DNA probes, 15, 75–78
dual color, 824–826
excitation of multiple, 618
excitation photoselection of, 357–358
extrinsic, 15, 67–74

membrane potential probes, 72–74
membrane probes, 72
photostability, 70–71
protein labeling, role of Stokes shift in, 69–70
protein-labeling probes, non-covalent, 71–72
protein-labeling reagents, 67–69

fluorescent proteins, 81–86
green fluorescent protein, 81–83
phycobiliproteins, 84–86
phytofluors, 83–84

fluorescence-lifetime imaging microscopy, 744
glucose-sensitive, 650–651
intercalated, 432–433

intracellular proteins
specific labeling of, 86

intrinsic or natural, 15, 63–67
enzyme cofactors, 63–65
protein binding of NADH, 65–67

lanthanides, 679–683
fingerprint detection, 683
nanoparticles, 682
near-infrared emitting, 682, 683
resonance energy transfer, 680–681
sensors, 681–682

long-lifetime metal–ligand complexes, 683–695
long-lifetime probes, 86–88

lanthanides, 87–88
transition metal–ligand complexes, 88

long-wavelength long-lifetime, 695–697
mixtures, quenching-resolved emission spectra, 301–302
multiphoton excitation for membrane-bound, 613
photobleaching, 769
photostability, 769–770, 849–850
polarization, surface-bound, 786–787
polarization of single immobilized, 786
probe–probe interactions, 225–226
proteins as sensors, 88–89
quenchers of, 278, 279
red and near-IR dyes, 74–75
semiconductor nanoparticles, 675–678

quantum dots, labeling cells with, 677–678
quantum dots, resonance energy transfer, 678
quantum dots, spectral properties, 676–677

single-molecule detection, 23
solvent effects on emission spectra, 226–228
special probes

fluorogenic, 79–80
structural analogs of biomolecules, 80
viscosity probes, 80–81

two-photon excitation of, 610–612
4-Fluorotryptophan (4FW), 565
FluoSphereJ, 635–636
Fluro-3, 645
FMN, enzyme turnover, 781–782
Focused-ion-beam (FIB), 778
Folate receptor, 375–376
Förster, Theodor, 448
Förster cycle, 261–262
Förster distance (R0), 14, 19, 332–333, 366, 468

anisotropy decay, time-dependent, 389
distance distribution from steady-state, 499, 500
donor–acceptor pairs, 443–444, 468
homotransfer, 450
indole acceptor pair, 500
proteins, 540
representative, 467–468
RET in three dimensions, 511

Fractal dimensions, 514
Fractional accessibility, 288–290, 290–291, 549
Fractional intensity, 413
Franck-Condon principle, 5, 8, 12, 211
Franck-Condon state, 237
Frequency-domain decays

anisotropy, time-dependent, 383–387, 390
Frequency-domain films, wide-field, 746–747
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Frequency-domain lifetime measurements, 157–204
apparent phase and modulation lifetime, 191–192
background correction, 169–170
biochemical examples, 186–189

DNA, DAPI-labeled, 186–187
fluorescence microscopy with LED light source, 189
Mag-Quin-2, magnesium probe, 187–188
melittin lifetime distributions, cross fitting of models, 188–189
recovery of lifetime distributions from data, 188

color effects, 168–169
gigahertz fluorometry, 175–178

biochemical examples, 177–178
measurements, 177

instrumentation, 163–168
cross-correlation detection, 166
frequency synthesizers, 167
history, 163–164
light modulators, 165–166
200-MHz fluorometers, 164–165
photomultiplier tubes, 167–168
principles of measurement, 168
radio-frequency amplifiers, 167

multi-exponential data analysis, 178–186
global analysis of two-component mixture, 182–183
two closely spaced lifetimes, 180–182
two widely spaced lifetimes, 178–180

multi-exponential decay analysis
maximum entropy analysis, 185–186
three-component mixture, limits of resolution, 183–185
three-component mixture, resolution of 10-fold range of 

decay times, 185
phase angle and modulation spectra, 189–191
phase modulation fluorescence equations, derivation of, 192–194

cross-correlation detection, 194
lifetime relationship to phase angle and modulation, 192–194

phase-modulation resolution of emission spectra, 197–199
phase-sensitive emission spectra, 194–197

examples of PSDF and phase suppression, 196–197
representative decays, 170–173

collisional quenching of chloride sensor, 171–172
exponential, 170–171
green fluorescent protein, one- and two-photon excitation, 171
intensity decay of NADH, 172
multi-exponential decays of staphylococcal nuclease and 

melittin, 171
SPQ, collisional quenching, 171–172

scattered light, 172–173
simple frequency-domain instruments, 173–175

laser diode excitation, 174
LED excitation, 174–175

theory, 158–163
global analysis of data, 162–163
least-squares analysis of intensity decays, 161–162

Frequency-domain measurements
anisotropy decay, 417–418, 428–429, 588–589
excimer formation, 269–270
laser scanning microscopy, 750–751
protein distance distributions from, 485–487
time-domain lifetime measurements, 98–100

lifetime or decay time, meaning of, 99
phase modulation lifetimes, 99–100

Frequency doubling, 112
Frequency response, 160

Frequency synthesizers, 167
FRET. See Energy transfer
FR-GPI, 375–377
Front-face illumination, 55
FR-TM, 375–377
Fructose, 651
F-statistic, 133–134, 135, 136, 180
Fumarate, 278
Fura-2, 79, 648
Fusion proteins, 86

G

β-Galactosidase, 79
Gastrin, 590
Gated detection, 124–125
Gated-image intensifier, 747–748
Gating, 819
Gaussian distributions, 487

correlation time, 393
Gaussian lifetime distributions, 143
Gauss-Newton algorithms, 131
Gaviola, 163
GB1, 244–245
Generalized polarization, 218
Genetically engineered proteins

azurins, 538–539
for ribonuclease protein folding studies, 558–559
in sensors, 651–652
spectral properties, 554–557

barnase, 556–557
tyrosine proteins, 557

G-factor, 36, 362, 389
GFP, 86

anisotropy, 377–378
fluorescence-lifetime imaging microscopy, 747

GFP5, 747
GFP sensors, 654–655
Giant unilamellar vesicles (GUVs), 219, 465, 466

fluorescence correlation spectroscopy, 812
Gigahertz fluorometry, 175–178
Glan-Thompson polarizer, 50, 51
Global analysis

anisotropy decay
with multi-wavelength excitation, 429–430

frequency-domain lifetime measurements, 162–163, 182–183
time-domain lifetime measurements, 138, 144–145

Glucagon, 547, 548, 583
Glucose-galactose binding protein (GGBP), 652
Glucose sensors, 650–651
energy-transfer mechanisms, 634–635
Glutamate, 551
Glyceraldehyde phosphate, 555
Glyceraldehyde-3-phosphate dehydrogenase (GPD), 292, 600
Glycerol, 250, 359
Glycopeptides, 495–496
β-Glycosidase, 594
gly-trp-gly, 588
Gold

quenching, 313–315
molecular beacons, 723–724

surface plasmon-coupled emission, 867
Gold colloids, 845–846

PRINCIPLES OF FLUORESCENCE SPECTROSCOPY 935



Gonadotropin, 548
Goodness of fit (χR

2), 134–135, 136
diffusion of D–A pairs, 500
frequency-domain lifetime measurements, 162, 179–182
mixture lifetime resolution, 140–141
three-decay time model, 183–184
time-domain lifetime measurements, 131–132, 133–134, 146

Goppert-Mayer, Maria, 609
Goppert-Mayer units, 609
Gramicidin, 463–465
Gratings

in monochromators, 34–35, 36
in spectrofluorometer, 28, 29
surface plasmon-coupled emission, 868–869

Green fluorescent protein, 307–309, 360
fluorescence correlation spectroscopy, 811
fluorophores, 81–83
frequency-domain lifetime measurements, 171
indicator for estrogens, 458
single-molecule detection, 762–763, 778
time-domain lifetime measurement, 145–146

GroEL, 455–456, 771–773, 807
GroES, 455–456, 772–773
Ground-state complex

quenching mechanisms, 278
tyrosine, 534–535

Guanidine hydrochloride, 555, 556
Guanine, 311, 341, 342
Guanosine-containing substrate-binding strand (G-SBS), 312
Guanosine nucleotides, 311–312

H

Hairpin ribozyme, 493
Half-wave voltage, 166
Halides, 335
Halocarbons, 335–336
Halogenated anesthetics, 632
Halogens, 11, 278, 279

quenching by, 334
Halothane, 304–305
Hand-over-hand motion, 784
Head-on photomultiplier tubes, 47
Heat filter, 32
α-Helical structure, 561–562, 563
Helicase, 313
Helicase-catalyzed DNA unwinding, 373–374
Helium-cadmium laser, 173
Heme proteins

Förster distances, 468
intrinsic fluorescence, 594–596
solvent relaxation, 243–244

Hemicyanine dyes, 254
Her2 marker, labeling of, 678
Herschel, John Frederick William, 2–3, 3
Heterogeneous decays, time-domain lifetime measurements, 101–103
Heterotransfer, 450–451
Hexane, 214

chlorophyll aggregates, 146–147
polarizability, 209
Stokes shift, 209, 210

Hexokinase, 690
High throughput, spectrofluorometer for, 29–30
Hindered rotational diffusion, membranes, 399–402

Hindered rotors, 391–392
Histidine, 341

quenching, 278, 279
Histocompatibility protein, 589
HITC, 52
HIV integrase, 78, 404–406
HIV protease, 80
Hoechst 33258, 286–287
Hoechst 33342, 75
Hoechst 33358, 75
Holliday junction

in distance distributions, 493–494
in single-molecule detection, 782–783

Holographic filters, 766
Holographic gratings, 37
Homotransfer, 374, 450–451
HPLC, 175
HPTS (8-hydroxypyrene-1,3,6,8-trisulfonate)

blood gas measurement, 637
mirror-image rule exceptions, 8
pH sensors, 639–640

HTa (histone-like protein), 544–545
Human antithrombin (AT), 560–561
β-Human chorionic gonadotropin, 661
Human immunodeficiency virus integrase, 78
Human immunodeficiency virus protease, 80
Human luteinizing hormone, 435, 436
Human serum albumin, 13, 72, 304, 548

anisotropy decay, 413–414
intensity decay, 583, 584
laser diode excitation, measurement with, 71, 72

Hybridization, release of quenching, 310, 311
Hydration, 367
Hydrogen peroxide, 278, 279
Hydrogen pulse lamps, 113
Hydrophobic surface, calmodulin, 226–227
7-Hydroxycoumarin (umbelliferone), 79
8-Hydroxypyrene-1,3,6,8-trisulfonate. See HPTS
17β-Hydroxysteroid dehydrogenase, 66
5-Hydroxytryptophan (5HW), 564, 565

I

IAEDANS
distance distributions, 490–493
Förster distances, 468
immunoglobulin fragment labeled with, 371–372
quenching-resolved spectra, 301–302

IAF-CK, 662
IAF [5-(Iodoacetamido)fluorescein], 68

domain motion, 495
Förster distances, 468

ICT (internal charge transfer), 207, 220–221, 223–224, 229, 232
Image correlation spectroscopy

literature references, 837–838
Imaging

intracellular, 306–307
in vivo, 656–658

Imidazole and imidazolium, quenching by, 278
Imidazolium, 336, 341
Immunoassays, 658–663

ELISA, 659
energy-transfer, 660–661
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fluorescence polarization, 661–663
metal–ligand complexes, 691–693
surface plasmon-coupled emission, 867
time-resolved, 659–660

Immunoglobulin G, 854
Immunoglobulins

anisotropy decay, 396–397
domain-to-domain motions in, 690
fragment, Perrin plot, 371–372
rotational correlation time, 367

Immunophilin KFB59-1, 592–593
Impulse response function, 106–107, 158, 246
Inchworm motion, 784
Incomplete labeling effects, energy-transfer studies, 452, 487–489
Indicators, principles, 16–17
Indo-1, 647, 648, 649, 650
Indole

covalent adduct formation, 314
decay times, 489
electronic state resolution, 360–361
frequency-domain lifetime measurements, 178–180, 185
intensity decays, 579
mixture lifetime resolution, 138–141
quenching, 11, 278, 279, 341, 537
RET in three dimensions, 509–510
solvent effects, 533–534
spectral relaxation, 596
time-domain lifetime, multi-exponential decays, 133, 134

Infrared and NIR fluorescence
dyes, 74–75
light sources, 32

Inner filter effects, 55–56, 290
In situ DNA hybridization, 715–717
Instrumentation, 21–24

corrected emission spectra, 52–54
comparison with known emission spectra, 52–53
conversion between wavelength and wavenumber, 53–54
correction factors obtained with standard lamp, 53
quantum counter and scatterer use, 53

corrected excitation spectra, 51–52
dual-color fluorescence cross correlation spectroscopy, 824
excitation and emission spectra, 21–24, 27–31

distortions in, 30–31
ideal spectrofluorometer, 30

fluorescence correlation spectroscopy, 22–23
frequency-domain lifetime measurements, 163–168, 194–175

cross-correlation detection, 166
frequency synthesizers, 167
history, 163–164
laser diode excitation, 174
LED excitation, 174–175
light modulators, 165–166
200-MHz fluorometers, 164–165
photomultiplier tubes, 167–168
principles of measurement, 168
radio-frequency amplifiers, 167
simple frequency-domain instruments, 173–175

light absorption and deviation from Beer-Lambert law, 58–59
light sources, 31–34

arc and incandescent lamps, 31–34
literature references, 838
monochromators, 34–38

calibration of, 38

polarization characteristics of, 36
second-order transmission in, 37
stray light in, 36–37
wavelength resolution and emission spectra, 35

multiphoton excitation, 21–22
optical filters, 38–41

bandpass, 39
combination, 40
for fluorescence microscopy, 41
neutral density, 40
signal purity and, 41–44
thin-film, 39–40

photomultiplier tubes, 44–49
CCD detectors, 49
failure of, symptoms, 49
hybrid, 49
photon counting vs. analog detection of fluorescence, 48–49
PMT design and dynode chains, 46–47
polarizers, 49–51
spectral response, 45–46
time response of, 47

quantum counters, 51–52
quantum yield standards, 54–55
sample geometry effects, 55–57
sample preparation, common errors in, 57–58
single-molecule detection, 23–24, 764–768
time-correlated single-photon counting (See Time-correlated 

single-photon counting (TCSPC))
two-photon and multiphoton excitation, 21–22

Instrument response function (IRF), 100, 105–106, 387, 487
Insulin, 813
Integrins, energy transfer, 518–519
Intensity-based sensing, 645
Intensity decay, 98, 577–578

aromatic amino acids, 578
correlation time imaging, 406–407
least-squares analysis, 161–162
microsecond luminescence decays, 129
multi-exponential model, 101–102
of NADH, 172
RET in three dimensions, 509–511
ribonuclease TI and single-exponential intensity, 584, 585
time-domain lifetime measurements, 145–148

chlorophyll aggregates in hexane, 146–147
FAD, 147–148
green fluorescent protein, systematic data errors, 145–146
picosecond decay time, 146
single-tryptophan protein, 145

tryptophan, 580–583
decay-associated emission spectra, 581
neutral tryptophan derivatives, 581–582
rotamer model, 578–580

tyrosine, 580–583
neutral tyrosine derivatives, 582–583

Intensity decay laws, 141–144
lifetime distributions, 143
multi-exponential decay, 141–143
stretched exponentials, 144
transient effects, 144–145

Intensity fluctuations, 798–799, 800
Interference filters, 39–40
Interferon-γ

resonance energy transfer, 540–542
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Internal charge transfer (ICT) state, 207, 220–221, 223–224, 229, 232
Internal conversion in fluorophores, 5
Intersystem crossing, 5–6, 334–335, 815–816
Intracellular protein folding, 454–455
Intramolecular quenching, 314–317
Intrinsic fluorophores, 15
Intrinsic/natural fluorescence, 15, 63–67

enzyme cofactors, 63–65
multiphoton excitation, 613–616
of proteins, 594–596

In-vivo imaging, sensors, 656–658
Iodide

absorption spectra, 303
autocorrelation function in fluorescence correlation spectroscopy,

816
quenching by, 18, 278, 279, 287, 288, 290, 303–304, 306

chloride probe, 631
proteins, 290, 546–547

Iodine, 5
Iodoacetamides, 68
Ionic quenchers, 290. See also specific ions
Ion indicators/probes/sensors. See also specific elements/ions

analyte recognition probes, 644–650
calcium and magnesium, 647–650
cation probe specificity, 644
sodium and potassium, 645–647

chloride, 631–632
energy-transfer mechanisms, 635–636
oxygen, 627–630
photoinduced electron-transfer (PET) probes, 316, 318, 335–336,

627, 641–643
Ionization

naphthol, 260–262
tyrosine, 534–535

IR-125, 74
IR-144, 174
Iridium metal–ligand complexes, 684
I7S, 539
Isomers, rotational, 253–255, 529, 578
Isoxanthopterin (IXP), 75, 76
Iterative reconvolution, 131

J
Jablonski, Alexander, 4–5
Jablonski diagram, 3–6

collisional quenching and resonance energy transfer, 11
lanthanide probe, 87
metal-enhanced fluorescence, 842–843
red-edge excitation, 257
solvent effects, 207
solvent relaxation, 206, 238

JF9, 780

K
Karyotyping, spectral, 730–732
Kasha's rule, 7, 359
Kerr lens mode locking, 109
∆5-3-Ketosteroid isomerase (KSI), 557
KFU 111, 635, 636
Kinase, intracellular, 823
Kinesin, 784
Kinetics, literature references, 838

Klenow fragment of DNA polymerase, 417
Kretschmann configuration, 862

L

Labeling, incomplete, energy-transfer studies, 452, 487–489
α-Lactalbumin, 806
Lactate dehydrogenase, 559–560, 584
Lactoglobulin, 368
LaJolla Blue, 719
Lamps. See Light sources
Lanthanide MLCs, 87–88

long-lifetime probes, 87–88
quenching, 523
retinal energy-transfer study, 523

Lanthanides, 3, 467
fingerprint detection, 683
as fluorophores, 679–683
nanoparticles, 682
near-infrared emitting, 682, 683
resonance energy transfer, 680–681
as sensors, 681–682

Laplace method, 130
Laser diodes, 21

DNA technology, 711
frequency-domain lifetime measurements, 174
human serum albumin measurement with, 71, 72
instrumentation, 33, 34
time-domain lifetime measurements, 107–108

Laser line filter, 39
Lasers

DNA technology, 711
dual-color fluorescence cross correlation spectroscopy, 824
frequency-domain lifetime measurements, 173–174
monochromators, 34
multiphoton excitation, 577
time-correlated single-photon counting

film, 748–750
picosecond dye devices, 105–107
solid-state devices, 107

time-resolved protein fluorescence, 577
Laser scanning confocal microscopy (LSCM), 764
Laser scanning microscopy (LSM), 748–750

frequency-domain, 750–751
imaging of cellular biomolecules, 750

Lateral diffusion in membranes, 300–301, 812–813
Laurdan, 219, 220, 221
Least-squares analysis, 160, 487

frequency-domain lifetime measurements, 161–162
Stern-Volmer plots, 304
time-domain lifetime measurements, 129–130
TRES, 254

Least-squares fitting, 103
Lecithin:cholesterol acyltransferase, 454
Lecithin vesicles, 248
LED. See Light-emitting diodes
Leucine, 294
L-format anisotropy measurement or single-channel method, 361–363
Lifetime-based probes and sensing, 626

DNA sequencing, 712
metal–ligand complexes, 88 (See also Metal–ligand complexes

(MLCs))
oxygen, 628–629
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Lifetime (decay time), 5–6
antibodies, 498
collisional quenching and, 256–257
estimation, single-molecule detection, 787–788
fluorescence-lifetime imaging microscopy, 741–752
frequency-domain (See Frequency-domain lifetime 

measurements)
long-wavelength long-lifetime fluorophores, 695–697
meaning of, 99
metal-enhanced fluorescence, 842–843
metal–ligand complexes, 683–695
natural, 10, 537
phase-modulation

apparent lifetimes, 191–192
phase angle and modulation, 192–194

principles, 9–12
quenching, 12
timescale of molecular processes in 

solution, 12
protein folding and, 558
quantum yield and, 537
solvent effects, 222–223
steady-state intensity and, 14
time-domain (See Time-domain lifetime measurements)

Lifetime distributions, time-domain lifetime measurements, 143
Lifetime imaging, 743
Lifetime reference, 133
Lifetime-resolved anisotropy, 435–436
Lifetime-resolved emission spectra, relaxation dynamics, 255–257
Lifetime standards, 169
Lifetime-weighted quantum yield, 142
Ligand analogs, 80
Ligand-centered absorption, 687
Light absorption and deviation from Beer-Lambert law, 59
Light diffraction, 37
Light-emitting diodes, 33

frequency-domain lifetime measurements, 174–175, 189
instrumentation, 33–34
time-domain lifetime measurements, 108

Light-generated DNA arrays, 734
Light-generated probe arrays, DNA hybridization, 734
Light modulators

frequency-domain lifetime measurements, 165–166
monochromators, 34–35

Light sources, 28
instrumentation, 31–34
lamps in corrected emission spectra, 34
time-correlated single-photon counting, 107–114

femtoscecond titanium:sapphire lasers, 108–109
flashlamps, 112–114
picosecond dye lasers, 110–112
synchrotron radiation, 114

Linear-focused dynode chain PMTs, 118
Linearity, time-to-amplitude converter (TAC), 115–116
Lipid probes, 690–691
Lipids

energy transfer, 521–522
membrane (See Membranes)
metal–ligand complex probes, 690
pyrenyl-labeled, 72

pyrenyl-PC, 72
Lipids, boundary

lipid-water partitioning effects, 298–300

Lipids, membrane
boundary, 298
distributions around Gramicidin, 463–465
energy transfer, 513
exchange of, 465

Lipobeads, 656
Lipocalin, 561, 563
Lippert equation, 208–213

application of, 212–213
derivation of, 210–212

Lippert-Mataga equation, 208–210
Lippert plots, solvent effects, 215–216
Liquid crystals, 377
Lissamine rhodamine B, 70
Liver alcohol dehydrogenase (LADH), 395, 584
Localized quenchers, membranes, 332
Locally excited state, 220–221
Longitudinal relaxation times, 250, 252
Long-lifetime probes, 86–88
Long-pass filters, 38, 39
Long-wavelength long-lifetime fluorophores, 695–697
Lorentzian distributions, 487

correlation time, 393
Lorentzian lifetime distributions, 143
Low-frequency polarization, 210
Low-pressure mercury lamps, 33
Lucigenin, 631
Lumazine, 589
Luminescence, defined, 1
Luminescence decays, 129
Lysozyme, 288

M

MACA (N-methylacridinium-9-carboxamide), 631
Macromolecules, detection of conformational 

dynamics, 820–821
Magic-angle conditions, 43
Magic-angle polarizer conditions, 364
Mag-INDO-1, 646
Magnesium indicators/probes/sensors, 17, 187–188, 647–650
Magnesium Orange, 646, 649
Magnesium oxide scatterer, 53
Magnetic resonance imaging (MRI), 406, 742
Mag-Quin-2, 187–188
Malachite green, 514
Maleimides, 68
Maltose binding protein (MBP), 457–458, 653
Manganese, 278
Maximum entropy analysis (MEM), 185–186
Maximum entropy method, 148–149
Melittin, 20, 547, 548

anisotropy decay, 398, 453, 590–591
association reactions

detection from homotransfer, 374
distance distributions, 483–485
frequency-domain lifetime measurements, 171, 188–189
phosphorescence, 599
RET distance measurements, 451–452
rotational correlation time, 590

Membrane binding site polarity, solvent effects on emission 
spectra, 206–207
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Membrane-bound fluorophore
anisotropy, 353
solvent effects on emission spectra, 215–216

Membrane-bound receptors, 813–815
Membrane fusion and lipid exchange, 465
Membrane potential probes, 72–74
Membrane probes, 72

absorption and emission spectra, 16
anisotropy decay, time-dependent, 401–402

Membranes, 37
acceptor location in lipid vesicles, 521–522
affecting anisotropy, 366
anisotropy, 374–377

distribution of membrane-bound proteins, 375–376
membrane microviscosity, 374–375

anisotropy decay, hindered rotational diffusion in, 399–402
diffusion in lateral, 300–301
diffusive motions in biopolymers, 501
energy transfer, 462–465

lipid distributions around Gramicidin, 463–465
membrane fusion and lipid exchange, 465
relative donor quantum yields, 518
tyrosine-to-tryptophan in membrane-bound protein, 543

multiphoton excitation for membrane-bound fluorophore, 613
phase transitions, 217–219
quenching, 18

boundary lipid, 298
depth-dependent, 296, 297–298
lipid–water partitioning effects, 298–300
localization of tryptophan residues, 294–295
localized quenchers, 295–296
oxygen diffusion, 293–294
parallax quenching in, 296–298

red-edge excitation shifts, 258–259
RET in rapid-diffusion limit

retinal location in rhodopsin disk membranes, 522–524
shear stress on viscosity, 225
TNS spectrum, 17–18
TRES, 245–249

Mercaptoacetic acid, 675
Mercury lamps, 33, 38
Merocyanine, 72–73
Metal colloids, optical properties, 845–846
Metal-enhanced fluorescence, 841

applications of, 851–855
DNA hybridization, 853
release of self-quenching, 853–854
silver particles on resonance energy transfer, 854–855

distance dependence of, 851–853
experimental results, 848–851

DNA analysis, 848–851
Jablonski diagram, 842–843
mechanism, 855–856
perspective on, 856
review of, 843–845
theory for fluorophore-colloid interactions, 846–848

Metal ion and anions sensors, 641–643
Metal–ligand complexes (MLCs), 1

energy transfer, 520
frequency-domain lifetime measurements, 174
long-lifetime, 683–695

anisotropy properties, 685–686
biomedical applications, 688–691

energy gap law, 687–688
immunoassays, 691–693
introduction to, 683–685
sensors, 694–695
spectral properties of, 686–687

long-wavelength long-lifetime fluorophores, 695–697
microsecond anisotropy decay, 408–409
oxygen sensors, 627–630

Metalloprotease, 550–551
Metals

effects on fluorescence, 843–845
excitation in metal-enhanced fluorescence, 842–843
interactions with fluorophores, 846–848
quenching by, 305
radiative decay engineering, 842

Metal-to-ligand charge transfer (MLCT), 684–685,
687, 694

Metaphase chromosomes, 730
Methanol, 230, 510

dielectric properties, 250
Stokes shift, 209

Methionine, 278, 558
Methionyl-tRNA synthetase, 370–371
Method of moments (MEM), 124, 130
2-Methylanthracene, 293, 294
9-Methylanthracene, 185, 186
N-Methylanthraniloyl amide (NMA), 398
Methyl 8-(2-anthroyl)octanate, 215
Methylindole, 590
Methylmercuric chloride, 279
N-Methylnicotinamide, 278
N-Methylquinolinium iodide (MAI), 306
O-Methyltyrosine, 583
Methylviologen, 309–310, 336, 340, 341
200-MHz fluorometers, 164–165
Micelles, 300
Microbeads, 727, 728
Microchannel plate photomultiplier tubes (PMT),

47, 117–118, 176
Microplate readers, 29–30
Microscopy

fluorescence lifetime imaging, 741–752
laser scanning, 748–750
laser scanning confocal, 764
with LED light source, 189

Microsecond anisotropy decays, 408–409
long-lifetime metal-ligand complexes, 408–409
phosphorescence, 408

Microsecond luminescence decays, 129
Microviscosity, membrane, 374–375
Mirror image rule, exceptions to, 8–9
Mixtures

fluorescence-lifetime imaging microscopy, 748
quenching-resolved emission spectra, 301–302
sample preparation errors, 57–58
solvent, emission spectra effects, 229–231
TRES and DAS comparison, 255

MLC. See Metal-ligand complexes (MLCs)
Mode locking, laser, 110
Modulation lifetimes, 99–100

apparent, 191–192
phase-modulation fluorometry, 198, 266–267

Modulation spectra, 189–191
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Molecular beacons, 311, 720–724
based on quenching by gold, 723–724
emission spectra, 757–758
with fluorescent acceptors, 722
hybridization proximity beacons, 722–723
intracellular detection of mRNA, 724
with nonfluorescent acceptors, 720–722
quenching by gold colloids, 313–314
quenching by gold surface, 314, 315
single-molecule detection, 782

Molecular biology quenching applications, 310–313
Molecular chaperonin cpn60 (GroEL), 371
Molecular information from fluorescence, 17–19

emission spectra and Stokes shift, 17–18
fluorescence polarization of anisotropy, 19
quenching, 18–19
resonance energy transfer, 19

Molecular weight effect on diffusion coefficients, 806–807
Moments and higher orders

literature references, 838
Monellin, 548

anisotropy decay, 432, 588
phosphorescence, 599

Monochromators, 28, 34–35
instrumentation

calibration of, 38
polarization characteristics of, 36
second-order transmission in, 37

stray light in, 36–37
time-correlated single-photon counting, 121
wavelength resolution and emission spectra, 35

Monte Carlo simulations
energy transfer, 517
parameter uncertainty, 135

Motions of molecular motors, 784
MQAE [N-(ethyoxycarbonylmethyl)-6-methoxyquinolinium], 79, 632
MR121, 311, 782
mRNA

intracellular detection of by molecular beacons, 724
M13 peptide, single-molecule calcium sensor, 784
Multi-alkali photocathode, 46
Multichannel analyzer (MCA), 116, 121
Multicolor fluorescence in-situ hybridization (m-FISH), 731
Multi-exponential decay

emission center of gravity, 583
frequency-domain lifetime measurements, 171, 178–186

global analysis of two-component mixture, 182–183
maximum entropy analysis, 185–186
melittin, 171
three-component mixture, resolution limits, 183–185
three-component mixture, resolution of 10-fold range of decay

times, 185
two closely spaced lifetimes, 180–182
two widely spaced lifetimes, 178–180

multi-tryptophan proteins, 584
resolution, 103
solvent effects, 229–231
time-domain lifetime measurements, 133–141

anthranilic acid and 2-aminopurine, 137–138
global analysis, multi-wavelength measurements, 138
goodness of fit comparison, F-statistic, 133–134
intensity decay laws, 141–143
multi-exponential or heterogeneous decays of, 101–103

number of photon counts, 135, 137
parameter uncertainty-confidence intervals, 134–135, 136
p-terphenyl and indole, 133
resolution of three closely spaced lifetimes, 138–141

Multi-exponential phosphorescence, 599
Multi-exponential relaxation

measurement, 252–253
in water, 251–252

Multiphoton excitation, 607–619, 822
cross-sections for, 609
instrumentation, 21–22
of intrinsic protein fluorescence, 613–616
for membrane-bound fluorophore, 613
microscopy, 616–619

calcium imaging, 616–617
excitation of multiple fluorophores, 618
imaging of NAD(P)H and FAD, 617–618
three-dimensional imaging of cells, 618–619

two-photon absorption spectra, 609–610
two-photon excitation of fluorophore, 610–612

Multiphoton excitation anisotropy, 612–613
Multiphoton microscopy, 607, 616–619

calcium imaging, 616–617
excitation of multiple fluorophores, 618
imaging of NAD(P)H and FAD, 617–618
three-dimensional imaging of cells, 618–619

Multiple decay time quenching, 291
Multiple intensity decay, 122
Multiplexed microbead arrays:suspension arrays,

726–727, 728
Multiplex-FISH, 731
Multiscalars, 129
Multi-wavelength excitation, time-dependent anisotropy 

decay, 429–430
Myb oncoprotein, 553–554
Myelin basic protein, 548
Myoglobin, 243, 584, 596
Myosin light-chain kinase (MLCK), 372, 456–457
Myosin S-1, 452
Myosin S-1 subfragment, 770–771

N

NADH, 16, 63–65
frequency-domain lifetime measurements, 172, 177, 178
imaging of, multiphoton microscopy, 617–618
protein binding, 65–67
quenching by adenine moiety, 278

Nanoengineering, surface plasmon-coupled emission, 870
Nanoparticles

lanthanides, 682
protein binding to, 457–458
semiconductor, 675–678

Nanosecond flashlamp, 112–113
Naphthalene, 279

Förster distances, 468
1,8-Naphthalimide, 340, 341
Naphthalocyanines, 75
Naphthol

dissociation, time-domain studies of, 264–265
excited-state reactions, 260–262

Naphthyl-2-acetyl, 495
Naphthylamine derivatives, 213
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Naphthylamines and sulfonic acids
excited-state reactions, 610
quenchers of, 279

Naphthylamine sulfonic acids, 71. See also ANS; TNS 
(2-(p-toluidinyl)naphthalene-6-sulfonic acid)

NATA (N-acetyl-L-tryptophanamide), 217
anisotropy decay of, 588
decay-associated spectra, 582
intensity decay, 120, 579–580, 581–582
lifetime reference, 100
quenching, 285, 341, 547, 548
rotational correlation times, 590
structure, 579

Natural fluorescence of proteins, 594–596
Natural lifetime, 10, 537
NATyrA (N-acetyl-L-tyrosinamide), 531–532

intensity decay of, 582–583
NBD derivatives

Förster distances, 468
lipids

quenching, 279, 299, 300
red-edge excitation shifts, 258–259

NBD (7-nitrobenz-2-oxa-1,3-diazole)
quenchers of, 279

NBS (nitrobenzenesulfenyl)
Förster distances, 468

Nd:YAG lasers, 108, 109–111
Near-field scanning optical microscopy (NFSOM),

763–764, 765, 778
literature references, 793

Near-infrared emitting lanthanides, 682, 683
Near-IR. See Light-emitting diodes
Near-IR probes, DNA sequencing, 710–711
Negative pre-exponential factor, 597
Nelder-Mead algorithm, 131
Neodymium, 682–683
Neodymium:YAG lasers, 110
Neuro-2a, 455
Neuronal receptor peptide (NRP), 551–552
Neutral density filters, 40
Neutral Red (NR), 223, 338, 339
N-Hydroxysuccinimide, 68
Nickel, 278, 279
Nicotinamide, 348
Nicotinamide adenine dinucleotide. See NADH
Nile Blue, 514–515
Nitric oxide, 278, 279
Nitrite, 348
Nitrobenz-2-oxa-1,3-diaxol-4-yl. See NBD
Nitrogen as flashlamp, 113
Nitromethane, 279
Nitrous oxide, 632–633
Nitroxide-labeled 5-doxylstearate, 299
Nitroxide-labeled phosphatidylcholines, 295, 296
Nitroxide quenching, 278, 279, 295
Nonlinear least-squares analysis. See

Least-squares analysis
Nonlinear least squares (NLLS), 124
Non-radiative decay, 842–843
Non-radiative decay rate, 222–223
Non-spherical fluorophores, 391
Notch filters, 39, 40
Nuclease, 548

Nucleic acids, 65
anisotropy decay, time-dependent, 402–406

DNA binding to HIV integrase, 404–406
DNA oligomer hydrodynamics, 403
intracellular DNA dynamics, 403–404

aptamers, 724–726
energy transfer, 459–461
labeling methods, 707–708
quenching, 284

Nucleotides, 65
quenching by, 341–342

O

Oblate ellipsoids of revolution, 422–423
Occupation numbers, 804
Octadecapentaenoic acid, 401–402
Octadecyl rhodamine B (ORB), 512–513
Octadecyl rhodamine (ODR), 519

Förster distances, 468
Octanol, 210, 215
Off-center illumination, 55
Olefins, 278, 279
Oligonucleotides

anisotropy decay, 416
energy transfer, 710

Oligosaccharides, distance distributions, 495–496
One-photon excitation, 171, 608–609

absorption spectra, 610
cross-sections for, 609

Optical bias, 166
Optical density, 55
Optical filters, 29, 766–768

bandpass, 39
colored, 38–39
combination, 40
for fluorescence microscopy, 41
interference, 38–39
neutral density, 40
signal purity and, 41–44
thin-film, 39–40

Optical properties
of metal colloids, 845–846
of tissues, 625

Optics
confocal, 761–762, 763
internal reflection, 760–761
single-molecule detection, 762–764

Oregon Green, 516, 639, 648
Orientation factor (k2), 448–450

energy transfer, 465, 489
on possible range of distances, 448–449, 452–453

Orientation imaging of R6G and GFP, 777–778
Orientation polarizability, 209, 211
Oriented fluorophores, transition moments,

353, 377–378
Oscillator strength, 59
Osmium metal–ligand complexes, 684, 685, 686

energy gap law, 688
Osmium MLCs, 88
Overlap integral, 445, 449–450
Oxazine dyes, 74
Oxonal, 73
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Oxygen
intersystem crossing, 816
quenching by, 334

Oxygen imaging
literature references, 754

Oxygen probes/sensors, 17
blood gas measurement, 637
camphorquinone, 672
collisional quenching mechanism, 627–630
lifetime-based, 628–629
mechanism of oxygen selectivity, 529

Oxygen quenching, 277, 278, 279
diffusion coefficient, 293–294
DMPC/cholesterol vesicles, 256–257, 293–294
DNA-probes, 286
intensity decays, 346
lifetime-resolved anisotropy, 435–436
membrane lipids, 293–294
monellin, 432
of phosphorescence, 317–318
of proteins, 548–549
quenching efficiency, 281
transient effects, 346
of tryptophan, 283–284

Oxytocin, 178, 399

P

Papain, 584
Parallel component, 776
Parallax quenching in membranes, 296–298
Parameter uncertainty, time-domain lifetime measurements, 134–135
Parinaric acid, 72, 415
Parvalbumin, 548, 599
Patman, 217, 218

membrane TRES, 245–246, 247, 248
Pebble sensors, 655–656
Pentagastrin, 590
Pepsinogen, chicken, 597
Peptides

calmodulin binding, 372–373
distance distributions, 479–481

concentrations of D–A pairs and, 482
cross-fitting data to exclude alternative models, 481–482
donor decay without acceptor, 482

energy transfer
aggregation of β-amyloid peptides, 515–516

membrane-spanning, 294–295
rigid vs. flexible hexapeptide, 479–481

Peroxides, quenching by, 279
Perrin equation, 13, 366–370

examples of Perrin plots, 369–370
Perrin plots, 369–370, 453

immunoglobulin fragment, 371–372
molecular chaperonin cpn60 (GroEL), 371
segmental motion effects, 436
tRNA binding to tRNA synthetase, 370–371

Perylene, 3, 4, 5, 10, 226, 391
anisotropy, 427–428, 429, 434, 435

rotational diffusion and, 422
anisotropy decay, 429–430
emission spectra, 7
energy transfer, 450

photoinduced electron energy transfer, 342–343
quenchers of, 279

pH, indicators/probes/sensors, 17, 175
blood gases, optical detection of, 637
energy-transfer mechanisms, 633–634
fluorescein, 637–639
GFP sensors, 655
HPTS, 639–640
literature references, 754
metal–ligand complexes, 694
pH sensors, 637–641
SNAFL and SNARF, 640–641
two-state, 637–641

Phase angles, 99, 162
frequency-domain anisotropy decays, 385, 386–387
frequency-domain lifetime measurements, 189–191
lifetime relationship to, 192–194
phase-modulation resolution of emission spectra, 198
solvent relaxation, 246

Phase lifetimes, apparent, 191–192
Phase modulation

fluorescence equations, derivation of, 192–194
lifetime relationship to, 192–194

Phase-modulation fluorometry, 265–270
apparent phase and modulation lifetimes, 266–267
wavelength-dependent phase and modulation values,

267–269
Phase-modulation lifetimes

HPLC, 175
time-domain lifetime measurements, 98

Phase-modulation spectra
frequency-domain lifetime measurements, 194–196

Phase-sensitive and phase-resolved emission spectra, 194–197
fluorescence-lifetime imaging microscopy, 743
phase-modulation resolution of emission spectra, 197–199

from phase and modulation spectra, 198–199
phase angle and modulation-based, 198
phase or modulation lifetime-based, 198
theory of phase-sensitive detection, 195–196

examples of PSDF and phase suppression, 196–197
high-frequency or low-frequency, 197

Phase shift, 159
Phase transition in membranes, 217–219
Phenol

excited-state reactions, 259–260
intensity decays, 578
quantum yield standards, 54

Phenol red, 633
Phenylalanine, 63

calcium binding to calmodulin using phenylalanine and 
tyrosine, 545–546

mutants of triosephosphate isomerase, 555, 556
quantum yield standards, 54
quenching of indole, 537
resonance energy transfer in proteins,

542, 543–545
spectral properties, 530, 531
tryptophan quenching of, 537, 592–593

2-Phenylindole, 269, 610
N-Phenyl-1-naphthylamine (NPN), 226, 227
Phorbol myristoyl acetate (PMA), 746
Phosphate, tyrosine absorption and emission, 534, 535
Phosphatidic acid, energy transfer, 463–464
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Phosphatidylcholine
brominated, 295
dansyl, energy transfer, 463–465
parinaroyl, 415

Phosphatidylethanolamine
energy transfer, 522

Phosphine ligand, 693
Phosphoglycerate kinase, 494–495, 501, 690
Phospholipase A2, 395, 548, 583
Phospholipids, 295
Phosphorescence

defined, 1
microsecond anisotropy decays, 408
protein, 598–600
quenching, 317–318

Phosphoryl-transfer protein (PTP), 587
Photobleaching, 34, 299, 523–524, 608–609, 769

fluorescence recovery after, 814–815
literature references, 793

Photocathodes (PD), 44, 45–46, 765
Photo-counting streak camera (PCSC), 126–127, 128
Photodiodes (PD), 177

amplification, 115
fast, 176
single-photon-counting avalanche, 755
time-correlated single-photon counting, 118–119

Photoinduced electron transfer (PET)
energetics of, 336–341
examples of, 338–340
in linked donor–acceptor pairs, 340–341
quenching

in biomolecules, 341–342
single-molecule, 342–343

Photoinduced electron-transfer (PET) probes, 316, 318, 335–336,
627, 641–643

Photomultiplier tubes (PMTs), 44–49
amplification, 115
constant fraction discriminators, 114–115
frequency-domain lifetime measurements, 167–168
instrumentation, 44–49

CCD detectors, 49
designs and dynode chains, 46–47
failure of, symptoms, 49
hybrid, 49
photon counting vs. analog detection of fluorescence, 48–49
spectral response, 45–46
time response of, 47

multi-anode, 122
pulse pileup, 116–117
single-molecule detection, 765
time-correlated single-photon counting, 103–104

dynode chain, 118
microchannel plate, 117–118

Photon antibunching, 829–830
Photon burst, 715, 716
Photon counting histograms, 818

literature references, 839
Photon counting rate, 124
Photon migration imaging (PMI), 657
Photophysics of single-molecule detection, 768–770
Photoselection, 12, 357–358

for two-photon excitation, 612–613
Photostability of fluorophores, 70–71

pH sensors. See pH, indicators/probes/sensors
Phthalocyanines, 75
Phycobiliproteins, 84–86
Phycocyanine, 84
Phycoerythrin, 84
Phycoerythrobilin, 84
Phytochromes, 83–84
Phytofluors, 83–84
Picolinium salts, quenching by, 278, 279
Picosecond dye lasers, time-correlated single-photon counting, 110–112
Picosecond intensity decays, 146
Picosecond relaxation in solvents, 249–252

multi-exponential relaxation in water, 251–252
theory of time-dependent solvent relaxation, 250–251

Picosecond rotational diffusion, oxytocin, 399
Planar fluorophores with high symmetry, anisotropy, 435
Plasma emission, 39
Plasmons, 861, 869
Platelet-derived growth factor (PDGF), 725, 726
Platinum (II) octaethylporphyrin ketone, 629
Point-by-point detection, 763
Poisson distribution, 798
Poisson noise, 103
Polarity

protein, 531, 533–534
solvent effects on emission spectra, 206, 533–534

Lippert equation, 210–211
membrane-bound fluorophore, 206–207

Polarization, 12–13. See also Anisotropy
anisotropy measurement, 19, 354
definition, 354–355
fluorescence immunoassay, 661–663
generalized, 218
instrumentation, 36
mobility of surface-bound fluorophores, 786–787
monochromator characteristics, 36
of single immobilized fluorophores, 786
single-molecule detection, 775–777

literature references, 794
surface plasmon-coupled emission, 865

Polarization assays, DNA hybridization, 719
Polarization spectra

electronic state resolution from, 360–361
tyrosine and tryptophan, 531–533

Polarized excitation, 778
Polarizers, 29, 49–51, 364
Polycyclic aromatic hydrocarbons, 279
Poly-L-proline, 449
Polymerase chain reaction (PCR), 720, 808
Polymer beads, 656
Polymer films, 433–434
Polymers

fluorescence correlation spectroscopy
literature references, 839

Poly(methylmethacrylate) (PMMA), 763
Polynuclear aromatic hydrocarbons, 175
Polyvinyl alcohol film, 359
POPOP, 2, 3, 185, 186
Porphyrin, 465
Porphyrin ketone derivative, 629
Position sensitive detection

literature references, 754
Potassium-binding benzofuran isophthalate (PBFI), 645–646, 647
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Potassium dehydrogen phosphate (KDP), 251
Potassium probes, 635–636, 645–647
PPD (2,5-diphenyl-1,3,4-oxadiazole), 105
PPO, 279
Presenilin I, 750
Primol 342, 369
Principles of fluorescence, 1–26

anisotropy, fluorescence, 12–13
biochemical fluorophores, 15–16
emission characteristics, 6–9

excitation wavelength independence, 7–8
mirror image rule, exceptions to, 8–9
Stokes shifts, 6–7

fluorescence sensing, 3
indicators, 16–17
Jablonski diagram, 3–6
lifetimes and quantum yields, 9–12
molecular information from fluorescence, 17–20

emission spectra and Stokes shift, 17–18
fluorescence polarization of anisotropy, 19
quenching, 18–19
resonance energy transfer, 19–20

phenomenon, 1–3
quenching, 11
resonance energy transfer, 13–14
steady-state and time-resolved fluorescence, 14–15

Prion proteins, 827
Probes. See Fluorophores
Prodan, 70, 221

apomyoglobin spectral relaxation, 244–245
solvent effects, 219

fatty acid binding proteins, 217
LE and ICT states, 221
phase transitions in membranes, 217–219

Prodan derivatives, 217, 218
Proflavin, 286–287
Programmable gain amplifier (PGA), 105
Propanol, 210, 250, 252
Propidium iodide, 713
Propylene glycol, 346, 347, 510

anisotropic rotational diffusion, 428, 429
excitation anisotropy spectra, 359, 360
rotational correlation times in, 590
solvent relaxation, 217
tryptophan anisotropy spectra in, 532

Protein binding and association reactions. See Association reactions
Protein fluorescence, 529–567

aromatic amino acids, spectral properties, 530–535
tryptophan, solvent effects on emission, 533–534
tyrosinate emission from proteins, 535
tyrosine, excited-state ionization, 534–535
tyrosine and tryptophan, excitation polarization of, 531–533

association reactions, 551–554
calmodulin, binding to target protein, 551–552
calmodulin, tryptophan mutants, calcium binding site 

resolution, 552
interactions of DNA with proteins, 552–554

calcium binding to calmodulin, 545–546
energy transfer, 539–545

interferon-γ, tyrosine-to-tryptophan energy transfer in,
540–541

membrane-bound protein, tyrosine-to-tryptophan energy 
transfer in, 543

phenylalanine-to-tyrosine, 543–545
RET efficiency quantitation, 541–543

general features, 535–538
genetically engineered proteins, spectral properties, 554–557

barnase, 556–557
ribonuclease mutants for, 558–559
triosephosphate isomerase, 555, 556
tyrosine proteins, 557

indole, 531
phenylalanine, 545
protein folding, 557–560

cellular retinoic acid binding protein I (CRABPI), 560
lactate dehydrogenase, 559–560

protein structure and tryptophan emission, 560–562
tryptophan emission in apolar environment, 538–539

azurins, emission spectra of molecules with one or two 
tryptophan, 539

azurins, site-directed mutagenesis of single-tryptophan,
538–539

tryptophan quenching, 546–551
emission maximum, effects of, 547–549
emission spectra resolution by, 550–551
fractional accessibility in multi-tryptophan proteins, 549–550

Protein fluorescence, time-resolved, 577–600
anisotropy decays, 583–588

annexin V, 585–587
melittin, 590–591
protein with two tryptophans, 587–588
representative proteins, 589–591
ribonuclease TI, 584, 585

decay-associated spectra, 591
intensity decays, 578–580
perspectives, 600
phosphorescence, 598–600
protein folding, conformational heterogeneity, 588–589
protein unfolding, 588–589

conformational heterogeneity, 588–589
representative proteins

disulfide oxidoreductase DsbA, 591–592
heme proteins, intrinsic fluorescence, 594–596
immunophilin FKB59-1, phenylalanine quenching of 

tryptophan fluorescence, 592–593
thermophilic β-glycosidase, 594
tryptophan repressor, site-directed mutagenesis, 593–594

spectral relaxation, 596–598
tryptophan, intensity decays, rotamer model, 578–580
tryptophan and tyrosine, intensity decays, 580–583

decay-associated tryptophan emission spectra, 581
neutral tryptophan derivatives, intensity decays, 581–582
neutral tyrosine derivatives, intensity decays, 582–583

Protein folding, 292–293, 453–455, 557–560
Protein kinase C, 654, 690, 746–747
Protein phosphorylation, 459
Proteins. See also Fluorophores

anisotropy
Perrin equation, 367–369
Perrin plots, 370–372

anisotropy of membranes and membrane-bound proteins, 374–377
association of tubulin subunits, 807–808
binding of NADH, 65–67
binding to chaperonin GroEL, 807
conformation (See Conformation)
diffusive motions in biopolymers, 501
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Proteins [cont'd]
distance distributions, 482–485

analysis with frequency domain data, 479–482
melittin, 452, 483–485
representative literature references, 504
from time-domain measurements, 487

domain-to-domain motions, 690
energy transfer, 509, 681

orientation of protein-bound peptide, 456–457
protein binding to semiconductor nanoparticles, 457–458
RET and association reactions, 455–456
RET imaging of fibronectin, 516
single-protein-molecule distance distribution, 496–497

fluorescence correlation spectroscopy
literature references, 839

labeling
probes, non-covalent, 71–72
reagents, 67–69
Stokes shift in, 69–70

literature references, 794
metal–ligand complexes, domain-to-domain motions in, 690
protein kinase C activation, 746–747
quenching

distance dependent, 348
radiation boundary model, 344–346
substrate binding to ribozyme, 311–312

quenching applications to, 290–300
colicin E1 folding, 292–293
conformational changes and tryptophan accessibility, 291
effects of quenchers on proteins, 292
endonuclease III, 290–291
multiple decay time quenching, 291–292

as sensors, 88–89, 651–652
based on resonance energy transfer, 652–654

single-molecular resonance energy transfer, 773–775
specific labeling of intracellular, 86
time-resolved emission spectra (TRES)

apomyoglobin, 243–244
membranes, 245–249
spectral relaxation in, 242–243

Proteins, anisotropy decay
collisional quenching, analysis with, 431–432
frequency-domain, 397–399

apomyoglobin, rigid rotor, 397–398
melittin, 398
oxytocin, picosecond rotational diffusion, 399

time-domain, 394–397
alcohol dehydrogenase, 395
domain motions of immunoglobulins, 396–397
free probe, effects of, 397
phospholipase A2, 395
Subtilisin Carlsberg, 395–396

Proteins, fluorescent, 81–86
green fluorescent protein, 81–83, 307–309
phycobiliproteins, 84–86
phytofluors, 83–84

Protonation, 643
Protons

excited-state reactions, 259
quenching by, 279

Pulsed laser diodes, 577
Pulsed xenon lamps, 32

Pulse lasers, 21
Pulse picker, 110
Pulse pileup, 116–117
Pulse repetition rate, 124
Pulse sampling or gated detection, time-resolved measurements, 124–125
Purines, 278, 284
Purothionines, 535
PyDMA, 126
Pyrene, 86, 126

DNA technology, 718
emission spectrum, 9
excited-state reactions, 610
Förster distances, 468
lipids labeled with, 86, 296, 297

pyrenyl-PC, 72
quenchers of, 279, 300
release of quenching upon hybridization, 310, 311
rotational diffusion, 371

Pyrenedodecanoic acid (PDA), 293
1-Pyrenesulfonylchloride, 371
Pyridine, 278, 279
Pyridine-1, 2, 3
Pyridine-2, 112
Pyridinium, 336
Pyridinium hydrochloride, 278
Pyridoxal 5-phosphate, 64
Pyridoxamine, 64
Pyrimidines, 278, 284
Pyrophosphate, 316

Q

Quantum counters
corrected spectra, 52–53
instrumentation, 51–52

Quantum dots, 457, 675
labeling cells, 677–678
multiplexed arrays, 727
resonance energy transfer, 678
spectral properties, 676–677

Quantum yields, 9
and lifetime, 537
long-wavelength long-lifetime fluorophores, 695
in membranes, 518
principles, 9–12
quenching, 10
timescale of molecular processes in solution, 12

protein fluorescence, 536–537
resonance energy transfer in proteins, 541–542

Quantum yield standards, 54–55
Quartz-tungsten halogen (QTH) lamps, 33
Quenchers, 278. See also specific agents
Quenching, 11, 18, 277–318, 401–402

and association reactions, 304–305
accessibility to quenchers, 312–313

specific binding reactions, 304–305
bimolecular quenching constant, 281–282
collisional, 171–172
collisional, theory of, 278–282

bimolecular quenching constant, interpretation of, 281–282
Stern-Volmer equation, derivation of, 280–281
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comparison with resonance energy transfer, 331–334
distance dependence, 332–333
encounter complexes and quenching efficiency, 333–334

by dabcyl, 722
energy transfer, 519
energy transfer, χ0 changes from, 480
fractional accessibility, 288–290

experimental considerations, 289–290
Stern-Volmer plots, modified, 288–289

by gold, molecular beacons, 723–724
on gold surfaces, 313–314

molecular beacon by gold colloids, 313–314
molecular beacon by gold surface, 314

intramolecular, 314–317
DNA dynamics, 314–315
electron transfer in flavoprotein, 315–316
sensors based on photoinduced electron transfer, 316, 318

of lanthanides, 523
mechanisms of, 334–336

electron-exchange, 335
intersystem crossing, 334–335
photoinduced electron transfer, 335–336

molecular biology applications, 310–313
molecular beacons by guanine, 311
release of quenching upon hybridization, 310, 311
substrate binding to ribozymes, 311–312

molecular information from fluorescence, 18–19
of phosphorescence, 317–318
photoinduced electron transfer, 336–341

examples of, 338–340
in linked donor–acceptor pairs, 340–341

photoinduced electron transfer quenching in biomolecules, 341–342
DNA bases and nucleotides, 341–342
quenching of indole by imidazolium, 341

proteins
anisotropy decays, 431–432
tryptophan position and, 550

proteins, applications to, 290–300
colicin E1 folding, 292–293
conformational changes and tryptophan accessibility, 291
effects of quenchers on proteins, 292
endonuclease III, 290–291
multiple decay time quenching, 291–292

quenchers, 278
quenching-resolved emission spectra, 301–304

fluorophore mixtures, 301–302
Tet repressor, 302–304

self-, metal-enhanced fluorescence, 853–854
sensing applications, 305–310

amplified, 309–310
chloride-sensitive fluorophores, 306
chloride-sensitive green fluorescent protein, 307–309
intracellular chloride imaging, 306–307

simulated intensity decay, 101
single-molecule photoinduced electron transfer, 342–343
sphere of action, 285–286
static, theory of, 282
static and dynamic, 282–283

examples of, 283–284
steric shielding and charge effects, 286–288

DNA-bound probe accessibility, 286–287
ethenoadenine derivatives, 287–288

Stern-Volmer equation, deviations from, 284–285

transient effects, 343–348
experimental studies, 346–348
proteins, distance-dependent quenching in, 348

tryptophan fluorescence, by phenylalanine, 537
Quenching, advanced topics, 293–301

membranes, 293–300
boundary lipid, 298
lipid-water partitioning effects, 298–300
localization of membrane-bound tryptophan residues, 294–295
in micelles, 300
oxygen diffusion, 293–294
partitioning, 298–300

membranes, applications to
localized quenchers, 295–296
parallax and depth-dependent quenching, 296–298

membranes, diffusion in, 300–301
lateral, 300–301

probe accessibility to water- and lipid-soluble quenchers, 286–287
quenching efficiency, 281, 333, 543

Quenching constants, 309, 348, 548–549
Quenching efficiency, 281, 333, 542

encounter complexes, 333–334
Quin-2, 648, 649

fluorescence-lifetime imaging microscopy, 744–745
Quinine, 2, 7

chloride sensors, 631
Quinine sulfate, 51–52, 53, 56, 196, 197
Quinolinium, 279

R

R0. See Förster distance
Rac activation, 459, 460
Radiating plasmon model, 856, 868
Radiation boundary condition (RBC) model, 344–346
Radiation patterns, 778–779
Radiative decay, 842–843
Radiative decay engineering, 841–870

introduction, 841–843
Jablonski diagram, 842–843
optical properties of metal colloids, 845–846
surface plasmon-coupled emission, 861–870

Radiative decay rate, 223, 537
Radiative transfer, 366
Radio-frequency amplifiers, frequency-domain lifetime 

measurements, 167
Raman notch filter, 39
Raman scatter, 39, 42, 43, 289
Rapid diffusion limit, 467
Ras in single-molecule detection, 24
rATP, 725
Rayleigh scatter, 42, 59, 289, 766
Reaction coordinate, 238
Reaction kinetics, 758–759, 799
Receptors, membrane-bound, 813–815
Red and near-IR dyes, 74–75
Red-edge excitation shifts, 257–259

energy transfer, 259
membranes, 258–259

Red fluorescent protein, 81
Red shift, solvent effects on, 533–534
Reflectivity in surface-plasmon resonance, 862–863
Refractive index, 50, 208, 209
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Rehm-Weller equation, 337
Relaxation, 7, 12
Relaxation dynamics, 237–270

analysis of excited-state reactions, 265–270
continuous and two-state spectral relaxation, 237–239

phase modulation studies of solvent relaxation, 265–267
excited-state ionization of naphthol, 260–262
excited-state processes, overview, 237–240
excited-state reactions, 259–262
lifetime-resolved emission spectra, 255–257
multi-exponential spectral relaxation, measurement, 252–253
picosecond relaxation in solvents, 249–252

multi-exponential relaxation in water, 251–252
theory of time-dependent solvent relaxation, 250–251

red-edge excitation shifts, 257–259
energy transfer, 259
membranes, 258–259

solvent relaxation vs. rotational isomer formation, 253–255
time-resolved emission spectra (TRES)

analysis, 246–248
anthroyloxy fatty acids, 248–249
labeled apomyoglobin, 243–244
measurement, 240–242
membranes, spectral relaxation in, 245–249
overview, 239–240
proteins, spectral relaxation in, 242–243
synthetic fluorescent amino acid, 244–245

time-resolved emission spectra (TRES) measurement
direct recording, 240–241
from wavelength-dependent decays, 241–242

TRES vs. DAS, 255
Resonance, surface-plasmon, 861–865
Resonance energy transfer (RET), 13, 144, 375, 443. See also

Energy transfer
applications, 20–21, 490–496
characteristics of, 443–445
comparison with quenching, 331–334

distance dependence, 332–333
encounter complexes and quenching efficiency,

333–334
Dexter interaction, 335
and diffusive motions in biopolymers, 501
effects on anisotropy, 364–365
efficiency, 333
literature references, 839
molecular information from fluorescence, 19–20
principles, 13–14
sensors, 626
time-resolved RET imaging, 497–498

Restricted geometries, energy transfer, 516–519
Restriction enzymes, 712–713, 826
Restriction fragment length polymorphisms (RFLPs), 713
RET. See Resonance energy transfer (RET)
Retinal, 522–524
Reversible two-state model, 262–264

differential wavelength methods, 264
steady-state fluorescence of, 262–263
time-resolved decays for, 263–264

Rhenium complex, 520
Rhenium metal–ligand complexes, 88, 684, 686

immunoassays, 692–693
spectral properties, 687

Rhod-2, 645
Rhodamine, 2, 3, 20, 314, 315

anisotropy decay, 394, 416
DNA technology, 723, 725, 729
glucose sensor, 635
quantum yield standards, 54
time-resolved RET imaging, 498

Rhodamine 800, 74
Rhodamine B, 51, 279

metal-enhanced fluorescence, 848
Rhodamine derivatives, 74, 76

Förster distances, 468
structures of, 74–75

Rhodamine 6G, 122, 514
concentration in fluorescence correlation spectroscopy, 805–806
single-molecule detection, 759–760

Rhodamine 6G dye laser. See R6G laser
Rhodamine green (RhG), 824
Rhodamines, 68–69
Rhodopsin disk membranes, retinal in, 522–524
Riboflavin, 64
Ribonuclease A, 501, 558–559
Ribonuclease Ti, 536, 548, 588–589

anisotropy decays, 584, 585
Ribozymes

energy transfer, 460
hairpin, 493
representative literature references, 505
in single-molecule detection, 23–24, 775

Ribozyme substrate binding, 311–312
Rigid rotor, 397–398
Rigid vs. flexible hexapeptide, distance distributions, 479–481
RNA

energy transfer, 459–461
imaging of intracellular RNA, 460–461

Room-temperature phosphorescence of proteins, 599
Rose bengal, 848
Rotamers (rotational isomers), 253–255, 529, 578–580
Rotational correlation time, 102–103, 353

ellipsoids, 423–425
Rotational diffusion, 12, 13, 102, 168, 365, 422–423, 828–830

anisotropy decay
ellipsoids, theory, 425–426
frequency-domain studies of, 427–429
non-spherical molecules, 418–419
time-domain studies of, 426–427

membranes, hindered, 399–402
oxytocin, 399
Perrin equation, 366–370
rotational motions of proteins, 367–369
stick vs. slip rotational diffusion, 425

Rotational isomer formation, 253–255, 529, 578–580
Rotational motion

measurement of, 102
single-molecule detection, 775–779

Rotors
hindered, 391–392
rigid, 397–398

R6G laser, 111, 112, 120
fluorescence intensity distribution analysis, 818, 819
single-molecule detection, 777–778

R3809U, 117
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Ru(bpy)2phe-C12, 189, 190
Rugate notch filters, 766
Ruthenium metal–ligand complexes, 88, 684, 686

S
Sample geometry effects, 55–57
Sample preparation, common errors in, 57–58
SBFI (sodium-binding benzofuran isophthalate), 645–647
Scanning fluorescence correlation spectroscopy

literature references, 839
Scattered light, 366, 766

phase-sensitive detection, 196, 197
Scattered light effect, frequency-domain lifetime measurements, 172–173
Second-order transmission, monochromator, 37
Segmental mobility, biopolymer-bound fluorophore, 392–393
Selex, 725
Self-quenching, 69–70

metal-enhanced fluorescence, 853–854
Semiconductor nanoparticles, 675–678
Seminaphthofluoresceins (SNAFLS), 640–641
Seminaphthorhodofluors (SNARFS), 640–641
Senile plaques, 498
Sensing and sensors, 78–79, 623–663

analyte recognition probes, 643–650
calcium and magnesium, 647–650
cation probe specificity, 644
intracellular zinc, 650
sodium and potassium, 645–647
theory of, 644–645

calcium, 784
cardiac, 662
chloride, 631–632
clinical chemistry, 623–624
by collisional quenching, 627–633

chloride, 631–632
miscellaneous, 632
oxygen, 627–630

energy transfer
glucose, 634–635
ion, 635–636
pH and CO2, 633–634
theory for, 636–637

energy-transfer, 633–637
GFP sensors, 654–655

intrinsic, 655
using resonance energy transfer, 654–655

glucose-sensitive fluorophores, 650–651
immunoassays, 658–663

ELISA, 659
energy transfer, 660–661
fluorescence polarization, 661–663
time-resolved, 659–660

in-vivo imaging, 656–658
lanthanides, 659, 681–682
literature references, 795
mechanisms of sensing, 626–627
metal–ligand complexes (See Metal–ligand complexes (MLCs))
molecular information from fluorescence, 17–20
new approaches to, 655–656

pebble sensors and lipobeads, 655–656
pH, two-state sensors, 637–641

blood gases, optical detection of, 637
pH sensors, 637–641

phosphorescence, 629
photoinduced electron-transfer (PET), 316, 318
photoinduced electron-transfer (PET) probes for metal ions and

anions, 641–643
probes, 79–81
proteins as sensors, 651–652

based on resonance energy transfer, 652–654
RET, 458–459
spectral observables, 624–626

lifetime-based sensing, 626
optical properties of tissues, 625

Serotonin, 615–616
Serum albumin, 13, 71, 72, 304, 584, 589, 678

anisotropy decay of, 413–414
intensity decay of, 583, 584
laser diode excitation, measurement with, 71, 72
metal-enhanced fluorescence, 851–853
rotational correlation time, 368

Shear stress on membrane viscosity, 225
β-Sheet structure, 561–562, 563
Side-window dynode chain PMTs, 118
Signaling, intracellular, 459
Signal-to-noise ratio in single-molecule detection, 784–786
Silicone, oxygen sensor support materials, 627, 628, 629
Silver, 278, 279

effect on resonance energy transfer, 854–855
Silver colloids, 845–846
Silver island films, 848
Simazine, 660
Simulated intensity decay, 101, 102
Single-channel anisotropy measurement method, 361–363
Single-exponential decay, 120, 121

spherical molecules, 367
time-dependent intensity, 198

Single-exponential decay law, 346
Single-exponential fit, FD intensity decay approximation, 479
Single-exponential intensity and anisotropy decay of ribonuclease 

TI, 584, 585
Single-molecule detection, 23–24, 757–788

advanced topics, 784–788
lifetime estimation, 787–788
polarization measurements and mobility of surface-bound 

fluorophores, 786–787
polarization of single immobilized fluorophores, 786
signal-to-noise ratio in single-molecule detection, 784–786

biochemical applications, 770–773, 780–784
chaperonin protein, 771–773
conformational dynamics of Holliday junction, 782–783
enzyme kinetics, 770
molecular beacons, 782
motions of molecular motors, 784
single-molecule ATPase activity, 770–771
single-molecule calcium sensor, 784
turnover of single enzyme molecules, 780–781, 782

detectability of single molecules, 759–761
instrumentation, 764–768

detectors, 765–766
optical filters, 766–768

internal reflection and confocal optics, 760–762
confocal detection optics, 761–762
total internal reflection, 760–761

literature references, 788, 791–795
optical configurations for, 762–764
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Single-molecule detection [cont'd]
photophysics, 768–770
resonance energy transfer, 773–775
single-molecule orientation and rotational motions, 775–779

imaging of dipole radiation patterns, 778–779
orientation imaging of R6G and GFP, 777–778

time-resolved studies of single molecules, 779–780
Single-molecule detection (SMD), 342–343
Single-particle detection, 85
Single-photon counting, 103. See also Time-correlated 

single-photon counting
Single-photon-counting avalanche photodiode (SPAD), 755, 763
Single-photon excitation, green fluorescent protein, 171
Single-stranded DNA binding protein, 552–554
Singlet state, 334
Site-directed mutagenesis, azurins, 538–539. See also Genetically

engineered proteins
Skeletal muscle troponin C, 490–492
Skilling-Jaynes entropy function, 148
Smoluchowski model, 281, 344, 345–346, 347
SNAFL, 640–641
SNARF, 640–641
Sodium analyte recognition probes, 645–647
Sodium-binding benzofuran isophthalate (SBFI), 645, 647
Sodium Green, 16, 17, 646, 647
Sodium probes, 17, 635–636, 643, 645–647
Soleillet's rule, depolarization factor multiplication, 436–437
Sol gels, 634
Solvent effects on emission spectra, 205–235, 533–534

additional factors, 219–223
changes in non-radiative decay rates, 222–223
excited-state intramolecular photon transfer, 221–222
locally excited and internal charge transfer states, 219–221

biochemical examples
calmodulin, hydrophobic surface exposure, 226–227
cyclodextrin binding using dansyl probe, 227–228
fatty acid binding proteins, 226
with solvent-sensitive probes, 226–229

development of advanced solvent-sensitive probes, 228–229
Lippert equation, 208–213

application of, 212–213
derivation of, 210–212

Lippert-Mataga equation, 208–210
Lippert plots, specific solvent effects, 215–216
mixtures, effects of, 229–231
overview, 205–208
polarity surrounding membrane-bound fluorophore, 206–207
probe–probe interactions, 225–226
Prodan

phase transitions in membranes, 217–219
specific, 213–215
spectral shift mechanisms, 207–208
summary of, 231–232
temperature effects, 216–217
tryptophan, 533–534
viscosity effects, 223–225

shear stress on membrane viscosity, 225
Solvent relaxation, 12. See also Relaxation dynamics; Solvent effects on

emission spectra
vs. rotational isomer formation, 253–255

Solvent-sensitive probes, 226–229
Soybean peroxidase (SBP), 595
SPA (N-sulfopropylacridinium), 631

Species-associated spectra (SAS), 269–270
Spectral diffusion in single-molecule detection, 767
Spectral karyotyping, 730–732
Spectral observables, sensors, 624–626
Spectral overlap, two-state model, 661
Spectral relaxation, 239, 596–598. See also Relaxation dynamics
Spectral response, PMTs, 45–46
Spectral shift mechanisms, solvent effects on emission spectra, 207–208
Spectrofluorometer, 3, 27–29

for high throughput, 29–30
ideal, 30
schematics of, 28

Spectroscopy
fluorescence correlation, 757, 797–832
general principles (See Principles of fluorescence)

Sperm whale myoglobin, 584
Sphere of action, 285–286
Spin-labeled naphthalene derivative, 314
Spin-labeled PC, 298
Spin–orbit coupling, quenching, 278
Spotted DNA microarrays, 732–734
SPQ [6-methoxy-N-(3-sulfopropyl)quinolinium]

chloride sensors, 171–172, 631–632
quenching, 279

Squirrel cage, 46
Stains, DNA, 712–715

energy-transfer stains, 715
fragment sizing by flow cytometry, 715
high-affinity bis, 713–715

Standard lamp, correction factors obtained with, 53
Standards

corrected emission spectra, 52–53
emission spectra correction, 52–53
quantum yield, 54–55

Staphylococcal nuclease, 346, 347, 536, 558, 560, 564–565
anisotropy, 588
frequency-domain lifetime measurements, 171
intensity decay of, 583

Staphylococcus aureus metalloprotease, 550–551
Static quenching, 11, 65, 277. See also Quenching

combined with dynamic quenching, 282–283
examples, 283–284
theory of, 280, 282

Steady-state and time-resolved fluorescence principles, 14–15
Steady-state anisotropy

calculation of, 367
DPH in DPMC vesicles, 302
proteins, tryptophan position and, 551

Steady-state intensity, 15
Steady-state measurements

continuous relaxation model, 238
light sources, 31–34
vs. time-resolved measurements, 97

Steric shielding, quenching, 281, 286–288
Stern-Volmer equation, 278, 283–284

derivation of, 280–281
deviations from, 284–285

Stern-Volmer plots, 549–550
Stern-Volmer plots, modified, 288–289
Stern-Volmer quenching, 11
Stern-Volmer quenching constant, 18, 279
Steroid analogs, 80
Steroid binding protein (SBP), 286
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Steroids, quenching, 284, 286–287
Stilbene, 223–224, 309, 310
Stokes, G.G., 6, 7
Stokes-Einstein equation, 281
Stokes shift, 6–7, 119

advanced solvent-sensitive probes, 228–229
dielectric constant and refractive index effects, 207, 208
emission spectra and, 17–18
in protein labeling, 69–70
solvent effects, 208–210, 222

Stratum corneum, 751
Stray light, 36–37
Streak camera fluorescence-lifetime imaging microscopy, literature 

references, 754
Streak cameras, 125–128
Streptavidin, 565–566, 678
Streptococcal protein G, 244
Stretched exponentials, time-domain lifetime measurements, 144
Stroboscopic sampling, 124–125
Structural analogs of biomolecules, 80
Structural motifs

tryptophan spectral properties and, 561–562
Structure

protein (See Conformation; Protein folding)
steric shielding and quenching, 286–288

Stryryl, 72
Substrate binding to ribozymes, 311–312
Subtilisin, 583
Subtilisin Carlsberg, 395–396
Succinimide, 278, 279, 281
Succinyl fluorescein, 707, 708
Sudan III, 633
Sulfa antibiotic sulfamethazine (SHZ), 660
Sulfonyl chlorides, 68
Sulforhodamine, 656, 657
Sulforhodamine, 865, 866
Sulfur dioxide, 279, 632
Support materials, oxygen sensors, 627, 628, 629
Support plane analysis, 134
Surface-bound assays, 867
Surface plasmon-coupled emission (SPCE), 861–870

applications of, 867–868
expected properties, 865
experimental demonstration, 865–867
future developments, 868–870
phenomenon of, 861
surface-plasmon resonance, 861–865
theory, 863–865

Surface-plasmon resonance (SPR), 861–865
Suspension arrays, multiplexed microbead, 726–727, 728
Syber Green, 720
Synchrotron radiation, 114
Syto 14, 189, 190

T

TAMRA, 724, 726
Taqman, 720
Temperature effects

excited-state lifetime, 221
LE and ICT states of Prodan, 216–217
metal–ligand complexes, 685
room-temperature phosphorescence of proteins, 599

rotational motions of proteins, 368, 369
solvent relaxation, 216–217

Terbium, 3, 87, 523–524
energy transfer, 467, 521
as fluorophores, 679
Förster distances, 468

Terbium probes, 87
p-Terphenyl, 120, 133, 134, 178

resolution of two widely spaced lifetimes, 178–180
Tetraethylorthosilicate (TEOS), 634
Tetrahydrorhodamine, 454
Tetramethylrhodamine-labeled lipid (TMR-POPE), 764
Tetramethylrhodamine-labeled nucleotide, 808–809
Tetramethylrhodamine (TMR), 313, 314, 707, 729, 769

RET imaging of fibronectin, 516
Tetraoctylammonium hydroxide (TOAH), 634
Tet repressor, 145, 302–304
Texas Red, 41, 69, 70, 72, 707
Texas Red-PE, 72
T-format anisotropy measurement, 29, 363–364
Thallium, 279
Theory

anisotropy, 355–358
anisotropy decay, 414–415
energy transfer

for donor–acceptor pair, 445–448
homotransfer and heterotransfer, 450–451
orientation factor, 448–449
transfer rate dependence on distance, overlap integral, and 

orientation factor, 449–450
energy-transfer sensing, 636–637
frequency-domain lifetime measurements, 161–163

global analysis of data, 162–163
least-squares analysis of intensity decays, 161–162

phase-sensitive detection, 195–197
examples of PSDF and phase suppression, 196–197

quenching, 278–282
relaxation dynamics, time-dependent, 250–251
representative literature references, 504

Thermophilic β-glycosidase, 594
Thiazole dyes, DNA technology, 715
Thiazole orange, 74–75
Thin-film filters, 39–40
Thiocyanate, 279, 631
Three-decay time model, 178, 179
Three-dimensional imaging of cells, 618–619
Three-photon excitation, cross-sections for, 609
Thymidine kinase, 497
TICT (twisted internal charge transfer), 207, 220, 221, 627, 645
Time-correlated single-photon counting (TCSPC), 103–107, 241

convolution integral, 106–107
detectors

color effects in, 119–121
DNA sequencing, 123–124
dynode chain PMTs, 118
microchannel plate PMTs, 117–118
multi-detector and multidimensional, 121–124
timing effects of monochromators, 121

electronics, 114–117
amplifiers, 115
analyte-to-digital converter (ADC), 115
constant fraction discriminators, 114–115
delay lines, 116
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Time-correlated single-photon counting [cont'd]
multichannel analyzer (MCA), 116
photodiodes as, 118–119
pulse pileup, 116–117
time-to-amplitude converter (TAC), 115–116

examples of data, 105–106
laser scanning microscopy, 748–750
light sources, 107–114

femtosecond titanium:sapphire lasers, 108–109
flashlamps, 112–114
laser diodes and light-emitting diodes, 107–108
picosecond dye lasers, 110–112
synchrotron radiation, 114

principles, 104–105
Time-correlated single-photon counting (TCSPC) detectors, 117–121

compact PMTs, 118
Time-dependent anisotropy decays. See Anisotropy decays,

time-dependent
Time-dependent solvent relaxation, theory of, 250–251
Time-domain decays

anisotropy, time-dependent, 383–387
Time-domain lifetime measurements, 97–155

alternative methods for time-resolved measurements, 124–129
microsecond luminescence decays, 129
streak cameras, 125–128
transient recording, 124–125
upconversion methods, 128–129

applications of time-correlated single-photon counting (TCSPC)
chlorophyll aggregates in hexane, 146–147
FAD intensity decay, 147–148
green fluorescent protein, systematic data errors, 145–146
picosecond decay time, 146

applications of time-correlated single-photon counting (TSCPC),
145–148

single-tryptophan protein, 145
biopolymers, multi-exponential or heterogeneous decays of,

101–103
data analysis, 129–133

assumptions of nonlinear least-squares method, 130
autocorrelation function, 132–133
goodness of fit (χR

2), 131–132
least-square analysis, 129–131
maximum entropy method, 148–149

frequency-domain measurements, 98–100
examples of time-domain and frequency-domain lifetimes, 100
lifetime or decay time, meaning of, 99
phase modulation lifetimes, 99–100

global analysis, 144–145
intensity decay laws, 141–144

lifetime distributions, 143
multi-exponential decay, 141–143
stretched exponentials, 144
transient effects, 144–145

multi-exponential decays, analysis of, 133–141
anthranilic acid and 2-aminopurine, 137–138
global analysis, multi-wavelength measurements, 138
goodness of fit comparison, F-statistic, 133–134
number of photon counts, 135, 137
parameter uncertainty-confidence intervals, 134–135, 136
p-terphenyl and indole, 133
resolution of three closely spaced lifetimes, 138–141

vs. steady-state measurements, 97
time-correlated single-photon counting (TCSPC), 103–107

convolution integral, 106–107
examples of data, 105–106
principles, 104–105

time-correlated single-photon counting (TCSPC) detectors, 117–121
color effects in, 119–121
compact PMTs, 118
DNA sequencing, 123–124
dynode chain PMTs, 118
microchannel plate PMTs, 117–118
multi-detector and multidimensional, 121–124
photodiodes as, 118–119
timing effects of monochromators, 121

time-correlated single-photon counting (TCSPC) electronics,
114–117

amplifiers, 115
analyte-to-digital converter (ADC), 115
constant fraction discriminators, 114–115
delay lines, 116
multichannel analyzer (MCA), 116
pulse pileup, 116–117
time-to-amplitude converter (TAC), 115–116

time-correlated single-photon counting (TCSPC) light 
sources, 107–114

femtosecond titanium:sapphire lasers, 108–109
flashlamps, 112–114
laser diodes and light-emitting diodes, 107–108
picosecond dye lasers, 110–112
synchrotron radiation, 114

Time-domain measurements
anisotropy decay, 394–397, 415–417
protein distance distributions from, 487

Time-resolved emission spectra (TRES), 596–597, 598. See also
Relaxation dynamics

analysis, 246–248
vs. DAS, 255
frequency-domain data for calculation of, 264–265
labeled apomyoglobin, 243–244
membranes, spectral relaxation in, 245–249
overview, 239–240
synthetic fluorescent amino acid, 244–245

Time-resolved emission spectra (TRES) measurement, 240–242
Time-resolved energy transfer. See Energy transfer, time-resolved
Time-resolved fluorescence

anisotropy decay, 102, 367
Förster distance determination, 499
light sources, 31
principles, 14–15
protein (See Protein fluorescence, time-resolved)
reasons for, 14
reversible two-state model, 263–264

Time-resolved fluorescence correlation spectroscopy, 819–820
Time-resolved immunoassays, 659–660
Time-resolved measurements, 779–780
Time-to-amplitude converter (TAC), 104, 105, 115–116, 121, 122
TIN, 715
TIRF, 56
Tissues

in-vivo imaging, 656–658
optical properties of, 625

Titanium:sapphire lasers, 108–109, 128, 577
for multiphoton microscopy, 614

TMA, 500–501
TMA-DPH, 72
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TMR (tetramethylrhodamine), 468
fluorescence intensity distribution analysis, 818, 819
Förster distances, 468
time-resolved fluorescence correlation spectroscopy, 819

TNB (trinitrophenyl)
Förster distances, 468

TNS [6-(p-toluidinyl)naphthalene-2-sulfonate]
red-edge excitation, 256
vesicles, TRES, 256

TNS [2-(p-toluidinyl)naphthalene-6-sulfonic acid], 71–72
anisotropy decay, 397–398

TNS [6-(p-toluidinyl)naphthalene-2-sulfonic acid], 17–18
TO, 715
TO-8, 118

format of photomultiplier tubes, 46
[2-(p-Toluidinyl)naphthalene-6-sulfonic acid] (TNS). See TNS

(2-(p-Toluidinyl)naphthalene-6-sulfonic acid)
Total internal reflection (TIR), 56, 760–761, 762, 821–822, 862

literature references, 839
TOTIN, 715
TOTO, 75, 714, 715
Transfer efficiency, 446, 447
Transferrin, energy transfer, 521
Transient effects, time-domain lifetime measurements, 143
Transient recording, 124–125
Transition metal–ligand complexes. See Metal–ligand complexes

(MLCs); specific elements
Transition moments, anisotropy, 355, 356, 377–378, 433–435
Transit time spreads (TTS), 47, 117–118, 119
Translation diffusion and fluorescence correlation spectroscopy,

802–804
TRES. See Time-resolved emission spectra (TRES)
Trichloroethanol (TCE), 278, 292
Trifluoperazine, 89
Trifluoroacetamide (TFA), 288
Trifluoroethanol (TFE), 304
Triosephosphate isomerase, 555, 556
tRNA binding to tRNA synthetase, 370–371
Tropomyosin, 681
Troponin C, 614

calcium-induced conformation changes, 490–493
Troponin I, 589
Trp repressor-DNA binding anisotropy, 373
Trypsin, 368
Tryptophan, 11, 15, 63, 490

absorption and emission spectra, 16, 17
acceptor decay, 489
challenge of, 566–567
conformational changes and accessibility, 288–289
decay-associated emission spectra, 581
emission, 536
emission and protein structure, 560–562

genetically inserted amino-acid analogues, 565–566
tryptophan spectral properties and structural motifs, 561–562

emission in apolar environment, 538–539
emission spectra, 44
energy transfer, 450, 451
excitation polarization spectra, 531–533
frequency-domain lifetime measurements, 188–189
intensity decays, 145, 580–583
multiphoton excitation of, 614
mutants, 552, 555, 556
pH and, 579

phosphorescence of, 598–600
protein fluorescence, 529–530
quantum yield standards, 54
resonance energy transfer in proteins, 540–541, 542
rotamers, 578–579
rotational correlation times, 590
simulated intensity decay, 101–102
solvent effects on emission spectra, 533–534
spectral properties, 530, 531, 561–562
spectral relaxation, 596–598
structure, 579
tryptophan analogs, 562–567
unfolding and exposure to water, 588–589

Tryptophan analogs, protein fluorescence, 562–567
Tryptophan quenching, 279, 280, 283–284, 546–551. See also

specific proteins
accessibility of quencher, 18, 288, 291, 549–550
emission maxima, effects of, 547–549
emission spectra resolution by, 550–551
endonuclease III, 290–291
localization of membrane-bound residues, 294–295
by phenylalanine, 592–593
quenching constant, 281–282, 548–549

Tryptophan repressor, site-directed mutagenesis, 593–594
Tubulin subunits, 807–808
TU2D, 500–501
Turbidity, 365–366
Twisted internal charge transfer (TICT) state, 207, 220, 221, 627, 645
Two-channel method anisotropy measurement, 363–364
Two-component mixture, global analysis, frequency-domain lifetime

measurements, 182–183
Two-photon excitation, 171, 608, 822–823

absorption spectra, 609–610
cross-sections for, 609
diffusion of intracellular kinase, 823
excitation photoselection, 612–613
of fluorophore, 610–612
instrumentation, 21–22

Two-state pH sensors, 637–641
Two-state relaxation, 246, 262–263

model, 237
Tyr-No2

Förster distances, 468
Tyrosinate-like emissions, 535
Tyrosine, 63, 316

calcium binding to calmodulin using phenylalanine and 
tyrosine, 545–546

dipeptides, 542
emission from proteins, 535
emission spectra, 44
excitation polarization spectra, 531–533
excited-state ionization of, 534–535
intensity decays, 580–583
protein fluorescence, 529
quantum yield standards, 54
quenchers of, 279
resonance energy transfer in proteins, 540–541, 542, 543–545
spectral properties, 530, 531
structure, 579
vasopressin, 178

Tyrosine kinase, 459
Tyrosine proteins, genetically engineered, 557
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U

Umbelliferone (7-hydroxycoumarin), 79
Umbelliferyl phosphate (7-UmP), 79, 659
Underlabeling, 488–489
Upconversion methods, time-resolved measurements,

128–129
Uridine quenching, 284

V

Valinomycin, 635
Vasopressin, 177, 178
Vesicles

giant unilamellar, 465, 466
Patman-labeled, TRES, 246–247, 248
Prodan, 219
red-edge excitation, 258–259
RET in rapid-diffusion limit, 521–522
TNS-labeled, TRES, 256

Vibrational structure of fluorophores, 5
Viscosity

and rotational diffusion, 366
rotational motion of proteins, 367–368
solvent effects, 223–225

Viscosity probes, 80–81
Voltage and fluorophores, 73–74
Volume calculation in fluorescence correlation 

spectroscopy, 804

W

W71, 556
W92, 558–559
W94, 556–557
Water

dielectric properties, 251
multi-exponential relaxation in, 251–252

phosphorescence quenching, 317
polarizability properties, 209

Wavelength, 27
dye lasers, 112
emission spectrum, 4
excitation, emission characteristics, 6–8

Wavelength-dependent decays, 239–240
TRES measurement from, 241–242

Wavelength-ratiometric probes, 79, 624, 645, 651, 741, 742
Wavelength-to-wavenumber conversion, 53–54
Wavenumber, 27
Weber, Gregorio, 68, 69
W168F mutant, 555
Wide-field frequency-domain film, 746–747
Window discriminator (WD), 105

X

Xenon, 279
Xenon lamp, 28, 31–32

pulsed, 32

Y

Y-base, 65
Yellow fluorescent protein (YFP), 81, 307–309, 397,

398, 458, 497, 654
YFP5, 747
Yt-base, 230–231

solvent relaxation, 251–252
Ytterbium, 682, 683

Z

Z (collisional frequency, fluorophore-quencher), 281
Zener diode, 167
Zinc-finger peptide, 88, 89, 501
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